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ABSTRACT

Information systems are coherent with applications. With the

increasing number of applications, information systems have

also been increasing day by day. Therefore, Information the-

ory has been evolved from its beginning form to its present

one. The story progressive development of information the-

ory has redefined our world in a fascinating way. It has its

major applications in Internet of Things (IoTs), cloud comput-

ing, big data analysis, social networking, artificial intelligence

and many more. Now, the question is whether we need any

safety and security for this information theoretic models. The

answer is validated with the categories of information. The

data or information can be classified as: unclassified, classi-

fied, confidential, secret and top secret. Therefore, different

types of security services are required. Researches have been

done rigorously on these aspects and it has been found cryp-

tographic processes are the one of the most suitable way to

provide multidimensional security provisions.
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A number of algorithms, processes and methods have been

developed so far in the domain of cryptography as well as

cryptology. At the time of introduction of these algorithms,

they were working with their efficiency, but with the techno-

logical progress and the sophistication of cryptanalysis pro-

cesses have opened up the weaknesses of these algorithms and

some of them are obsolete now. Therefore, the cryptology de-

signers and coders have urged the need of randomness in the

algorithms so that the algorithms are able to withstand the

cryptanalytic attacks.

In this thesis, we have developed a symmetric and balanced

function generator which produces random bit patterns. This

function generator operates on random selection of variables

given as input and also selects random basic GATEs (among

AND, OR, XOR, NOT) for the operation. As a result, this pro-

duces a random output which we have utilized in the key

expansion of AES algorithm and key scheduling of RC4 al-

gorithm. We have analysed its properties and behaviour to

evaluate the performance of the developed function genera-

tor. We have also identified some new propositions through

our experimentation. Moreover, this can be used as a crypto-

graphic primitive in different other cryptographic processes

or algorithms. Besides cryptography, this function generator

can be used in other fields such as statistical analysis, mechan-

ical and electronics engineering and many more.
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CHAPTER 1

Introduction

1.1 General

Information systems are coherent with applications. Information systems

deal with the systems with a specific reference to information. It considers the

complementary networks of hardware and software that people and organizations

use to collect, filter, process, create and also distribute data. When we talk about

information systems, we must know that all the information systems possess some

data that works as information. Moreover, the distribution of such information

over the network is also critical process in our present digital age. The urge of the

process has emerged another domain of the computing science termed as informa-

tion theory. The process of information theory is started its journey with the re-

search of Claude Shannon’s in 1948 [1]. Information theory has been evolved from

its beginning form to its present one. The story progressive development of infor-

mation theory has redefined our world in a fascinating way. It provides the oppor-

tunity to study the social, political, and technological interactions among entities.

It has helped to provide a guidance for the development of the information theory

1



CHAPTER 1. Introduction 2

constructions and has defined its trajectory of progress. It provides an insight into

how information theory can be modelled as a mathematical model and can be con-

jugated with a new emerging field of technology. Information theory begins with

a broad spectrum of fields, ranging from management to biology, all information

theory to be a ’magic key’ to multidisciplinary understanding. It has its major ap-

plications in Internet of Things (IoTs), cloud computing, big data analysis, social

networking, artificial intelligence and many more. This field has moved from the

initial propositions to the various influences which have narrowed its focus specifi-

cally to the computing relations to is distribution in technological domain. Within

these established boundaries, external influences such as the constrained space has

steered the progress of the field. Further, the expansion of information theory has

been constantly controlled by hardware technological limitations for various ap-

plications. As we have said, information theory is coined by Claude Shannon, he

has not used the phrase of information theory in his research. The main objective

is ”information” need to be quantified, analyzed, and reduced to a mathematical

formula; therefore the research work and now the domain of Information Theory

has attracted a number of researchers.

Let us take some of the very influential applications of information theory

in the recent times. The present world is converging to the domain of IoT where

all the applications are going to used internet based infrastructure for the com-

munication among them. Senor networks, vehicular networks, road-side traffic

analysis, smart home systems all are going to generate the huge amount of data

as well as the processed information. Along with advantages of the virtualization,

cloud computing draws an attention of the information technology domain. The

services of cloud are also good sources of information which are led to data science

perceptions. The automation systems and the artificial intelligence with robotics

need rigorous dealing with data and information. All the information generated

or processed by the above systems must follow the information theory so that the

applications are modelled with mathematical interpretations. These mathemati-

cal models of information theory help us to monitor or control the results of the
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systems.

Now, the question is whether we need any safety and security for this infor-

mation theoretic models. The answer is validated with the categories of informa-

tion. The data or information can be classified as: unclassified, classified, confiden-

tial, secret and top secret. Let us take some examples. We often save our personal

pictures, videos, credentials of credit-debit cards, bank details in our laptop and

tablets. We use passwords, cryptolockers or such applications for the protection

of such our personal data. Think of another scenario. We have the transaction

data of bank need to be transmitted over network. So, if the network is not secure

any third party can modify or intercept the information in between of transmis-

sion. Therefore, we use secure connections with HTTPS. The strategic planning of

a nations defence domain is at the most top secret data to be considered. So, these

data or information need to be secure for sharing among personnel. Three main

security aspects are always in consideration for any information sharing process:

confidentiality, authenticity and integrity. The data for IoT, data access in clouds,

verification of threshold values in artificial intelligence must require such security

aspects, otherwise the systems cannot be considered as success. Therefore, we can

understand that if information theory is evolving with its more developed methods

and processes, the approaches for providing the security aspects to such informa-

tion processing need to be rigorously researched for the progress of information

theory.

1.2 Motivation

In recent times, cryptography has attained lot of importance. As a natural

consequence, its hardware effective, both in terms of time and space requirement.

Being a part of the computer science, information theory has been considered as

one of the integral part of this domain as all the applications of computer science
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follow the mathematical models of information theory. Further, the security re-

quirements of the information theory have always worked as a motivational point

for our research work. The algorithmic features of the cryptography are one of the

deterministic means of providing security services. Moreover, all the distributed

infrastructures such as internet, data processing use cryptographic security fea-

tures in the form of encryption, hashing, digital signature, key management etc.

CRYPTOGRAPHY

Key management

Public key techniques Symmetric cryptography
and Hash functions

Digital

signatures

Public key

encryption

Block and

stream ciphers

Hash

functions

Cryptanalysis

Mathematical

foundations of

cryptography

Figure 1.1: Domain of the present work with ACM taxonomy

A number of researches have been executed to design robust cryptographic

algorithms. Some algorithms work efficiently and some have been dominated by

the cryptanalysis attacks. We have analysed the algorithms of the previous works

in this domain and have identified some of the prominent research gaps as dis-

cussed in the next chapter. We have found that the existing algorithms are lacking

in incorporating randomness in their corresponding features. Therefore, we have

been motivated towards the generation of a new cryptographic feature as a random

function generator.
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Our motivation towards the present research work is an addition of an at-

tribute in the field of intersected domain of mathematical foundations of cryp-

tography and block and stream ciphers. The shaded area in Figure 1.1 shows the

domain of the present work according to ACM taxonomy.

1.3 Basics of Cryptography

Cryptography from Greek κρυπτóς kryptós, ”hidden, secret”; and γρáϕειν graphein,

”writing”, or -λoγiα -logia, ”study”, respectively is the practice of executing secret

communication in the presence of third parties or adversaries. It plays an im-

portant role in the concern of logical barriers to attacks on information systems

security.

Cryptography [2] in the previous time was analogous to encryption where the main

task was to convert the readable message to an unreadable format. The process

was complex as the sender needed to send the decoding technique personally to

the receiver. Modern cryptography, in comparison, is easy to manage as it is an in-

tersection of mathematics, computer science and electrical engineering. Different

types of transformations are used in modern cryptography. The schemes of mod-

ern cryptography are computationally secure because practical breaking down of

such cryptosystems is infeasible with any practical means.

The growth of cryptographic technology has emerged a number of legal issues in

this digital information era. The usage of cryptography as a tool for espionage and

sedition has led many governments to consider it as a potential weapon limiting

or even prohibiting its use. In some jurisdictions where the use of cryptography

is legal, laws permit investigators to compel the disclosure of encryption keys for

documents relevant to an investigation. Cryptography is also having a significant

role in digital rights management and piracy of digital media.
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In our daily life, we often experience the cryptographic measures and methods.

From electronic mail to cellular communications, from secure web browsing to

digital cash, everywhere the applications of cryptographic algorithms is observed.

Therefore, the information systems and the data communication among such infor-

mation systems are dependable on such cryptographic schemes to make the pro-

cess enough secure.

Different applications [3] of cryptography demand for different types of security

services. Cryptography provides the following services [2].

Confidentiality: the data is hidden from the third party.

Authentication: the data is handled by only the legitimate person.

Integrity: the data is not changed in the process of communication.

Non-repudiation: the responsibility of sending and receiving the data cannot be

avoided by either sender or the receiver.

1.3.1 Types of cryptography

There are two basic categories of cryptography [2][3][4] exist in this domain- Sym-

metric cryptography and Asymmetric cryptography [5]. Both the categories con-

vert the plaintext (original message) to ciphertext (encrypted message) with the

help cipher and the vice versa is done with the help of decipher.

Symmetric key cryptography: Symmetric key cryptography [8] deals with the usage

of a single shared key between a sender and a receiver. The schematic diagram of

this process has shown below in Figure 1.2

Asymmetric key cryptography: Asymmetric key cryptography [5] deals with two

keys for an encryption-decryption process. They key which is public is used for

encryption process and another key called as private key, which is mathematically

related with the public key, is used to decrypt the encoded message. The schematic

diagram of asymmetric key cryptography is shown below in Figure 1.3.
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Figure 1.2: Schematic diagram of symmetric cryptography process

Figure 1.3: Schematic diagram of asymmetric cryptography process

Both the symmetric key and asymmetric key cryptography have their relative ad-

vantages and disadvantages. Symmetric is faster than the asymmetric key process

and has more strength with a large size of key. On the other hand, asymmetric

key process is slower though it maintains better scalability. It can also provide

authentication and non-repudiation which is not provided by the former.

Another way of categorization [2] of the cryptographic algorithms depends upon

the data it works upon. One of them is called as block ciphers which deal with the

predefined size of the block of data on which the cipher is applied. For example,

DES algorithm works with 64 bit data block. On the other hand, ciphers like RSA

works on data stream where each bit of data is encrypted with the cipher until the

total bits of data are encrypted.
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1.3.2 Cryptographic Algorithm Metrics

A number of algorithms are getting developed each day. Some of them are even-

tually getting approved by different standard organization and some of them are

getting rejected in comparison with others. This selection of the cryptographic al-

gorithms is based upon some metrics which helps to provide a utility for Common

Criteria Level of Assurance (LA). These metrics assist in developing a framework

for specifying the appropriate measures to design a cryptographic algorithm. Al-

though all the characteristics of the algorithms cannot be quantified, the parame-

ters or the metrics of such algorithms can be objective or subjective. Cryptographic

algorithms characteristics [3][4] which are considered for the development of met-

rics have been listed below.

Type: This metric is subjective as the type of algorithm is developed is depending

upon the key structure used for the algorithm. If the algorithm uses a shared se-

cret key, it is considered to be the symmetric cryptographic algorithm and if the

algorithm uses two keys (public and private), it is considered as asymmetric cryp-

tography. But the type of the algorithm leads to the measurement of complexity

and time consumption factors of the algorithms.

Structure of the algorithm: This is another subjective metric which depends upon

the plaintext format requirement for the algorithms. The algorithms can use data

block as a smallest unit considered as block ciphers and some algorithms use each

bit as a smallest unit to be encrypted in each iteration, considered as stream cipher.

Moreover, the structure of the algorithm also makes an effect on the strength of the

algorithms. For example, most of the block ciphers use Feistel structure [9][10]

which emphasizes on permutation of data blocks at the starting of each round and

in the completion of all rounds. This attributes the algorithm with security by

providing confusion and diffusion.

Functions: Different cryptographic algorithms are used to provide different secu-

rity services such as confidentiality, integrity, authentication, non-repudiation and
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so on. Each of the services deals with their corresponding factors to be evaluated.

For example, the algorithm for confidentiality must emphasis on the key for better

perspective. But, the algorithm for authentication or integrity must consider the

hash functions that are used to develop the algorithm.

Key size: Keysize is represented in the terms of bits. The security aspect of all the

cryptographic algorithms is a function of length of key. Higher the bits, more is

security and less bits, less security as the less bit counts of keys are vulnerable to

the brute force attacks, factoring attacks or discrete log attacks.

Rounds: Rounds are specifically not having any threshold as per the metric con-

cern. As one time pad is having only one round with block size of 1 bit, but still

this classical cipher is good. More number of rounds is adopted to generate more

confusion and diffusion property [7] in the algorithm which is desired characteris-

tics of a good cryptographic algorithm. This round metric is easy to quantify and

therefore can be considered as a measurable metric for cryptographic algorithms.

Complexity: The complexity of a cryptographic algorithm depends upon the setup

of encryption, decryption and the key. Basically, the round functions consist of

different bitwise operations, modular arithmetic. This metric is critical because

the cryptographic algorithm must not be too complex as the algorithms are used

even for resource constraint environments. The main objectivity of this metric is

to execute a parallelism in the operations.

Cryptanalysis: Cryptography does not deal with only developing encryption or de-

cryption algorithms; the algorithms need to be proved to have strength by the

cryptanalysis process [6]. Brute force attack, factoring, linear and differential crypt-

analysis are some of the best known attacks that are executed on the cryptographic

algorithms to identify the strength of the algorithms. The number of steps per-

formed for the attack, the time requirement and the type plaintext or ciphertext

used for the attack are also the parts of this metric.
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1.4 Research Objectives

Cryptography is a field of intense research where each and every day a new algo-

rithm emerges to make more secure of all the aspects in the information security

or network security. The security services such as confidentiality, authentication,

non-repudiation, integrity can be achievable by this variety of cryptographic algo-

rithms.

In our present day, all the applications, whether related to network security or data

security, use the cryptographic algorithms for the security services. All the crypto-

graphic algorithms use key, functions as their integral component. To provide the

security, keys are confidential. But, the functions that are used in the algorithms

are public. Therefore, the security of the functions is somehow less if the keys are

revealed or guessed in any manner. The prime objectives of our ongoing research

work have been summarized below.

1. To design a symmetric random function generator as a cryptographic primi-

tive.

2. To develop a block cipher using the developed cryptographic primitive.

3. To develop a stream cipher using the developed cryptographic primitive.

4. To evaluate and analyse the performance of the cryptographic primitive using

the developed block and stream cipher.

1.5 Researcher’s Contribution

The researcher’s contribution in this area is illustrated by the flow chart given in

Figure 1.4 and is summarized as follows:

Symmetric Random Function Generator development: We have introduced a

function generator that produces the symmetric balanced output in the sense of
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the number of 1’s and 0’s in the output string irrespective of the input string. The

concept of the present work must not be confused with the existing symmetric

Boolean function concept. Both the concepts are distinguished by a line of dif-

ference: Symmetric Boolean functions consider the hamming weight of the in-

put string, whereas our present work considers the hamming distance of output

string. Moreover, symmetric boolean function is a specialized function whereas,

our present work outputs a combined function comprised of logic GATEs. The

function generator is able to randomly select of boolean functions and randomly

select variable inputs for the functions for example, suppose we have the basic

gates as AND, OR, NOT, XOR and three variables as V1, V2, V3. Then the outputs

can be: V1 XOR V2 NOT V3, V1 AND V3 XOR V2 and many more. These combina-

tions are selected dynamically and randomly for both the operators and variables.

It confirms all the desirable cryptographic properties and therefore is well suited

for cryptographic algorithms.

Modified AES with function generator: We have used our symmetric random

function generator in AES algorithm which is popular as a block cipher. The modi-

fication has been done in the key scheduling process of AES. The results show that

the present function generator has increased the parametric efficiency of AES and

therefore more robust against cryptanalysis.

Modified RC4 with function generator: We have used the developed random

function generator in RC4 algorithm which is popular as stream cipher. The mod-

ification has done with the key expansion module in RC4. The modification en-

hances the cryptographic strengths the algorithm.

Behaviour comparison of the function generator: The development of the modi-

fied AES and modified RC4 lead to the process behaviour comparison of the de-

veloped function generator in block cipher domain and stream cipher domain.

Therefore, it will further generate some open research problems for future crypto

designers.
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1.6 Organization of the thesis

The thesis is organized in seven chapters. A brief outline of the chapters is given

below.

Chapter 1 introduces to the domain of cryptography leading to the basic informa-

tion and working of cryptographic categories. It highlights some of the key points

in this domain and also gives brief about the application oriented development of

WSNs. Author’s contribution has also been highlighted in this chapter.

Chapter 2 shows the related research work by different researchers in this domain.

The review work has been categorized in three basic parts. Firstly, the existing

algorithms in the domain of block ciphers and stream ciphers and related attacks.

Secondly, different weaknesses and modifications of AES have been reviewed and

lastly, research works on RC4 have been analysed.

Chapter 3 proposes a modification of AES algorithm. Along with the modification,

the behaviour of the modified AES is also discussed. The experimented observa-

tions for the modifications are thoroughly analysed.

Chapter 4 proposes a modification of RC4 algorithm. Along with the modification,

the behaviour of the modified RC4 is also discussed. The experimented observa-

tions for the modifications are thoroughly analysed.

Chapter 5 concludes the thesis highlighting comparison of the behaviour of devel-

oped function generator with respect to block and stream cipher. It also empha-

sizes the prime outcomes of the current research and significant contribution of

the thesis and notifies about the scope for future research in this area.



CHAPTER 2

Review of Literature

Cryptography [2] in the previous time was analogous to encryption where

the main task was to convert the readable message to an unreadable format. The

process was complex as the sender needed to send the decoding technique person-

ally to the receiver. Modern cryptography, in comparison, is easy to manage as it is

an intersection of mathematics, computer science and electrical engineering. Dif-

ferent types of transformations are used in modern cryptography. The schemes of

modern cryptography are computationally secure because practical breaking down

of such cryptosystems is infeasible with any practical means.

The growth of cryptographic technology has emerged a number of legal is-

sues in this digital information era. In our daily life, we often experience the

cryptographic measures and methods. From electronic mail to cellular commu-

nications, from secure web browsing to digital cash, everywhere the applications

of cryptographic algorithms is observed. Therefore, the information systems and

the data communication among such information systems are dependable on such

cryptographic schemes to make the process enough secure. Different applications

[3] of cryptography demand for different types of security services.

14
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Cryptography does not deal with only developing encryption or decryption algo-

rithms; the algorithms need to be proved to have strength by the cryptanalysis

process [5]. Brute force attack, factoring, linear and differential cryptanalysis are

some of the best known attacks that are executed on the cryptographic algorithms

to identify the strength of the algorithms. The number of steps performed for the

attack, the time requirement and the type plaintext or ciphertext used for the at-

tack are also the parts of this metric.

2.1 Review of Literature

The review of literature has been categorized in five parts for our research

work.

Category 1: Identifying the functions used for the block ciphers

Category 2: Identifying the functions used for the stream ciphers

Category 3: Identifying the cryptanalytic attacks on ciphers that identify the func-

tional relation in the round function.

Category 4: Identifying the cryptographic function properties.

Category 5: Identifying the modifications in Advanced Encryption Standard (AES)

Algorithm.

Category 6: Identifying the modifications in Rivest Cipher 4 (RC4) Algorithm.

2.1.1 Literature review on block ciphers

We have observed 60 block ciphers. Bitwise XOR has been used in all the

algorithms as it provides permutation objectives. Apart from XOR, the usage of

bitwise AND, OR, NOT has also been seen. Some of the specialized functions have

also been used such Fast Fourier Transformation [122], Hadamard Transformation

[123], Affine Transformation [124], Self inverse Transformation [124], Linear and
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non linear transformations [125]. The summarized table for the utilized functions

and operations of all the block ciphers has been shown in Table 2.1.

Table 2.1: Literature Review of Block Ciphers

Algorithm Ref Year Block Size Key Size Summary of used

function

Lucifer [11] 1971 48, 32 or

128 bits

48, 64 or 128

bits

Uses the linear and

nonlinear transfor-

mation functions,

Arithmetic oper-

ations like AND,

XOR.

DES [12] 1975 64 bits 56 bits + 8 par-

ity bits)

Bitwise addition

modulo, XOR.

DESX [13] 1984 64 bits 184 bits Same as DES, but in-

put is XORed with

64 bit key material

beforehand and sim-

ilarly the output is

XORed with another

64 bit key part

FEAL [14] 1987 64 bits 64 bits XOR operations
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RC2 [15] 1987 64 bits 8 - 1024 bits, in

steps of 8 bits;

default 64 bits

It uses two’s comple-

ment addition, bit-

wise AND, bitwise

XOR operation, bit-

wise COMPLEMENT,

exponentiation oper-

ation and modulo op-

eration.

Khafre [16] 1989 64 bits 512 bits OR and XOR opera-

tions

Khufu [16] 1989 64 bits 512 bits Key whitening with

XOR operation.

FEALNX [17] 1990 64 bits 128 bits XOR operations as

FEAL

LOKI [18] 1990 64 bits 64 bits Non linearity used

in S-box and key

whitening

Redoc II [19] 1990 80- bits 160 bits Only XOR operations

IDEA [20] 1991 64 bits 128 bits Key generator uses

XOR operation, mul-

tiplication modulo

216 + 1 and addition

modulo 216

Blowfish [21] 1993 64 bits 32-448 bits Modulo operations

and XOR
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Safer K-64 [22] 1993 64 bits 64 bits subkeys are added

using either addition

modulo 256 or XOR.

Pseudo hadamard

transform is used

here as a diffusion

layer.

VINO [23] 1993 64 bits 128 bits In round scheme bit-

wise XOR is used.

Addition modulo is

used.

GOST [24] 1994 64 bits 256 bits Addition modulo and

left rotation

MacGuffin [25] 1994 64 bits 128 bits XOR operations in

different stages.

RC5 [26] 1994 32, 64

or 128

bits (64

suggested)

0 to 2040 bits

(128 suggested)

Bitwise XOR is used.

TEA [27] 1994 64 bits 128 bits Bitwise XOR is used.

Misty [28] 1995 64 bits 128 bits Key Scheduling, in-

put function, output

function all of them

use the bitwise AND,

bitwise inclusive OR,

multiplication, quo-

tient, remainder op-

erations
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Akelarre [29] 1996 128 bits 128 bits Uses the basics of

IDEA and RC5.

BEAR [30] 1996 On the or-

der of 213

to 223 bits

or more

160 or 128 bits Bitwise XOR

CAST128 [31] 1996 64 bits 40 to 128 bits modular addition

and subtraction, and

XOR operations, bent

function that takes

several inputs and

gives one output,

each of which has

two possible values

(such as 0 and 1, or

true and false)

LION [30] 1996 On the or-

der of 213

to 223 bits

or more

160 or 128 bits Bitwise XOR
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Shark [32] 1996 64 bits 128 bits It is a six round

Substitution

Permutation-

network (XOR and

rotation) that uses

linear and non-linear

transformation lay-

ers. MDS matrix is

used by the linear

and the nonlinear

layer is composed

of eight 8 × 8-bit

S-boxes based on

the function F(x) =

x−1overGF(28).

ICE [33] 1997 64 bits 64 bits XOR operations

Square [34] 1997 128 bits 128 bits Linear and nonlinear

transformations

XMX [35] 1997 Variable Variable, equal

to block size

the only operations it

uses are XORs and

modular multiplica-

tions

AES [36] 1998 128 bits 128, 192 or 256

bits

XOR operation in

different stages,

and multiplication

modulo operator.

CAST256 [37] 1998 128 bits 128, 160, 192,

224, 256 bits

Same as CAST128
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CS Cipher [38] 1998 64 bits 128 bits Round function is

based upon Fast

Fourier Transforma-

tion function

Crypton [39] 1998 128 bits 128, 192, 256

bits

In linear transfor-

mation procedure,

bit permutation de-

pends on functions

that utilize bitwise

AND, XOR, OR and

complement too.

DEAL [40] 1998 128 bits 128, 192, 256

bits

Uses DES as round

function.

DFC [41] 1998 128 bits 128, 192, 256

bits

It uses a round func-

tion having a sin-

gle 6 × 32-bit S-box,

as well as an affine

transformation mod

264 + 13.

E2 [42] 1998 128 bits 128, 192, 256

bits

It uses an input

transformation

and output trans-

formation. Such

transformations use

modular multipli-

cation. The round

function uses XORs

and S-box lookups.
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Frog [43] 1998 128 bits 128, 192, 256

bits

All operations are

byte-wide and con-

sist of XORs and

substitutions.

Hasty

Pudding

[44] 1998 variable Variable Key expansion uses

multiplication, ad-

dition and shifting.

It also uses bitwise

XOR.

LOKI97 [45] 1998 128 bits 128, 192, 256

bits

Round function is de-

pendable on S-boxes

which are designed

to be highly non-

linear and use XORs.

Magenta [46] 1998 128 bits 128, 192, 256

bits

Different func-

tion uses in the

whole process of

MAGENTA. The

functions utilize

XOR operation.
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Mars [47] 1998 128 bits 128, 192, 256

bits

Forward core layer

and the backward

core layer use a

combination of

S-box lookups,

multiplications,

data-dependent ro-

tations, additions,

and XORs. Addition,

subtraction and XOR

are used for mixing

data and key values.

RC6 [48] 1998 128 bits 128, 192, or 256

bits

Addition, subtrac-

tion, XOR, multipli-

cation

Serpent [49] 1998 128 bits 128, 192, or 256

bits

Mixing operations, S-

boxes, linear trans-

formation.

Skipjack [50] 1998 64 bits 80 bits Stepping rules use

bitwise XOR opera-

tion

Twofish [51] 1998 128 bits 128, 192 or 256

bits

Uses Pseudo

Hadamard Trans-

formation

Triple-

DES

[52] 1998 64 bits 168, 112 or 56

bits

Same as DES

UES [53] 1999 128 bits 128, 192 or 256

bits

Two parallel DES.
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Khazad [54] 2000 64 bits 128 bits Substitution-

permutation network

with XOR operations

for permutations.

Anubis [55] 2000 128 bits 128 to 320 bits

in steps of 32

bits

It uses pseudo-

random S-box de-

pends upon XOR

operations. The

newer version of

Anubis is called the

tweaked version.

Camellia [56] 2000 128 bits 128, 192, 256

bits

Bitwise OR, AND,

XOR and comple-

ment.

DFCv2 [57] 2000 128 bits 128, 192, 256

bits

The round function

uses a single 6 × 32-

bit S-box, as well as

an affine transforma-

tion mod 264 + 13

Grand Cru [58] 2000 128 bits 128 bits Based largely on AES

Hierocrypt

L1

[59] 2000 64 bits 128 bits XOR and concate-

nation used for

different functions

like whitening, s-box,

rounding function

Kasumi [60] 2000 64 bits 128 bits Bitwise XOR and Bit-

wise AND

Nimbus [61] 2000 64 bits 128 bits Bitwise XOR
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Noekeon [62] 2000 128 bits 128 bits Self-inverse transfor-

mation

NUSH [63] 2000 64, 128, or

256 bits

128, 192, or 256

bits

No S-box is used; dif-

ferent bitwise opera-

tions such as AND,

OR, XOR, modular

addition, and bit ro-

tation are used here.

Q [64] 2000 128 bits 128, 192 or 256

Bits

Uses S boxes that de-

pends on XOR

SC2000 [65] 2000 128 bits 128, 192, or 256

bits

combination Substi-

tution Permutation

Network and Feistel

network

SHACAL [66] 2000 160/256

bits

128/ 512 bits Compression func-

tion

PRESENT [67] 2007 64 bits 80 or 128 bits XOR operation

KATAN

and

KTAN-

TAN

[68] 2009 32, 48, or

64-bit

80 Bits two nonlinear

Boolean functions

that mainly consists

of XOR operations

LED [69] 2012 64 bits 64 /128 bits XOR operations in

different stages

Simon and

Speck

[70] 2015 32, 48, 64,

96 or 128

bits

64/72/96/128/

144/192 or 256

bits

Bitwise XOR, AND,

Left Circular Shift,

Right Circular Shift

and modular addi-

tion
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We have identified five major categories of the functions and operations used

in different block ciphers and how much percentage of our observed block ciphers

are using those operations have been shown in the pie-chart shown in Figure 2.1.

The categories are as follows.

.

Figure 2.1: Summary of work of operations in block ciphers

Arithmetic and bitwise operations: This category includes all the bitwise operators

such as AND, OR, XOR, NOT, left shift, right shift, modulo operations, arithmetic

addition.

Fast Fourier Transformation: It computes the discrete Fourier Transform (DFT) of a

sequence or its inverse. It factorizes the DFT matrix into a product of sparse factors

which reduces the complexity from O(N 2) to O(NlogN ).

Hadamard Transformation: Hadamard transformation is an example of Fourier trans-

forms which is linear and works on 2m real numbers. It is built out of size-2 dis-

crete Fourier transforms, and is in fact equivalent to a multidimensional DFT of

size 2× 2× ...× 2× 2. It decomposes an arbitrary input vector into a superposition

of Walsh functions which take the values of +1 and -1 only with the subintervals

of dyadic fraction whose denominator is a power of 2.

Affine Transformation: Affine transformations include translation, scaling, homo-

thety, similarity transformation, reflection, rotation, shear mapping, and composi-

tions of them in any combination and sequence. If X and Y are affine spaces, then
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every affine transformation f : X→ Y is of the form x→Mx+bx, where M is a linear

transformation on X and b is a vector in Y. Unlike a purely linear transformation,

an affine map need not preserve the zero point in a linear space. Thus, every linear

transformation is affine, but not every affine transformation is linear.

Linear and non-linear transformation: Linear transformations deal with linear alge-

braic maths. The non-linear transformations do not rely on one-to-one linearity,

different substitution equations can be made up using such transformations.

Others: In this category we have put such algorithms which do not apply any func-

tion or operation related to above categories such self-inverse and compression

function.

2.1.2 Literature review on stream ciphers

We have surveyed 32 stream cipher algorithms and also identified the func-

tions in those algorithms as shown in Table 2.2.

Table 2.2: Literature review of Stream ciphers

Stream Cipher

Name

Ref Year Functions and operations

RC4 [71] 1987 Key scheduling and random number

generator uses bitwise XOR

A5/1 and A5/2 [72] 1989 linear feedback shift registers with

irregular clocking and a non-linear

combiner

FISH [73] 1993 Lagged Fibonacci generators and the

shrinking generator

WAKE [74] 1993 XOR operations for S-boxes

Pike [75] 1994 Lagged Fibonacci generators

ISAAC [76] 1996 Uses pseudo random number genera-

tor
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SEAL [77] 1997 Pseudo random function family

PANAMA [78] 1998 Step right up

MUGI [79] 1998 Linear transformation

E0 [80] 2000 XOR operators

Scream [81] 2002 The round function is based on the

AES-round function, but is narrower,

64 bits instead of 128 bits.

Rabbit [82] 2003 The mixing function uses a g-

function based on arithmetical

squaring, and the ARX operations in-

cluding logical XOR, bit-wise rotation

with hard-wired rotation amounts,

and addition modulo 232.

Snow [83] 2003 The cipher consists of a combination

of a LFSR and a Finite State Machine

(FSM) where the LFSR also feeds the

next state function of the FSM.

Sober 128 [84] 2003 32-bit XOR and addition modulo 232

Turing [85] 2003 Pseudo hadamard function, Linear

Feedback Shift Register (LFSR)

Trivium [86] 2004 Primarily XOR and AND

Sosemanuk [87] 2004 It uses a combination of a Linear

Feedback Shift Register (LFSR) and a

Finite State Machine (FSM) where the

LFSR also feeds the next state func-

tion of the FSM.
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Salsa20 [88] 2004 It is built on a pseudorandom func-

tion based on add-rotate-xor (ARX)

operations comprises of 32-bit addi-

tion, bitwise addition (XOR) and ro-

tation operations.

Py [89] 2004 XOR, addition modulo 232

Phelix [90] 2004 The cipher uses only the operations

of addition modulo 232, exclusive or,

and rotation by a fixed number of

bits.

HC-256 [91] 2004 Bitwise arithmetic operations

Grain [92] 2004 Linear Feedback Shift Register and

Non Linear Feedback Shift Register

CryptMT [93] 2005 Linear generator and filter

VEST [94] 2005 It uses a balanced T-function that

can also be described as a bijec-

tive nonlinear feedback shift regis-

ter with parallel feedback (NLPFSR)

or as a substitution-permutation net-

work, which is assisted by a non-

linear RNS-based counter.

Achterbahn-

128/80

[95] 2006 Nonlinear Feedback Shift Registers

Quad [96] 2006 It works on GF ( ) functions.

WG family [97] 2008 Primarily XOR operation, besides

Linear Feedback Shift Registers and

Finite Field operations
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Rakaposhi [98] 2009 Dynamic Linear Feedback Shift Reg-

ister, Non Linear Feedback Shift Reg-

ister, Linear Feedback Shift Register

ZUC [99] 2010 It uses a 16-stage Linear Feedback

Shift Register

MICKEY [100] 2011 Non-linear functions

Spritz [101] 2014 Arithmetic operations

Espresso [102] 2015 Non Linear Feedback Shift Register,

nonlinear output function

We have identified seven major categories of he functions and operations

used in different stream ciphers and how much percentage of our observed stream

ciphers are using those operations have been shown in the pie-chart shown in Fig-

ure 2.2. The categories that we have identified in this section are listed below.

.

Figure 2.2: Summary of work of operations in stream ciphers

Bitwise and arithmetic operations: This category includes all the bitwise operators

such as AND, OR, XOR, NOT, left shift, right shift, modulo operations, arithmetic

addition.

Pseudorandom operations: It uses pseudorandom number generators.
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Linear Feedback Shift Registers (LFSR): It is a shift register whose input bit is con-

trolled by the XOR operation of some previous bits’ values of the overall shift reg-

ister. As the input depends on the previous stage values, it works as a feedback.

Non-Linear Feedback Shift Registers (NLFSR): It is an extension of LFSR but its the-

ory is not completed yet to support the general implementation. The period of

non-linearity must be high enough.

Lagged Fibonacci functions: It is a type of pseudorandom number generator which

generalizes the basic Fibonacci series concept. The operation used here can be any

binary operation. The relation is given as:

S ≡ S(n−j) ∗ S(n−k) mod (m),0 < j < k ,where m is power of 2 , generally 232 or 264

Finite State Machine (FSM): It is a mathematical model used for digital logic cir-

cuits in cryptography. He machine will be in only one state at a time or in a finite

number of states.

Others: It includes different functions such as Galois Field functions, Hadamard

functions, State-right up functions that do not imply the previous categories men-

tioned.

2.1.3 Literature review on cryptanalysis attacks

We have reviewed 16 cryptanalytic attacks and also identified how these at-

tacks analyse the round functions and operations in those algorithms as shown in

Table 2.3.
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Table 2.3: Literature review of cryptanalytic attacks on block ciphers and stream ci-
phers

Name of the at-

tack [Ref No.]

Year Description Attacks on

Slide Attack [103] 1977 The slide attack does not consider

number of rounds in a cipher. It

works by analysing the key sched-

ule and exploiting weaknesses in

it to break the cipher. This at-

tack tries to break down a cipher

into multiple rounds of an iden-

tical F function to identify cyclic

key schedule. The F function must

be vulnerable to a known-plaintext

attack.

New Data Seal

(NDS)

Differential Crypt-

analysis Attack

[104]

1990 It is a chosen plaintext attack.

It calculates a constant difference

among pairs of plaintexts; Then

the differences of the correspond-

ing ciphertexts are calculated to

determine statistical patterns in

their distribution.

DES

Linear Cryptanal-

ysis Attack [105]

1992 It identifies the affine approxima-

tion

FEAL, DES

Davies’ attack

[106][107]

1993 It is a known-plaintext attack. It

detects the non-uniform distribu-

tion of the outputs of plaintext-

ciphertext pairs of adjacent S-

boxes.

DES
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Timing Attack

[108][112]

1993 It analyses the time taken to

execute cryptographic algorithms

even for a single logical operation.

Diffie-Hellman,

RSA, DSS

Related -key At-

tack [109]

1994 It can observe the operation of

a cipher under several different

keys whose values are initially un-

known, but where some math-

ematical relationship connecting

the keys is known to the attacker.

Kasumi, WEP

Partitioning

Cryptanalysis

[110][111]

1995 This attack is an extended ver-

sion of linear cryptanalysis where

affine transformations are replaced

by balanced Boolean functions.

DES, CRYP-

TON

Side Channel At-

tack [112]

1995 This attack is based on information

gained from the physical imple-

mentation of a cipher. It depends

on the sound, power, time, electro-

magnetic fields and many more.

RSA

Integral Crypt-

analysis [113]

1997 It is a chosen plaintext attack

where some bits of the plaintexts

are kept constant and other bits are

varied. This will generate the value

0 for an XOR sum, and the XOR

sums of the all the corresponding

sets of cipher texts reveals the in-

formation about the cipher’s oper-

ation.

SQUARE,

IDEA, Camel-

lia, Skipjack,

Khazad
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Interpolation

Attack [114]

1997 It uses simple quadratic, or a poly-

nomial or rational function over a

Galois field to represent a S-box.

Coefficients of the generated equa-

tions are determined by standard

Lagrange interpolation techniques.

SNAKE,

SHARK

Boomerang Attack

[115]

1999 It depends upon differential crypt-

analysis. The attack generates

a ”quartet” structure at a point

halfway through the cipher.

COCONUT98,

KASUMI

Mod n cryptanaly-

sis [116]

1999 It exploits the differences in how

the cipher operates over equiva-

lence classes modulo n. It uses Fer-

mat number concept.

RC5

Amplified

boomerang At-

tack [117]

2001 Same as boomerang but the selec-

tion of input output pairs need to

be strict to get into the collision to

analyse relation among the pairs.

MARS- 11

rounds,

SERPENT- 8

rounds

Rectangle Attack

[118]

2001 Same base as boomerang but with

the modifications of more num-

ber of quartets, sorting of piles of

wrong beta values to execute the

attack to get the quartet values and

the gamma dash values instead of

gamma for all possible differential

characteristics.

SERPENT
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XSL Attack [119] 2002 It generates quadratic simultane-

ous equation system and solves

the equations with extended sparse

linearization.

SERPENT, AES

Rotational Attack

[120][121]

2010 It depends on ARX operations: Ad-

dition, rotation, modulo and XOR.

Threefish

We have identified four major categories of the functions and operations

where different cryptanalytic attacks have been executed. In the Figure 2.3, we

have shown a pie-chart depicting how much percentage of our observed cryptana-

lytic attacks is executed on a particular category of operations.

Attacks on key schedule: These attacks identify the key entirely or partially depend-

ing upon the internal values of the operations and functions of plaintext ciphertext

combinations.

Attacks on statistical relation between plaintext and ciphertext: These attacks identify

the statistical relationship between plaintext and ciphertext by utilizing the round

functions as a whole or partially.

ARX operations: These attacks work on addition, rotation and XOR operations in

the functions of ciphers.

Equation and transformation analysis: The attacks on this category deals with analysing

different linear and non-linear equations to solve the seed values to identify the

plaintext or keys according to the possibility of occurrences.

Analysing physical factors: In this category, the attacks deal with different physical

factors such as sound, electromagnetism, power level evaluation while executing a

particular function.
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.

Figure 2.3: Summary of existing attack on different operation categories

2.1.4 Timeline Analysis

The trend of the operations and functions in the algorithms and the trend of

the attacks on the algorithms have also been analysed according to the timeline.

We have categorized the timeline into 1970s, 1980s, 1990s, 2000s and 2010s. The

trends are shown in Figure 2.4, Figure 2.5 and Figure 2.6 respectively for block

ciphers, stream ciphers and attacks.

.

Figure 2.4: Trend Analysis of Block cipher operations and functions

The trend in Figure 2.4 shows that use of arithmetic and bitwise operations was in-

creasing exponentially till 2000s but has got a slow down further. But as compared

to other operations and function types, these are used more. Moreover, the three

transformation functions such as Affine, Hadamard and Fast Fourier are only used
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.

Figure 2.5: Trend Analysis of Stream cipher operations and functions

.

Figure 2.6: Trend Analysis of types of cryptanalytic attacks

in 1990s. Similarly for stream ciphers, as shown in Figure 2.5, the use of arith-

metic and bitwise operations, pseudorandom operations and linear shift back reg-

isters are significantly high. Figure 2.6 shows the trend of the attacks. According

to the analysed trend, attacks on the bitwise and arithmetic operations are still in

process whereas attacks on statistical relationships between plaintext-ciphertext

or plaintext-key or ciphertext-key and attacks on equational and transformation

analysis is decreasing.
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2.1.5 Review of cryptographic function properties

Cryptographic algorithms are dependable on a number of cryptographic func-

tions [162] and transformations. Different types of factors are considered for de-

signing such functions [168].For example, resiliency [169] and non-linearity [170]

of the functions receives a major concern. Bruer [171] has suggested consider-

ing the same importance for all the inputs so that the properties of the crypto-

graphic functions are evaluated significantly. The highest probable non-linearity

factor is achieved for quadratic functions as shown in [163][164]. The existence

of correlation-immune and resilient symmetric functions has been investigated in

[172][173][174]. Randomness in the bits of the input as well as output is also neces-

sary in the algorithms of cryptography. These algorithms deal with pseudorandom

number generators. Recent research dealing with quantum based and automata

based pseudorandom generators have been shown in [175][176][177]. Chaotic

cryptography is also been improved by random and pseudo-random sequences as

shown in [178][179]. Chaos based random number generator is also used for S-box

applications and cryptographic operations as shown in [180]. A new linearization

method has been observed in the work [183]. The proposed method works for

nonlinear feedback shift registers used for stream ciphers. The authors introduce a

novel state transition matrix for an NFSR, which is computed from the truth table

of its feedback function. Hamming weight is an important metric for the crypto-

graphic functions. This metric is researched in [184] and a number of properties

have been identified. These properties are helpful to analyze a novel design for

cryptographic function. In this paper, A novel technique for constructing balanced

Boolean functions on even numbers of variables has been shown in [185]. The

proposed technique uses a set of disjoint spectra functions and a special Boolean

permutation to construct a balanced Boolean function with high nonlinearity and

optimal algebraic degree. Another method for balanced Boolean functions con-

struction has been shown in [186]. The proposed approach uses even number of

variables as previous research work with a bound that the even number is greater
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than 10. It also satisfies the strict avalanche criterion, and has a high algebraic de-

gree. Following the same line of research, another method is proposed recently in

[187] to construct resilient Boolean functions on even number of variables satisfy-

ing strict avalanche criterion with nonlinearity. Another two construction methods

for balanced boolean functions are provided in [188]. It achieves high nonlinearity

and satisfies strict avalanche criterion. Both local and global avalanche character-

istics property are followed by the proposed methods. The algebraic immunity of

the constructed functions is also considered by the authors. The work described in

[189] discusses about the perturbation effect on the symmetric boolean functions.

Precisely, the work presented, establishes a relation between exponential sums of

these perturbations and Diophantine equations of a particular form. In paper [7],

the authors have discussed the propagation properties of boolean functions. New

properties are also identified which have the high strict avalanche criterion. The

research work in [8] analyses the inverse permutation on the field of order 2n with

component functions. The weights of derivatives of the component functions also

use Kloosterman sums. The authors in the paper [9] show the aperiodic autocor-

relation for a boolean function and also have defined the Aperiodic Propagation

Criteria (APC). The authors also make a comparison between their proposed crite-

ria and the extended propagation criteria as defined in [7]. The work also shows the

relation between aperiodic autocorrelation and the first derivative of the function.

In the paper [6], the authors distinguish among three different objective functions:

algebraic constructions, random generation and heuristic constructions. The au-

thors also have analysed important cryptographic properties of Boolean functions,

and have examined four evolutionary algorithms: Genetic Algorithms (GAs), Ge-

netic Programming (GP), Cartesian Genetic Programming (CGP) and Evolution

Strategies (ESs).

The concept of correlation immune Boolean functions was introduced by

Siegenthaler [10]. Further, this feature of boolean functions has been considered

as an important characteristics for strong cryptographic algorithms and has been
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researched with concern as shown in [11][12][13][14]. Some of the contemporary

research has been done to provide immunity to the functions both as correlation

aspect and algebraic aspect. High algebraic immunity is a desirable factor for cryp-

tographic algorithms to prevent algebraic attacks. In the paper [15], some lower

bounds on the algebraic immunity of Boolean functions have been calculated. The

results are applied to give lower bounds on the algebraic immunity of symmetric

Boolean functions and rotation symmetric Boolean functions. The relation of alge-

braic immunity and extended algebraic immunity is researched in [16]. The effect

of algebraic immunity on even variable rotation symmetric boolean functions has

been analysed in [17]. The construction of an infinite class of functions based upon

bent functions has been shown in the paper [18]. The authors have considered

only odd number of variables. Also an innovative recursive decomposition of the

first-order correlation-immune Boolean functions has been shown. Based on this

work, the same authors have presented the design of an enumerative encoding of

these Boolean functions in [19]. This is the first enumerative encoding of a class of

Boolean functions defined by a cryptographic property. In the paper [20] , optimal

algebraic immunity construction strategy has been shown using vector spaces and

m-sequences. The authors in [21] present two hybrid classes of boolean functions.

The functions constructed within these classes possess maximal algebraic degree

for balanced functions, optimal algebraic immunity, high non-linearity and good

resistance against algebraic attacks. The authors have also proposed hybrid class

of 1-resilient functions which have the similar features. Algebraic immunity on

balanced functions has been shown in the papers [22][23]. Vector valued functions

over finite field has also experimented for maximum algebraic immunity in [24].
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2.1.6 Literature review on AES modification

One of the most popular and commercialized algorithm is AES. This algo-

rithm provides the encryption for web security processes as used by different ap-

plications such as e-commerce, router applications, wi-fi security. Being so rigor-

ously used in real life applications, AES faces a number of attacks. Some of the

recent attacks are mentioned below.

A new kind of fault-based attacks called fault sensitivity analysis (FSA) has been

proposed in [126]. The authors have used the zero valued sensitivity model for

masked AES. Combining the FSA and zero valued sensitivity, the proposed method

of cryptanalysis is able to break code of the S-boxes in masked AES. The attack pro-

cedure shows that the zero value input of S-box reveals the key eventually. The au-

thors in the paper [127] have shown a differential faulty approach used in the mix

column component of AES. The results show that AES-128 is breakable by such

process only using two faulty input of ciphertexts. This attack has been proved bet-

ter as compared to other differential attacks on AES as shown in [128][129][130].

Another improved version of faulty attack on AES has been executed in the paper

[131]. The authors show that a single random byte fault at the input of the eighth

round of the AES algorithm is sufficient to deduce the block cipher key. Simula-

tions show that when two faulty ciphertexts pairs are generated, the key can be

exactly deduced without any brute-force search. The minimal fault against AES

has been used in [132]. The authors show that AES-192 is breakable by using two

pairs of correct and fault ciphertexts whereas AES-256 is broken by using three

pairs of correct and fault ciphertexts. The work shown previously in [131] was

having a key space of 232 which has been reduced by the authors in [133]. Key

recovery attacks on AES has been described in [134]. In this paper, the authors

have shown practical complexity based attacks against AES-256. The use of two

related keys and 239 time complexity has been proved to be sufficient to recover

the complete 256-bit key of a 9-round version of AES-256. Another attack works

on 10 round version of AES-256 in 245 time complexity. An improved version of
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the previous related key attack has been shown in [135] against round transforma-

tion and key expansion module in AES. The round has been now minimized from

9th to 7th which means that AES is vulnerable even for the starting rounds. The

complexity of the attack has also been reduced from 2192 to 2104. Another voltage

based fault induction method has been introduced in [136]. The authors show a

fault model for a constantly underfed RISC CPU. The faults are described in terms

of position, recurring patterns and timing, then the corresponding errors induced

in the computation outcomes are specified. The model also support multi-bit pat-

terns. The use of biased faults also provides an efficient way to for fault injection

attacks in cryptanalysis. Such a procedure has been shown in [137].

A collision based attack against AES-192/256 has been shown in [138]. The authors

have used 4-round distinguisher for 7-round reduced AES. In the paper [139], the

authors have used variable key for AES sing pseudorandom number generator for

providing better security to the algorithm, but the approach faces the problem of

using biased keys against AES rounds. Biased keys are able to reveal the pseudo-

randomness of the approach and the key is deduced further by applying differen-

tial methods or fault injection as shown before. Multiple deductions-based alge-

braic trace driven cache attacks on AES has been shown in [140]. The behaviour of

the cache reveals the input whole or partially. Same input to a particular module

and the changes of the cache properties are the key features of this approach. The

authors have identified the causes of a bias fault and also have compared different

biased fault attacks introduced till. Quantum related key attacks has been shown

in [141].

A solution to the fault based injection attacks has been provided in [142]. The pro-

posed scheme is independent of S-box and inverse S-box and achieves more than

95% fault coverage. A recent approach against fault injection or fault analysis has

been shown in [143].It combines the principles of redundancy with that of fault

space transformation to achieve security against both DFA and DFIA based attacks

on AES-like block ciphers.

After surveying the attacks on AES, it is obvious that fault injection attacks are
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more efficient in revealing the key in AES. Such fault injections are using the bi-

ased input too to distinguish the subkeys or other parts of the algorithm. Moreover,

as AES is depending upon finite field operations of 8 bit bytes, the attacks are also

executable with finite quantified complexities as we have seen above. The biased

inputs along with fault bytes creates error in the process and those are denoted for

performing differential analysis or linear analysis. Eventually, the key is revealed.

Therefore, to overcome such problems, we have introduced the randomness and

the balanced symmetric feature in the functional output, specifically in the keys.

We have named this modified AES as Random Key AES (RK-AES). As a result, even

though attackers are deducing a part of key or injecting a biased fault, the fault

will be converted to a symmetric output rather than revealing the original key or

plaintext.

2.1.7 Literature review on RC4 modification

One of the most popular and simplest stream cipher is RC4. This algorithm

has been used enormously in different network protocols such as SSL, WEP, TLS,

WAP and also has been used by a number of top IT companies such as Microsoft,

Apple, Nokia and many more. Being so rigorously used in real life applications,

RC4 always has been faced cryptanalysis attacks for a long time due to its several

drawbacks [144]. Therefore, the popularity has been decreased tremendously for

this algorithm. Some of such attacks are mentioned below.

In reference [145], a related key cryptanalysis on RC4 has been shown by the au-

thors. The authors show the existence of a family of related keys for each 2048-bit

key. It differs in one of the byte positions. The key-streams generated by RC4 for a

key and its related keys are substantially similar. Therefore, it is very easy to use

statistical analysis or linear and differential cryptanalysis to achieve the secret key.

The statistical analysis of RC4 key stream generator is also shown in [146]. The

authors claim that their process uses only 230.6 bytes of outputs and also analyses
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the distinguisher of 8-bit randomness. A large number of weak keys for RC4 have

been identified by the authors in [147]. Weak keys are used to generate the distin-

guisher for RC4 and to execute related key attack on the cipher. It is also shown

that the proposed passive ciphertext attack procedure can break any arbitrary long

key in practical time complexities. The authors also analyses the Fortuitous states

in RC4. The authors in reference [148] show a statistical bias in the distribution of

the first two output bytes of the RC4 keystream generator. The work in the paper

shows that only 225 bytes of outputs are required to effectively distinguish RC4

outputs from random strings.

The work presented in reference [149] describes a cryptanalytic attack that uses the

tree representation of RC4 cipher and introduces an abstraction in the form of gen-

eral conditions for managing the information about its internal state. Hill-climbing

strategy is followed to find the initial state. The complexity of this attack is lower

than that of an exhaustive search. This attack is derived from a general crypt-

analytic approach for a class of table-shuffling ciphers, whose next-state function

permutes the table entries. In the reference [150], the authors present a general

framework for differential cryptanalysis on RC4.

The differences in the key or in the key stream patterns are used to analyse the in-

ternal state of the cipher and retrieve it. The authors in the reference [151] analyses

the permutation operations which are considered to be non-linear. The theoretical

analysis of the work shows that permutation bytes in any stage in key scheduling

algorithm of RC4 are biased and reveals the secret key eventually. Colliding key

problem in RC4 has been described in the paper [152]. Such keys generate same

initial state and hence generate the same pseudo random byte stream. The authors

present a new state transition sequence of the key scheduling algorithm for a re-

lated key pair of an arbitrary fixed length that can lead to key collisions. Another

key collision work on RC4 has been researched in [153]. Attack on a RC4 (n,m) has

been shown in [154]. The algorithm is based upon RC4. The authors show two at-

tacks: one is based on non-randomness of internal state. This allows to distinguish

it from a truly random cipher. Another attack is depending upon low diffusion
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of bits in the key scheduling of RSA and PRGA algorithms and recovers all bytes

of the secret key. Empirical correlations among the key stream bytes and the se-

cret key have been studied thoroughly in [155]. It shows that the non-randomness

behaviour of RC4 works as a bias and exhibits such relations which are used for

cryptanalysis attacks.

As we have said earlier, to improve the loopholes of the ciphers, the modification

on the ciphers is an evolving process. A number of improvements and modifica-

tions have been suggested by different researchers till date. Some of the proposed

modifications are cited here. An improved RC4 has been shown in [156]. It uses

a new pseudo random bit generator with two secret keys and three pointers. The

key size condition for robustness in RC4 has been analysed and shown in [157]. An

analysis of modified RC4 following the same usage of two keys has been shown in

[158]. Three enhanced variants of RC4 have been proposed in [159]. The authors

have concentrated on the pseudorandom number generation rather than the key

scheduling. A hybrid chaotic based approach has been used in [160] for improving

the strength of RC4. In the reference [161], a new algorithm is proposed by us-

ing initial state factorial to solve the correlation issue of RC4. Correlation between

public known outputs of the internal state is removed by using an additional state

table with the same length as that of the state to contain the factorial of initial state

elements.

The analysis of the previous work signifies that RC4 suffers from cryptanalysis at-

tacks due to its key stream biasness primarily. Moreover, the collision of keys and

the distinguisher generation also create major drawback in his cipher.

2.2 Open Research Problems

After organizing the literature review and executing the analysis of the trend,

as shown in the previous section, some open research problems have been identi-

fied. These research problems can help the upcoming researchers in the field of

cryptography. The cryptologists can work further on these given aspects to enrich
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this crypto world with some valuable research work for future. Some of the future

research problems are given below.

• New ciphers using different equational or transformations such as Affine,

Hadamard, Fast Fourier, Linear-nonlinear need to be explored as attacks are

significantly high on such category of operations in ciphers.

• The performance of Fibonacci series or pseudorandom operations in block

ciphers can be researched as it is only used in stream ciphers till date.

• New stream ciphers can be designed with more sophisticated pseudorandom

or random operations as less work have been executed in this domain.

• The effect of side channel attack on all types of cryptographic algorithms

using various factor need to be analysed further.

2.3 Conclusion

We have observed 60 block ciphers, 32 stream ciphers and 16 cryptographic

attacks. The survey identifies which domains of the mathematical functions are

primarily dominant in cryptographic procedures. The block and stream ciphers

are primarily using the arithmetical and bitwise operations. From the literature re-

view, it is also observed that maximum cryptanalytic attacks have been executed on

statistical relationship between ciphertext and plaintext. From the attackers view

point, these statistical relationships are inferred from the functional operations in

the algorithms stepwise or even from implications of the identical operations. The

open research problems identified in the above section will be helpful for further

research in the domain of cryptography using different functions and operations

in the algorithms. Furthermore, we have also analysed some of the modifications

done in AES 256 and RC4 algorithm in recent times. This analysis has helped us

to develop our proposed system.
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Symmetric Random Function

Generator (SRFG): A Novel

Cryptographic Approach

3.1 Introduction

Cryptographic algorithms [162] depend on the internal structure of the al-

gorithms and their corresponding effect of the boolean functions used in the cryp-

tographic functions [163]. Along with basic gates such as AND, OR, NOT, XOR

used in the algorithms, researchers also have shown to have a specialized Boolean

function that exhibits the symmetric property. The generic Boolean functions cre-

ate the basic platform of generating any cryptographic algorithm. However, the

technology progress of the attackers has urged a need of introducing randomness

in the function generators. This would help against the attacks which evaluate the

pattern of Boolean functions in an algorithm to get into the identification process

47
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of the key bits or plaintext bits by reverse engineering [164]. In this chapter, there-

fore, we have shown such a random function generator that will provide the output

as a combination of basic logic gates. The unique feature of this function generator

is that it provides the output in symmetric way i.e. the number of 1’s and 0’s in the

output is equal.

Symmetric Boolean functions [168] are distinguished by their outputs that only

depend on the Hamming weights of their inputs. This category of functions is

represented in a very compact way both for their algebraic normal forms and for

their value vectors. The two important cryptographic parameters: algebraic degree

and the nonlinearity, cannot be simultaneously optimized for symmetric functions.

The researchers have proved in [169] and [170] that the highest possible nonlinear-

ity for a symmetric function is only achieved by quadratic functions. As in compar-

ison, symmetric functions with suboptimal nonlinearity exist and create an inter-

est for designing fast and robust cryptographic primitives. Besides the Hamming

distance to linear functions, some other criteria, such as correlation immunity or

propagation characteristics, are also required in some applications and need to be

addressed in the context of symmetric functions.

3.2 Symmetric Random Function Generator (SRFG)

The aim of this present work is to introduce a function generator that pro-

duces the symmetric balanced output in the sense of the number of 1s and 0s in

the output string irrespective of the input string. The concept of the present work

must not be confused with the existing symmetric Boolean function. Both the

concepts are distinguished by a line of difference: Symmetric Boolean functions

consider the hamming weight of the input string, whereas our work considers the

hamming distance of output string. Moreover, symmetric boolean function is a

specialized function whereas, our work outputs a combined function comprised
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of basic boolean functions as shown in Figure 3.1. This would help the hash al-

gorithms, stream ciphers and round function module of block ciphers to be more

robust. The expression for the combined function generator can be given as:

fc = ⊗f Li (3.1)

where, i = 1,2, ....4 four logic GATES : AND, OR, NOT and XOR; L represents the

expression length ( Number of terms in the combined function fc) and ⊗ represents

the random combination.

The process followed for this has been summarized below.

Step 1: Initializing variables. This step consist conversion of numbers which are

greater than B bit into arrays of B bit integers.

Step 2: Generating Random expressions population according to expression length

and calculating result by its expression. Step 3: Then calculating fitness function

of the result R. Fitness value (F) = count( No of Zeroes present in R)

Step 4: If fitness value (F) is equal to B
2 then we get our result and we stop our pro-

cess . For example, if B = 64 bit and we get F = 32 then we get our result as result

has number of zeroes = number of ones = 32

Step 5: If fitness value F belongs to [B2 - B
8 ,B2 + B

8 ] interval than we perform some

mutation by changing one operation or variable and generate all the expressions

from it and repeating step 3 to 5. for example if B = 64 and F lies in [24, 40] then

we perform mutation. Step 6: After generating all the mutations if we are not get-

ting solution then we repeat step from 1 to 6

To emphasize the randomness [171] in such combined function generator, the equa-

tion 3.1 can be further expressed in terms of N input variables’ randomness in

selection, as shown in equation 3.2.

fc(V1,V2....,VN ) = ⊗f Li [rand(V1,V2...,VN )] (3.2)

The structure shown in the Figure 3.1 can be expanded as the function generator

can be used for any N variables of n bits each as shown in Figure 3.2. Let F2 is the
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Expression Length (L)

Function Generator

Random Combination

n bits
C=rand{1 , 0 }

n/2 n/2

n bitsn bits
n bits

n bits

Figure 3.1: Structure of the SRFG

Figure 3.2: Chaining of randomization.

finite field of two elements 0,1 and ⊕ is any operation of the field F2. N variables

are used and each variable is considered to be a n bit vector v = v1,v2, ...,vn. In the

further discussion each variable Vi is considered as a binary vector v.

The Hamming Weight of such a binary vector v is given by:

wt(v) =
n∑
i=1

vi (3.3)

Proposition 1: A combined function fc using n bit variables and generating an

output vo of n bits is symmetric and balanced iff
∑n
i=1 voi = n

2 where, voi ∈ 0,1.

For any number of variables of n bits, the bit patterns follow a bell-curve of
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normal distribution and the standard deviation from the mean is very low. There-

fore, just analysing n
2 combinations of the bit patterns the original bit informa-

tion can be achieved. Bitsum attack [172] shows this effect. Therefore, if we are

able to construct to randomize the operations in the function level, each itera-

tion provides the same bitsums and therefore hard to detect the function patterns.

Proposition 2: Let n be an odd integer and vo is the output of the combined

function fc, fc is the random symmetric function iff 0 is added in the least

significant bit (LSB) of the variable.

n∑
i=1

voi =
n
2
, ∀ n is even (3.4)

and,
n∑
i=1

voi +LSB(0) =
n
2
, ∀ n is odd (3.5)

Let BN the set of all symmetric random combined boolean functions ofN variables

of all the functions from FN2 into F2 where FN2 = {(V1,V2, ...,VN )|Vi ∈ F2}.

Any combined function fc ∈ BN of L terms is expressed as a polynomial [173] which

is basically termed as Algebraic Normal Form (ANF) of the function and given as:

fc(V1,V2, ...,VN ) = ⊕ λu
( N∏
i=1

rand(Vi)
ui
)L
, λu ∈ F2, u ∈ FN2 and L ∈Z (3.6)

with,

λu = ⊕ fc(v), v � u , ∀ Vi = {vi1 ,vi2 , ....,vin} (3.7)

where,

(vi1 ,vi2 , ...,vin) � (u1,u2, ...,un) ⇐⇒ ∀i, j,vij ≤ ui (3.8)

For any random combined function fc ∈ BN generated by SRFG is expressed by a

binary bit vector of length 2N . This vector is comprised of all the values fc(y), y ∈

FN2 .
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The degree of function fc is denoted by deg(fc) and computed as the maximal value

of the weights of the output vector voi given as:

wt(voi ) =
n
2
, such that λu , 0 (3.9)

Any function e ∈ FN2 , ϕe denotes the linear function in BN : x 7−→ e.x , where (.) is

the dot operation of two vectors. The sequence of Walsh functions Wk : [0,1] →

{−1,1}, k ∈N is defined as below[174].

Wk(fc) = (−1)
∑∞
j=0 kjvj+1 (3.10)

Following the equation 3.10, the Walsh coefficient of fc ∈ BN in point e ∈ FN2 is

given as

We(fc + ϕe) = (−1)
∑∞
j=0 vj+1 + e.x (3.11)

The series of values for the Walsh coefficients We(fc +ϕe), e ∈ FN2 forms the Walsh

spectrum S of the function fc. The Walsh spectrum S of an N-variable combina-

tional logic function actually represents the function itself.

∀a ∈ FN2 , W (fc + ϕe) =
N∑
w=0

(−1)vwPw(wt(a)) (3.12)

Where , Pw is the Krawtchouk polynomial [175] of degree w given as:

Pw(i) =
w∑
k=0

 i

k


 N − i

w − k

 (−1)k (3.13)

The equation 3.12 and equation 3.13 represent the symmetric feature of the Walsh

transformations of fc. The output of fc depends on the weight of its input vectors.

As a result, fc corresponds to a function gc : 0,1, ,n→ F2 such that ∀x ∈ FN2 , fc(x) =

gc(wt(x)). The sequence gc(fc) = (gc(0), gc(1)..., gc(n)) for n-bit vector is considered

as simplified value vector of fc. To establish the relation between simplified value

vector and arithmetic normal form the equation 3.6 can be rewritten as shown in
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equation 3.14.

fc(V1,V2, ...,VN ) = ⊕λf (j)⊕
( N∏
i=1

rand(Vi)
ui
)L

(3.14)

= ⊕λf (j)Xj,N (3.15)

where, λf (j),u ∈ FN2 and L ∈ Z, j = 1, ..,N . Xj,N is the elementary polynomial

[173] of degree j with N variables. The coefficients of arithmetic normal form of

fc is represented by n-bit vector, λ(fc) = λf (0),λf (1), ...,λf (N ), called as simplified

vector of ANF of fc.

Following the equation 3.15, for a given x of weight , Xj,N contains

 j

k

 nonzero

monomials. The expression of binomial coefficients modulo a prime number ℘

is given by Lucas Theorem [176]. Given two integers, r and s and their p-adic

representations, r =
∑k
i=0 ri℘

i and , s =
∑k
i=0 si℘

i , by Lucas theorem, we have the

following.

 r

s

 k∏
i=0

 ri

si

 mod ℘ (3.16)

For p = 2, we get :

 r

s

 ≡ 1 mod 2 . iff supp(s) ⊆ supp(r) s � r which means that

∀i, si ≤ ri . We then finally get the following values for gc and λf as below.

gc(i) = ⊕

 i

k

 f or,k = 0,1, ...., i (3.17)

λf (k) = ⊕ λf (k), k � i (3.18)
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3.3 Properties of SRFG

3.3.1 Nonlinearity

Nonlinearity is an important design characteristic for cryptographic func-

tions used in cryptographic algorithms to prevent different types of correlation or

linear attacks. In our combined function generator, this feature actually depends

on the output vectors in voi . voi is also be considered as the affine transformations

of the functions generated from this SRFG. The nonlinearity is calculated by the

hamming distance between two affine transformation. For example, two output

vectors are: vo and uo of 8 bits each.

According to the above example, the hamming distance between the above two

Figure 3.3: Hamming distance of output vectors.

vectors = 6. Therefore, the non linearity of the function is 6. To generalize the

concept of the nonlinearity of such a function fc is given as:

N lfc =
n∑

i,j=1

voi , uoj , voi and uoj are output vectors (3.19a)

Moreover, following equation 3.11, the nonlinearity of SRFG is also related with

the Walsh transformation as:

N lfc = 2n−1 − 1
2
max|Wfc(e)| (3.19b)
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3.3.2 Balancedness

Balanced property of the SRFG generated combined function fc exists if its

simplified value vector gc follows the following condition

∀ 0 ≤ i ≤N,gc(i) = gc(N − i) � 1,where � is sum over F2 (3.20)

Trivial balanced functions exactly correspond to symmetric functions. Therefore,

the combined function fc verifies the condition D1fc=1 signifying the all-one vec-

tor. Functions with D1fc=1 do not really exist for even values of n because for any

vector v such that wt(v) = n
2 , we can calculate the D1fc as:

D1fc = fc(v)� fc(v + 1) = gc
(n

2

)
� gc

(n
2

)
= 0 (3.21)

The above trivial balanced function property also corresponds to the odd case

of trivial partitioning [177] whereas the even cases represent the affine functions

[178]. Finding the patterns of the simplified value vector gc of the combined func-

tion fc leads to the set of the n binomial coefficients for balanced symmetric func-

tion.

3.3.3 Resiliency

Resiliency of cryptographic functions is another important characteristic for

designing robust and efficient algorithms in cryptography. The correlation between

the output of the generated function and a small subset of its input variables leads

to the correlation attack [179][180]. A given symmetric balanced combined func-

tion fc of N variables is m-resilient if it remains balanced when any m input vari-

ables are fixed and remaining (n-m) bits are altered. There is no upper or lower

bound on the order of resiliency of such functions; the function is more resilient if

m is higher. The property of resiliency is related to the weights of the restrictions
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of the fc to some subspaces.

∀fc ∈ BN and any affine subspace S ⊂ FN2 , the restriction of fc to S is the function

given as:

fS : S → F2 (3.22)

x→ fc(x),∀x ∈S (3.23)

where, fS can be determined by the with a function of dim(S ) variables.

The subspace S is spanned by k canonical basis vectors and its supplementary

subspace is S . The restrictions of fc to S and to all its cosets are given by a+S

where, a ∈ S̄ . When fc is symmetric and balanced, S is represented as: S =

s1, s2, ..., sk and fa+S becomes symmetric and balanced too. Moreover, for all s ∈S ,

we can write the following.

fa+S (s) = f (a+ s) = gc
(
wt(a) +wt(s)

)
(3.24)

which actually depends upon the weight of s when a is fixed. The simplified value

vector and the simplified ANF vector of fa+S can be deduced from fc as given

below.

gcf a+S
(i) = gc(i +wt(a)),∀ i,0 ≤ i ≤ k (3.25)

λfa+S (i) = ⊕ λf (i + j), ∀i,0 ≤ i ≤ k and j � wt(a) (3.26)

3.3.4 Propagation criterion

Propagation characteristics are determined by the cryptographic properties

of the derivatives of the functions generated by SRFG. All derivatives of the com-

bined functions that output from the SRFG are linearly equivalent when they have

a fixed Hamming weight of n
2 . Our function fc of N variables generated from the

random function generator satisfies the propagation criterion of degree k and order

m if any affine function obtained from fc by keeping m input bits constant satisfies

the propagation criterion of degree k.
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Let fc ∈ BN and let x,y ∈ FN2 be such that wt(x) = wt(y) = n
2 . Then, Dxfc and

Dyfc are linearly equivalent. This signifies a linear permutation µ of FN2 such that

Dxfc = Dyfc ◦ µ, where ◦ is composite function. The permutation µ exists on

1,2, ..,N such that y = µ(x). Since, fc is symmetric and balanced, we can have,

Dyfc(µ(a)) = fc(µ(a))� fc(µ(a) + y)

= fc(a)� fc(µ(a) +µ(x))

= fc(a)� fc(µ(a+ x))

= fc(a)� fc(a+ x)

=Dxfc(a)

(3.27)

Where� denotes addition over F2. Let k be an integer, 1 ≤ k ≤ n−1, V̄i = (vi1 ,vi2 , ..,vin−k )

and εk = vn−k+1 +..+vn. Then the restriction ofDεkfc to all affine subspaces y+V ,y ∈

(vi1 ,vi2 , ..,vin−k ) is given by:

gyV → F2 (3.28)

x 7→Dεkfc(a+ y) (3.29)

Are also symmetric functions of (n − k) variables and weight is n
2 . Moreover, their

simplified value vectors and ANF vectors are given for all 0 ≤ i ≤ n− k by

gcgy (i) = gc(i +wt(y))� gc(i + k −wt(y)) (3.30)

λgy (i) = ⊗j�k−wt(y) ⊗j�wt(y) λf (i + j)�⊗λf (i + j) (3.31)

Let y ∈ V̄i , then for any z = a+ y with a ∈ V̄i , then we can have the following.

wt(z) = wt(a) +wt(y) (3.32)

wt(z+ εk) = wt(a) +wt(y + εk) = wt(a) + k −wt(y) (3.33)
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Thus, ∀ a ∈ V ,

Dεkfc(a+ y) = fc(a+ b)� fc(a+ εk + y)

= wt(a) +wt(y + εk)

= wt(a) + k −wt(y)

= gc(wt(a) +w(y))� (wt(a) + k −w(y))

(3.34)

Equation 3.34 signifies gcgy also follows the symmetric property which means that

partial derivatives of function generator outputs are also propagated with the prop-

agation features. To calculate simplified ANF vector of gcgy , we have decomposed

the ANF of fc as given below.

fc(a+ b) = ⊗u∈Fn−k2
⊗v∈Fk2 λu,v

n−k∏
i=1

auii

n−k∏
j=n−k+1

b
vj
j ,∀(a,b) ∈ (V ,V̄ ) (3.35)

Then, for any y ∈ V̄ and aV , we have,

gcgy (a) =Dεkfc(a+ y)

= ⊗u∈Fn−k2
⊗v∈Fk2 λu,v

n−k∏
i=1

auii ×
k∏
i=1

(yi � 1)vi �
k∏
i=1

yvii

(3.36)

3.3.5 Immunity feature

Now, lets discuss about the correlation immunity characteristics exhibit by

our function generator’s outputs. Considering each of the N input variable Vi as

n bit binary vector Vi = {v1,v2, .,vn},i = 1,2, ..,N for the combined symmetric and

balanced function fc is correlation immune if :

P rob(fc = vi) =
1
2
,1 ≤ i ≤ n (3.37)

The set of all correlation immune functions of N variables of n bits each is denoted

by CInN . Further, the weight of correlation immune function fc of our function
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generator is given by:

a = wt(fc) =
n
2
, fc ∈ CInN (3.38)

Let, f uc and f lc be the upper and lower halves of equal length n
2 for our function

generator’s outputs as shown in Figure 3.3. As, fc ∈ CInN , wt(f uc ) = wt(f lc ) = n
4 .

If there are k places out of n
4 1s in the f uc where the corresponding positions in

reverse of f lc , denoted as (f lc )
r
, do not match. Therefore, the number of bits match

with respect to 1 for the function is given as:

M1(f uc , (f
l
c )r) =

n
4
− k (3.39)

Following the equation 3.39, we can also say that there are k places out of n
4 1s

in the f uc where the corresponding positions in (f lc )
r

do not match. Therefore, the

number of bits match with respect to 0 for the function is given as:

M0(f uc , (f
l
c )
r
) =

n
4
− k (3.40)

Hence, we can write:

Figure 3.4: Concept of lower and upper halves of bitstring

M(fc, (fc)
r) = 2M(f uc , (f

l
c )
r
)

= 2
(
n
4
− k +

n
4
− k

)
= n− 4k

(3.41)

The correlation immune functions with the same values of M(fc, (fc)r) form an

equivalence class.

Proposition 3: Let fc ∈ CInN and M(fc, (fc)r) =m. Then M0(fc, (fc)r) and M1(fc, (fc)r),

min[M0(fc, (fc)
r)−M1(fc, (fc)

r)] =min[m] 7→ 0 (3.42)
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Apart from the correlation immunity, algebraic immunity is also a require-

ment for cryptographic algorithms. Algebraic immunity also is related with the

annihilator of a function [183]. This property helps the algorithm to prevent alge-

braic attacks [184][185] against the cryptographic algorithms.

Given, fc ∈ BN , any function of the set A(fc) = {g ∈ BN |gf = 0} is defined as the

annihilator of the function fc. The algebraic immunity of f(c) is denoted by AI(fc)

is minimum degree of all nonzero annihilators of fc or fc + 1. The value of AI(fc) is

given as:

AI(fc) =min[deg(g)|g , 0, g ∈ A(fc)∪A(fc + 1)] (3.43)

As the SRFG outputs the symmetric function which are balanced and therefore

minimum degree is always n
2 . Therefore, the algebraic immunity of the outputs

from SRFG is always n
2 which is always optimal.

3.4 Results

We have executed an experiment for our model based upon the properties as

discussed in the section 3.3. To evaluate these properties we have implemented the

model with respect to two metrics: number of bits (n), length of expressions (L).

The parameters and metrics used for the experiment is summarized in Table 3.1.

The symmetric function is balanced as no. of 1s and 0s is equal in every possible

Table 3.1: Metric set-up

Metrics Values
No. of variables (N) 2 to 5
No. of bits (n) 16,32, 64, 128, 256, 512, 1024 and 2048
No. of Expressions 5 to 10
Boolean functions AND, XOR, NOT, OR
Sample size 300
Sample technique Random

combination of the variable size and expression length. Therefore, the balance

factor is always n/2 where n is the size of each variable. The results of other two
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experiments for resiliency and non-linearity have been shown in Figure 3.4 and

Figure 3.5 respectively.

The results describe the fact that, the expression length provides a significant effect
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Figure 3.5: Effect of Expression Length on Resiliency.

on the resiliency as well as non-linearity factor which are the important factors in

the cryptographic functions. In Figure 3.5, we have shown the result of resiliency

of our function generators outputs varying the expression length from 5 to 10 with

variable size from 32, 64, 128, 256, 512, 1024 and 2048 bits. Similarly, in Figure

3.6, we have plotted the result of our experimentation for non-linearity by varying

the expression length for each variable size same as considered for resiliency.

Following the results of our experiments we have calculated the order of resiliency

as: n2 + log2L where L is expression length of the combined function fc and n is the

size of each variables and output in bits. We have also calculated the order of
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Figure 3.6: Effect of Expression Length on Non Linearity.

nonlinearity Nlfc as:

= n ∗ 0.79 + log2L (3.44)

L is expression length of the combined function fc and n is the size of each vari-
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Figure 3.7: Hamming distance of output vectors.
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(a) (b)

Figure 3.8: Propagation criterion

ables and output in bits. This result shows that our function generator outputs

combined function which is having good nonlinearity and therefore eligible for

cryptographic functions. Figure 3.7, shows the overall effect of variable size (in

bits) and expression length on non-linearity and resiliency. The expression length

is not having any effect on the average outputs of the functions shown in [181] and

[182]. The order has been calculated based on the average results of all the outputs.

The Table 3.2 shown above compares the parameters of balancedness, nonlinearity

and resiliency among our research work, work shown in [181] and work shown in

[182]. The results signifies that randomness in the functions gives better results

for all the parameters. Moreover, the expression length is not having any effect on

the algorithms shown in [181] and [182]. Therefore, our present work is a better

candidate for being a cryptographic primitive to be used.

The evaluation for the propagation criterion has been measured with our in-

troduced metric of criterion fraction. Criterion fraction is defined as: m
k , where

m is the number of bits in the input variable kept constant to get the propagation

criterion of degree k. For our developed function generator as the output functions

are balanced always, the value of k = n
2 and maximum number of bits we can keep

constant is also n
2 . These values give the upper bound of criterion fraction as 1.
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Table 3.2: Comparison of Cryptographic Features

Balanced Non-linearity Resiliency Order of Order of
outputs (%) property property Non-linearity Resiliency

Proposed 100 % 83.72 % 56.5 % n × 0.79 + log2 L n
2 + log2 L

Work

Zhang et. al. [181] 47% 50.5% 27% n
2 + 0.2 log2 n

2

Li et. al. [182] 53% 46.8% 30.4% n
2 log2n
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(a) (b)

Figure 3.9: Correlation Immunity

In Figure 3.8, we have shown the results of the propagation criterion for our

developed system and is generated functions. Figure 3.8(a) shows the result by

varying the number of variables and number of bits of each variable. Similarly,

Figure 3.8(b) shows the result by varying the number of expression length and

number of bits of each variable. In both the cases, the results achieves more than

80% propagation criterion effect which is nearly the strictly avalanche effect.

The correlation immunity characteristics have been plotted in Figure 3.9. Fig-

ure 3.9(a) shows the result by varying the bits and number of variables from 2 to 5.

Figure 3.9(b) shows the result by varying the bits from 16 to 2048 and expression

length from 2 to 10. We have noticed a new feature in both the cases that irre-

spective of the expression length and number of variables, our SRFG is capable of

producing 100% correlation immune functions with and after 128 bits. This makes

the SRFG efficient and suitable for cryptographic algorithms. The algebraic immu-

nity of the SRFG generated functions are always at n2 irrespective of the number of

bits and number of expression length and therefore these parameters is not shown

graphically explicitly.

The comparison results shown in Table 3.3 notify the order of the parameters con-

sidered for the evaluation.
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Table 3.3: Comparision of Propagation criterion and immunity

Propagation
criterion

Correlation
immunity

Algebraic
immunity

Proposed
SRFG

n
2 All the outputs of SRFG i.e 100% n

2

Wang et. al. [186] n
2 − 1 57.63% 0

3.5 Statistical tests for validation of randomness

The validation of the randomness has been executed by following the test

suite suggested by the NIST in the NIST 800-r1 document [194]. A number of sta-

tistical tests have been performed on the outputs of the SRFG. To perform the tests

the hypothesis has been set up for all the tests as:

H0(null hypothesis): The outputs of the SRFG is random.

H1(alternate hypothesis): The outputs of the SRFG is non-random.

We have summarized the p-values of the tests in the following Table 3.4. We have

used 1% significance level in all the statistical tests performed. In all the above

Table 3.4: Tests for validation of Randomness

Monobit
test

Frequency
test within a

block
Runs test

Test for
longest run
in the block

Binary
matrix

rank test

SRFG

1.00 1.00 0.723 0.1933 0.5320

Spectral
test

Non
overlapping

template
matching test

Overlapping
template
matching

test

Maurers
test

Linear
complexity

test

0.300 0.300 0.280 0.777 NA

Serial test
Approximate
entropy test

Cumulative
sum test

Random
excursions

test

Random
excursions
variant test

Not
performed

0.2770 0.433 0.777 0.777

tests, the p-values of the test is greater than the 0.01, the significance level of the

tests. Therefore, the null hypothesis is accepted. This signifies that the SRFG has

passed all the tests and the outputs of SRFG contain randomness in true signifi-

cance.
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3.6 Conclusion

Research has been expanded in the domain of the cryptographic functions to

identify different valuable properties for symmetric balanced functions. But ran-

domness is missing in all those aspects. In our present work, therefore, we have

analysed this effect of randomness for our symmetric random function generator

outputs. We have discussed about the general properties of a symmetric functions.

The experimented results confirms the fact that our developed function generator

outputs the combined functions which are balanced always and provide more than

80% of non-linearity in average and more than 50% of resiliency factor. The results

also show that the function generator outputs the combined functions which pro-

vide more than 85% of propagation in average and near about 100% correlation

immunity. Moreover, all the functions generated from the SRFG are algebraic im-

mune under n
2 where n is the number of bits in the output variable. Therefore, the

function generator discussed in this chapter is well suited for cryptographic func-

tions and can be applied for any cryptographic algorithm for more robustness.

Algorithms such as DES, AES and other block ciphers use fixed round functions

where we can use this SRFG for better avalanche effect. Moreover, stream ciphers

which use pseudo random number generators are now vulnerable to attack. There-

fore, use of SRFG in stream ciphers would also make the ciphers more robust. Key

generators are another application area of our function generator.



CHAPTER 4

RK-AES: A Modified version of AES

with SRFG

4.1 Introduction

Cryptology is an important domain of security measure for providing confi-

dentiality, authentication and other services [162]. It contains two major parts as:

cryptography and cryptanalysis. With the progress of technology, where the new

cryptographic algorithms are emerging, the cryptanalysis processes are also get-

ting improved; to countermeasure those more secure algorithms are getting devel-

oped. So, the cyclic process of cryptography and cryptanalysis goes on. Moreover,

the trend of converging to IoT exhibits an urge of improving the cryptographic al-

gorithms for applications to be secure [187][188]. Cryptographic algorithms are

broadly categorized in two ways: a) block ciphers and stream ciphers depending

upon the format of the message processing; b) symmetric and asymmetric depend-

ing upon number of keys used for the algorithms [162]. Designing such algorithms

is another concern where a number of principles are needed to be maintained such

68
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as: key size, message size, number of rounds, round function and so on. The selec-

tion of key and its size is a major concerning factor in cryptography. A weak key can

reveal the plaintext message with least time. Though we know that, cryptographic

algorithms face brute-force attacks problems, but brute-force is not considered as

its complexity is higher than any other process of cryptanalysis. The objective of

a third party attacker is to break the ciphertext code or to reveal the key or part

of the key to get access of the plaintext. So, the weak keys must be avoided in

the algorithms. Further, it may happen that the previously considered strong key

is now made weak by the sophisticated technology or large computational abili-

ties. So, the need of strength analysis to withstand with attacks makes the evolving

changes in the cryptographic algorithms.

Cryptographic algorithms primarily depend on the structure of the algorithms and

their corresponding functions [163]. Apart from using logic gates such as AND,

OR, NOT, XOR in the algorithms, researchers also have shown some specialized

Boolean functions for the symmetric property. The generic Boolean functions have

created the basic functionalities of generating any cryptographic function. How-

ever, the technology progress and enhancing computational ability of the attackers

has urged a need of introducing new features in the function generators so that they

can provide more strength to the ciphers. Balancedness, non-linearity, resiliency,

immunity, correlation and propagation characteristics are some of the important

parameters to evaluate the strength of the ciphers. In this chapter, we have consid-

ered Advanced Encryption Standard (AES) for our experimentation of randomness

feature. We have attributed the key generation module of AES undergoing through

our Symmetric Random Function generator (SRFG) [189]. We have evaluated the

modified AES with the parameters said above.
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4.2 AES algorithm

The Advanced Encryption Standard (AES) [36] was published by the National

Institute of Standards and Technology (NIST) in 2001. AES is a symmetric block

cipher where a single key is used for both encryption and decryption process. The

input and output for the AES algorithm each consist of sequences of 128 bits. The

key used in this algorithm consists of 128, 192 or 256 bits. AES operates on 8-bit

bytes. These bytes are interpreted as the elements of finite field using the following

polynomial representation:

f (x) = bn−1x
n−1 + bn−2x

n−2 + ...+ b1x+ b0 =
n−1∑
i=0

bix
i (4.1)

where each bi is having the value of 0 or 1.

Figure 4.1: State matrix representation

The 128 bit input block of AES is arranged in a state matrix of size 4 ×4 as

shown in Figure 4.1. The elements of the matrix are represented by the variable

bij where 0 ≤ i, j ≤ 3 and i,j denotes the row and column number respectively. De-

pending upon the size of the bits in keys variables rounds are allowed for AES. For

our experimentation we have used key size of 256 bits concept and therefore, the

number of rounds used is 14 rounds represented as Nr. Key scheduling algorithm

is also used in AES to provide keys to each of the rounds. The design of the key

scheduling algorithm is such that the revealing any round key deduces the orig-

inal input key from which the round keys are derived. The input state matrix is

processed by the various round transforms. The state matrix evolves as it passes
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through the various steps of the cipher and finally produces the ciphertext. Each

round in AES follows the following steps.

SubBytes: This is a nonlinear step in the AES. It uses an S-box applied to the

bytes of the state matrix. Each byte of the state matrix is replaced by its multiplica-

tive inverse, followed by an affine mapping as follows.

bi
′
= bi ⊕ b(i+4) mod 8 ⊕ b(i+5) mod 8 ⊕ b(i+6) mod 8

⊕ b(i+7) mod 8 ⊕ ci , f or 0 ≤ i < 8
(4.2)

where, bi is the ith bit of the byte, and ci is the ith bit of a byte c with the value 63

or 01100011. Thus the input byte x is related to the output y of the S-Box by the

relation, y = A.x−1 +B , where A and B are constant matrices [36].

Shift Rows: The last three rows of the state matrix is rotated by a certain number of

byte positions. It is executed as follows.

s
′
r,c = s(r,(c+shif t (r+Nb))mod Nb), f or 0 < r < 4 and 0 < c < Nb (4.3)

where, Nb is the number of words in the state matrix ( each column in the state

matrix is considered as word). In AES, Nb = 4 always as the input size is 128 bits

and arranged in state matrix of size 4 ×4. Each cell in the state matrix is denoted

as s with the index of row r and column c.

MixColumns: This transformation operates on the state matrix column-by-column,

considering each column as a four-term polynomials over GF (28) and multiplied

modulo x4+1 with a fixed polynomial a(x) , given by:

a(x) = {03}x3 + {01}x2 + {01}x1 + {02} (4.4)

The multiplication process with the columns of state matrix is given by:

s′ (x) = a (x)⊗ s (x) (4.5)
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where,⊗ multiplication modulo of polynomials and s(x) is a state in the state ma-

trix.

AddRoundKey: In this process, a round key is added to the state by a simple bit-

wise XOR operation. Each round key is having the size of Nb words from the key

schedule. Those Nb words are each added into the columns of the state matrix to

satisfy the following condition.

[s
′
0,c, s

′
1,c, s

′
2,c, s

′
3,c] = [s0,c, s1,c, s2,c, s3,c]⊕ [wround×Nb+c],

f or 0 ≤ c < Nb
(4.6)

Where, ⊕ is the bitwise XOR and round is the round number at which round key

is added and 0 ≤ round < Nr.

All these steps are performed for each of the round in the AES excluding the last

round. In the last round the MixColumn step is not performed. For a 14-round

AES, the round function process is shown in Figure 4.2. One of the important part

Figure 4.2: Round Function steps in 14-round AES

of the round function stages is adding of round keys as these keys are generated

by the key expansion routine. The Key Expansion generates a total of Nb(Nr + 1)

words: the algorithm requires an initial set of Nb words, and each of theNr rounds

requiresNbwords of key data. The resulting key schedule consists of a linear array

of 4-byte words, denoted by [wi ],0 ≤ i ≤ Nb(Nr + 1). It uses a function SubWord()

that takes these 4-byte words as input and applies S-box to each of these words.
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Another function Rotword() is used to perform a circular permutation. The round

constant array Rcon[i] contains the values specified as [xi−1,{00},{00},{00}] with xi−1

powers of x in the equation 4.7.

Rcon[i] = x(i−4)/4 mod (x8 + x4 + x3 + x+ 1) (4.7)

where, i is the current round.

The key expansion routine for 256-bit keys (Nk = 8) is slightly different than for

128- and 192-bit keys. If Nk = 8 and i-4 is a multiple of Nk, then SubWord ( ) is

applied to w[i-1] prior to the XOR. Nk is the number of 32-bit words of a key.
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Figure 4.3: Key Expansion for 14-round AES

4.3 RK-AES

The main problem in the key expansion of the AES algorithm is that the

words wi generated from the original key are related with each other. If any word

is traceable, the overall key is deduced by the differential method or liner meth-

ods of cryptanalysis. Though the XOR operation, S-boxes and the shifting in g
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function, shown in Figure 4.3, is providing the confusion characteristics to the al-

gorithm, but the reverse engineering process can easily get back to the original

key space. Moreover, the biased inputs in the key space reveal the differences be-

tween the words to partially gain the key space. To solve this problem in AES, we

have modified the key expansion module of AES with Symmetric Random Func-

tion Generator (SRFG) [189]. SRFG produces the symmetric balanced output in

the sense of the number of 1’s and 0’s in the output string irrespective of the input

string. It outputs a combined function comprised of basic GATEs (AND, OR, NOT

and XOR). The expression for the combined function generator is given as:

fc = ⊗ f Li (4.8)

where, i=1,2,..4 four logic GATES : AND, OR, NOT and XOR; L represents the ex-

pression length ( Number of terms in the combined function fc) and ⊗ represents

the random combination. In our experiments we have used L=5. To emphasize

the randomness in such combined function generator, the equation 4.8 can be fur-

ther expressed in terms of N input variables’ randomness in selection, as shown in

equation 4.2.

fc(V1,V2....,VN ) = ⊗f Li [rand(V1,V2...,VN )] (4.9)

For, our experimentation, the equation 4.9 is rewritten as:

fc(V1,V2) = ⊗f 5
i [rand(V1,V2)] (4.10)

The main objective of adding SRFG in AES is to enable the key expansion module

with some randomness feature. This will help to prevent deducing the words of

keys even though partial key is in hand. The modified key expansion module has

been shown in Figure 4.4, the changes are highlighted in yellow colour. The ran-

domness of SRFG has been used in three parts. First, in the function of g; secondly,

the recursive word generation from key spaces, and thirdly but most prominently,

addition of RCi and SRFG for generating the words from w0 to w7. According to

the Figure 4.4(a), each column in the key space is considered as wi word. As the
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Figure 4.4: Modified key expansion for 14 round AES

key size is 256 bits, we shall have eight words w0,w1,w2,w3,w4,w5,w6,w7 in the

very first step. The 8th word i.e. w7 is going through a function g. This function

is also using SRFG just before the output of the function as in Figure 4.4(b). The

output of g is then used to generate the other words processing through a series of

SRFGs. The same process is repeated till we get the required number of words for

the 14 rounds in AES. The modified key expansion has been shown in Algorithm

1.

For the decryption process, we have saved the generated words and used them

reversely with the cipher text to get back to the plaintext. In future, we shall work

upon direct transmission of the keys rather than storing them for decryption.

4.4 Feature analysis of RK-AES

We have emphasized on the key generation module of AES-14 round, so that

the effect of biased inputs in the key bytes can be removed from deducing the

overall key bytes. The keys are deducing if the cryptanalysis process is able to infer

a linear or differential equation out of the words generated from the key expansion

module. For the cryptanalysis process, it is not always necessary to have the whole



CHAPTER 4. RK-AES: A Modified version of AES with SRFG 76

Algorithm 1 Algorithm for RK-AES Key Expansion

1: procedure KeyExpansion (byte, key[4*Nk], word w[Nb*(Nr+1)], Nk)

2: word temp
3: w[0] = word(RC[ i

Nk ],0,0,0) ⊗ (word(key[4∗i], key[4∗i+1], key[4∗i+2], key[4∗
i + 3]))

4: i = 1
5: while i < Nk do
6: w[i] = w[i−1] ⊗ (word(key[4 ∗ i], key[4 ∗ i+1], key[4 ∗ i+2], key[4 ∗ i+3]))
7: i = i + 1
8: end while
9: i = Nk

10: while (i < Nb ∗ (Nr + 1)) do
11: temp = w[i − 1]
12: if (i mod Nk = 0) then
13: temp = SubWord(RotWord(temp) ⊗ (RC[ i

Nk ],0,0,0))
14: else if(Nk > 6 and i mod Nk = 4)
15: temp = SubWord(temp)
16: end else if
17: end if
18: w[i] = w[i −Nk] ⊗ temp
19: i = i + 1
20: end while
21: end procedure

key in hand; rather a single part of key if in the capture, the relationship between

different words is sufficient in revealing the overall key space. With the progress

of cryptanalysis technologies, generating such relations or deducing keys from sub

keys is getting faster with less complexity as we have seen in the literature review.

We have identified some of the parameters for modified key-expansion module for

RK-AES such as: non-linearity, balancedness, resiliency, propagation criterion and

immunity. Each word wi in the key space comprised of 32 bits (4 bytes) which is

considered as 32 bit word vector in our experimentation.

Let B2 the set of all symmetric random combined functions on two variables of all

the functions from F2
2 into F2 where F2

2 = (w1,w2)|wi ∈ F2. F2 is the finite field of

two elements 0,1 and ⊕ is any operation of the field F2.

Any combined function fc ∈ B2 of five terms is expressed as a polynomial which is
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basically termed as Algebraic Normal Form (ANF) of the function and given as:

fc(w1,w2) = ⊕ λu
( 2∏
i=1

rand(wi)
ui
)s
, λu ∈ F2, u ∈ F2

2 and L ∈Z (4.11)

λu = ⊕fc(v),w � u,∀ wi = wi1 ,wi2 , .....,wi32
(4.12)

where,

(wi1 ,wi2 , ..,wi32
) � (u1,u2, ..,u32) if f ∀i, j,wij ≤ ui and j = 1,2, ..,32 (4.13)

The output of fc depends on the weight of its input variables (number of 1’s in

the variable). As a result, fc corresponds to a function gc : {0, ,1, ...,32} → F2 such

that ∀x ∈ F2
2 , fc(x) = gc(wt(x)). The sequence gc(fc) = (gc(0), gc(1)..., gc(32)) for 32-bit

word vector is considered as simplified value vector of fc. To establish the relation

between simplified value vector and arithmetic normal form, the equation 4.11 can

be rewritten as shown in equation 4.14.

fc(w1,w2) = ⊕ λf (j)⊕
( 2∏
i=1

rand(wi)
ui
)L

(4.14)

= ⊕λf (j) Xj,N (4.15)

where, λf (j),u ∈ F2
2 and L ∈ Z, j = {1,2} . Xj,N is the elementary polynomial of

degree j with 2 variables. The coefficients of arithmetic normal form of fc is repre-

sented by 32-bit vector, λ(fc) = {λf (0),λf (1), ...,λf (32)}, called as simplified vector

of ANF of fc.

4.4.1 Nonlinearity

Nonlinearity is an important design characteristic for cryptographic func-

tions used in cryptographic algorithms to prevent different types of correlation or
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linear attacks or even related attacks. This feature is depending on the bits of the

word vectorswi . wi is also considered as the affine transformations of the functions

generated from the SRFG used. The nonlinearity is calculated by the hamming dis-

tance between two affine transformations. For example, two word are: wi and wj

of 32 bits each.

N l(wik ,wjk ) =
n∑
k=1

wik , wjk ,where n = 32 (4.16)

Each of the rounds in AES is using 4 words (128 bits) as sub keys. The nonlinearity

between two sub keys used for any two rounds ri ,rjcan be measured as:

N l(ri , rj) =
n∑
k=1

rik , rj k ,where n = 128 (4.17)

4.4.2 Balancedness

Balanced property of the modified key expansion function fc exists if its sim-

plified value vector gc follows the following condition.

∀ i = {1,2}, gc(i) = gc(2− i)� 1,where � is sum over F2 (4.18)

The equation 4.18 also provides the feature of trivial balancedness corresponding

to symmetric functions. Therefore, fc verifies the condition D1fc=1. The functions

having D1fc=1 do not exist for even values of n (here n =32 for words and n =128

for rounds) because for any word vector w such that wt(w) = n
2 (where, wt(w) is the

weight of word vector defined as number of 1s in it), we can calculate the D1fc as:

D1fc = fc(w)� fc(w+ 1) = gc(
n
2

)� gc(
n
2

) = 0 (4.19)
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4.4.3 Resiliency

The correlation between the output of the key expansion function and a small

subset of its input variables leads to the correlation attack [179], linear or differen-

tial cryptanalysis [190]. Therefore, it is necessary for the key expansion function to

achieve the high resiliency property. A function fc of N variables each of having n

bits is m-resilient if it remains balanced when any m input variables are fixed and

remaining (n−m) bits are altered. The function is more resilient ifm is higher. The

property of resiliency is related to the weights of the restrictions of the fc to some

subspaces.

∀fc ∈ B2 and any affine any subspace S ⊂ F2
2 , the restriction of fc to S is the

function given as:

fS : S → F2 (4.20)

x→ fc(x),∀x ∈S (4.21)

where, fS can be determined by the with a function of dim(S ) variables. The sub-

space S is spanned by k canonical basis vectors and its supplementary subspace

is S̄ . The restrictions of fc to S and to all its cosets are given by a+ S where,

a ∈S . Being fc symmetric and balanced, S is represented as: S = (s1, s2, .., sk) and

fa+S becomes symmetric and balanced too. Moreover, for all s ∈ S , we can write

the following.

fa+S (s) = f (a+ s) = gc(wt(a) +wt(s)) (4.22)

which actually depends upon the weight of s when a is fixed. The simplified value

vector and the simplified ANF vector of fa+S can be deduced from fc as given

below.

gcfa+S
(i) = gc(i +wt(a)),∀i,0 ≤ i ≤ k (4.23)

λcfa+S
(i) = ⊕ λf (i + j),∀ i,0 ≤ i ≤ k and j � wt(a) (4.24)
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4.4.4 Propagation criterion

Propagation criterion is determined by the cryptographic properties of the

derivatives of the functions. For the efficiency of a cryptographic function, the

function need to propagate its properties to all its derivatives. All derivatives of

the key expansion function are linearly equivalent when they have a fixed Ham-

ming weight of n
2 [189]. Our approach of key expansion N variables applied from

our previous work [189] satisfies the propagation criterion of degree k and order

m if any affine function obtained from the outputs by keeping m input bits con-

stant satisfies the propagation criterion of degree k. Considering each round for

experimentation,

Let fc ∈ B2 and let ri , rj ∈ F2
2 , ∀i, j = 1,2, ..,14 such that wt(ri) = wt(rj) = n

2 .

Then, Dri fc and Drj fc are linearly equivalent.

This signifies that if we change the input variables with a linear permutation µ of

F2
2 , such that Dri fc = Drj fc ◦ µ, where ◦ is composite function. The permutation

exists on the variable in a way so that that rj = µ(ri). Since, fc is symmetric and

balanced, we can have,

Drj fc(µ(a)) =Dri fc(a),wherea ∈ S̄ (4.25)

Let k be an integer, 1 ≤ k ≤ n−1, z ∈ w̄i = (wi1 ,wi2 , ...,win−k ) and εk = wn−k+1 + ..+wn.

Then for any z = a+ rj , with a ∈ S̄ , then we can have the following.

wt(z) = wt(a) +wt(rj) (4.26)

wt(z+ εk) = wt(a) +wt(rj + εk) = wt(a) + k −wt(rj) (4.27)
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Thus,∀ a ∈ V ,

Dεkfc(a+ y)

= fc(a+ b) � fc(a+ εk + rj)

= wt(a) +wt(rj + εk) = wt(a) + k −wt(rj)

= gc(wt(a) +w(rj))� (wt(a) + k −w(rj))

(4.28)

Equation 4.28 signifies that gc follows the symmetric property. This means that

partial derivatives of our modified key expansion outputs are also propagated with

the propagation features.

4.4.5 Immunity

The modified key expansion module deals with the variables (words) with

32 bits (no modification has been done on bit size). Two types of immunity are in

concern: correlation immunity and algebraic immunity. For, correlation immunity,

considering each of the two input variables wi as 32 bit binary vector the outputs

are correlation immune if :

P rob(fc = wi) =
1
2
,1 ≤ i ≤ 32 (4.29)

The probability distribution must be equal for all the bits and therefore, the output

words wo having the following property.

|min[M0(wo, (wo)
r)−M1(wo, (wo)

r)]| =min[m]→ 0 (4.30)

where, [M0(wo, (wo)r)] is the matching of output words from the key expansion

process and its reverse with respect to value 0 and [M1(wo, (wo)r)] is the matching

of output words from the key expansion process and its reverse with respect to

value 1. Following the above property, an interesting feature of our modified key
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expansion module has been identified and the proposition has been given as:

Proposition 4: In AES-256, if [M0(wo, (wo)
r)] =m0 and [M1(wo, (wo)

r)] =m1 , then

Nl(wo, (wo)
r) =m0 +m1.

Algebraic immunity is related with the annihilator of a function [183]. To

evaluate this property for our modified key expansion we can consider the follow-

ing.

Given, fc ∈ B2, any function of the set A(fc) = {g ∈ B2 | gf = 0} is defined as the

annihilator of the function fc. The algebraic immunity of fc is denoted by AI(fc) is

minimum degree of all nonzero annihilators of f(c) or f(c) + 1. The value of AI(fc) is

given as:

AI(fc) =min[deg(g)|g , 0, g ∈ A(fc)∪A(fc + 1) (4.31)

As we have used SRFG to generate the output words, minimum degree is always
n
2 . Therefore, the algebraic immunity of the outputs from it is always n/2 which is

always optimal.

4.5 Security Analysis of RK-AES

In the above section, we have analysed the overall features of the key expan-

sion modification in AES-256 using the SRFG. To justify the features, in this sec-

tion we have performed the security analysis on our modified AES key expansion

module. We have considered two attacks: related attacks and fault analysis attacks.



CHAPTER 4. RK-AES: A Modified version of AES with SRFG 83

4.5.1 Related key attack analysis

Related key attacks use the linear relations or differential relations among

the keys to deduce the original key.

Let, nz is a known non-zero word difference for input and o is an output difference

of S-Box for the input difference nz. To execute the attack with this differences,

the difference o can be one of 214 − 1 values, because of the symmetry of the XOR

operation as used in generic AES-256 algorithm and the nz difference can be one

of 215 − 1 differences including whitening of keys. Once, these differences are in

a bounded value region, the probability deducing of the key is also higher. In our

modified AES, the non-linearity feature increases this difference and therefore, the

key space of searching also increases drastically. For a 32-bit word in key space,

the complexity of searching space increases with the following formula.

Complexity f or key space search = 232.2Nl (4.32)

Where, Nl is the value of non-linearity in the modified AES key expansion and the

average value of Nl=20.7. Therefore, the complexity becomes 252.7 which is more

than the differential attacks key searching complexities on AES. This shows that

our modified key expansion algorithm is preventive in differential attacks.

Furthermore, the attacker uses four related but unknown keys as Ku1,Ku2,Ku3,Ku4.

The objective of the attacker is to recover Ku1. The relation required to establish

the attack is:

Ku2 = Ku1 ⊕4K∗ (4.33a)

Ku3 = Ku1 ⊕4K
′ (4.33b)

Ku4 = Ku1 ⊕4K∗ ⊕ 4K
′ (4.33c)

Where, 4K∗ is the cipher key difference used for the first related-key differential

D0 for 1 to 7 round and 4K ′ is the cipher key difference used for the second related-

key differential D1 used for 8 to 14 round. Assuming that, the attacker only having
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the information regarding 4K∗ and 4K ′ , the back tracing probability to recover any

32 bit words (any word out of the 60 words) is calculated as:

P (wi) =
1

(2n.i.P LL .2
V )

(4.34)

For, our modified AES-256 key expansion, number of bits in each word is n=32,

total number of words including whitening key words is i = 60, total number of

expression length L = 5, total number variables used for each operation is V=2.

Using the values, the probability becomes as:

P (wi) =
1

(232 × 60× P 5
5 × 22)

=
1

239 × 225
(4.35)

The above result show that, the probability is too less to recover a single word of

AES-256 using our modified approach of key expansion.

In the Figure 4.4, it is shown that, the words are generated using SRFG rather than

using simple XOR operation. Therefore, the equation 4.33 will not be feasible for

our modified solution of AES using SRFG. It means, the modified solution is re-

lated attack resistant. Moreover, 4K∗ and 4K ′ is a factor in deducing the key. But,

as our solution provides a high non-linearity, 4K∗ and 4K ′ is not suitable to recover

the words of the key space. From the observation of or experimentation, we have

inferred a proposition as follows.

Proposition 5: Considering 4K∗ is the cipher key difference used for the first related-

key differential D0 and 4K ′ is the cipher key difference used for the second related-key

differential D1, non-linearity is inversely proportional to the non-linearity.

D0 ` 4K∗ ∝ 1
Nl

and D1 ` 4K
′
∝

1
Nl

(4.36)

∴D0.D1 ` 4K∗.4K
′
∝

1
Nl2

(4.37)
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4.5.2 Fault injection analysis

In this part, we have only considered the fault injection in the key bytes. We

assume that the faulty key byte is injected in the key matrix for any random orig-

inal key byte. The faulty input is inferred from the biased input of all 0 bits byte

or all 1 bits byte. In the original AES, using such faulty and biased inputs reveal

the relationship among word byte or even words of round. Therefore in original

AES, the key recovery space is reduced with less complexity as we have seen in the

literature review.

Recollecting the Equation 4.11 and Equation 4.12, we can have the following propo-

sition for AES-256.

Proposition 6: For AES-256, using SRFG with two variables and t expression terms,

the complexity of key recovery with any two random faulty byte is calculated as:

P rob(FI) =
1∑

⊕λu(
∏2
i=1 rand(wi)

ui )
t
. C60

2

(4.38)

For any random faulty key byte , the output of the layered SRFGs is always

non-linear and balanced. Therefore according to Proposition-2 the differences and

or the linear equations become invalid as the fault is not further propagated to

other bytes. Therefore, modified key expansion is preventive even in fault injection

bytes.

4.6 Results of comparison

We have compared our experimentation results of RK-AES with the origi-

nal AES algorithm. The comparison is done on the basis of some features: non-

linearity, balancedness, resiliency, propagation criterion, correlation immunity and

algebraic immunity. As we have modified only the key expansion module, the re-

sults are derived only for key expansion only without involving the plaintext pro-

cessing or transformations in round function. We have compared 215 data samples
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for each RK-AES and original AES. The comparison results shown in the Table 4.1

by averaging all the results.
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Table 4.1: Comparison of cryptographic features of AES and RK-AES

Order of
Non-linearity

Order of
Balancedness

Order of
Resiliency

Order of
Propagation
criterion

Order of
Correlation
immunity

Order of
Algebraic
immunity

Original
AES-256

n
2 − log2n 0 n

2 − 2 log2n+ n
4

n
10

n
6

RK-AES
n
2 × 0.65 + log25 n

2
n
2 − 2 n× 0.73 + log25 n n

2

n is the value of bits in a word of key space



CHAPTER 4. RK-AES: A Modified version of AES with SRFG 88

The comparison results in Table 4.1 signifies that the modification of key ex-

pansion is working efficiently in AES in terms of the above said features. Moreover,

the balancedness and the correlation immunity is 0 in original AES. The modifi-

cation is providing a higher value for balancedness which is useful for preventing

bitsum attacks [172]. The high correlation immunity will also help he modified

AES to prevent correlation attacks [179].

Moreover, we have compared the computation time for our experiments with the

original AES algorithm. In this comparison too, we have assumed the time for

plaintext processing and transformations in round function are constant as no

modification has done on them. Therefore, the Table 4.2 compares only the time

taken for the key expansion process.The time complexity for the key expansion in

Original AES is given by O(n) and for RK-AES it is O(L log n)

Table 4.2: Time consumption comparison

Hardware specification for computation: CPU: 2.6Ghz, i3 6th,Gen with 16 GB RAM
Average Time Consumption (in milliseconds)

Schemes 32 bit key words w0 to w7 32 bit key words w8 to w59 g function
Original,
AES

3.67 5.73 6.32

RK-AES 6.78 8.87 9.33

The time comparison results show that using the SRFG in AES key expansion

modification is increasing the time consumption in generating the key words and

thus contributing to the trade-off between security and time consumption. To sup-

port this trade-off and overcome with the security issues, we have also compared

the attack for both, the original AES and the modified AES.

Table 4.3: Comparison of cost of attacks on RK-AES

Differential
cryptanalysis

Linear
cryptanalysis

Related
key analysis

Fault injection
attack in key space

Original AES 232 214 − 1 232 226

RK-AES 252.7 260 252.7 ≈ 2129
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Table 4.3 describes the fact that, the cost of the attacks for RK-AES is much

higher than the original AES due to the use of randomness with SRFG in several

layer. This signifies that RK-AES is better in terms of security.

Lastly, we have compared two prime evaluation parameter of encryption algo-

rithms: confusion and avalanche effect. Confusion property requires the statis-

tical relationship of between the ciphertext and key to be more complex. Besides,

avalanche effect requires change in the cipher text bits if any single bit is changed

in the key. We have calculated confusion property in terms of non-linearity and

resiliency. The avalanche effect is measured in terms of propagation criterion, cor-

relation immunity and algebraic immunity. The calculation formula for confusion

and avalanche effect have been given below.

Conf usion =

ω ×Nonlinearity +

ω ×Resiliency +

ω ×Balancedness

(4.39)

Avalanche =

ω × P ropagation criterion +

ω ×Correlation immunity +

ω ×Algebraic immunity

(4.40)

where, ω is the weights assigned to the features. We have considered for our ex-

perimentation of RK-AES, ω = 0.33 and n=32 bit.

Therefore, following the Table 4.1, the values for confusion and avalanche effect in

RK-AES are:

Conf usionRK−AES = 0.33 × ( n2× 0.65 + log2 5) + (0.33 ×n2 ) + 0.33 ×(n2 −2) � 22.621

AvalancheRK−AES = 0.33 ×( n × 0.73 + log2 5) + (0.33 × n) + (0.33 ×n2 ) � 24.31
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Similarly, we have calculated the values for confusion and avalanche effect in orig-

inal AES. Considering the orders in Table 4.1, the values are as follows.

Conf usionAES = 0.33 ×(n2 - log2 n) + (0.33 × 0) + 0.33 × (n2 − 2) � 7.59

AvalancheAES = 0.33 ×( log2 n + n
4 ) + (0.33× n

10 ) + (0.33 ×n6 )� 15.816

The similar result of Avalanche effect is also experimented in the bit values of the

data samples. Table 4.4 compares the avalanche effect. The comparison results of

Table 4.4: Avalanche effect comparison

Weighted value
of Avalanche

Average number
of bits changed

Original AES 15.816
17.3 bits out
of 32 bits

RK-AES
24.310

≈25 bits out
of 32 bits

confusion property and avalanche effect also show the improvement of the param-

eters as compared to the original AES algorithm.

4.7 Conclusion

AES is a popular symmetric block cipher used by different commercializa-

tion sectors. But this algorithm is facing a number of cryptanalysis effects as we

have seen in the literature review. Therefore, in this chapter we have tried to solve

the problem by incorporating the changes in key expansion module. The highlight

of this work is to apply randomness in the key generation. Moreover, as per our

previous work, using SRFG as a cryptographic function in AES has been proved

beneficial. The justification for the same has already shown in the chapter. The re-

sults show that RK-AES is having three times better confusion property and 53.7%

better avalanche effect as compared to the original AES. Moreover, the cost of the

attacks is also higher in Rk-AES in terms of number of bits required to be exhausted
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which shows that RK-AES is efficient in withstanding the attacks. The limitation

of our present work is about the time taken by the modified key expansion module

which is actually creating a trade-off between security and time. It is also known

that both these two cannot be achieved simultaneously. Therefore, if we ignore the

time complexity, RK-AES is efficient in all respects of cryptographic algorithms.

Furthermore, being a symmetric key algorithm AES uses the single key for both

encryption and decryption. In our present work, the round keys are stored sep-

arately as each round keys are generated randomly and are used for decryption

accordingly. In our future work, we shall try to work on the trade-off and also

about the storage process of round keys.



CHAPTER 5

MRC4: A Modified version of RC4

with SRFG

5.1 Introduction

Cryptography is one of the major domain in network security for providing

confidentiality, authentication and other security services [162]. Along with the

development of the ciphers, cryptanalysis is gets attraction to the cryptographers

as these processes identify the vulnerabilities in the ciphers for further improve-

ment. The trend of converging to IoT shows a need of improving the cryptographic

algorithms for applications to be secure[187][188][191]. Cryptographic algorithms

are broadly categorized in different ways such as block ciphers and stream ciphers,

symmetric and asymmetric ciphers [162]. Designing such algorithms requires a

number of considerations such as key size, message size, functions and so on. The

selection of key, its size and using a key scheduling algorithm are some major con-

cerning factor in cryptography. A weak key can reveal the plaintext message with

92
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least time. Though we know that, cryptographic algorithms face brute-force at-

tack, but brute-force is not considered as its complexity is higher than any other

process of cryptanalysis.

Cryptographic algorithms primarily depend on the structure of the algorithms and

their corresponding functions [163]. Apart from using basic gates such as AND,

OR, NOT, XOR in the algorithms, researchers also have shown some specialized

Boolean functions for the use. The generic Boolean functions have created the

basic functionalities of generating any cryptographic function. However, the tech-

nology progress and enhancing computational ability of the attackers has urged

a need of introducing new features in the functions used in ciphers for providing

more strength. Balancedness, non-linearity, resiliency, immunity, correlation and

propagation characteristics are some of the important parameters to evaluate the

strength of the ciphers. In this chapter, we have considered Rivest Cipher 4 (RC4)

for our experimentation of randomness feature. Though RC4 prohibits pseudo

randomness but the use of random function generator in such stream ciphers is a

novel approach in this domain.

We have attributed the key scheduling module of RC4 undergoing a modification

using our Symmetric Random Function generator (SRFG) [189]. We have evaluated

this new version of modified RC4 with the parameters said above.

5.2 RC4 Algorithm

RC4 is a stream cipher designed in 1987 by Ron Rivest for RSA Security [162][71].

It is a variable keysize stream cipher with byte-oriented operations. The algorithm

is based on the use of a random permutation with a pseudo-random effect. The

base of the algorithm is depending on a pseudo-random key scheduling process. A

variable key length in between of 1 byte to 256 bytes (8 bit to 2048 bits) is allowed

by this algorithm. It is used to initialize the state vector S. For each encryption

decryption a byte k is generated that works as a key. This byte generated by a
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systematic method from S. Finally XOR operation used between the plaintext byte

and the k byte. The algorithm of original RC4 has been summarized below.

5.2.1 Initialization of S and T

To initialize the process, the entries of state vector S are set equal to the val-

ues from 0 through 255 in ascending order; that is; S[0] = 0, S[1] = 1, . . . , S[255] =

255. A temporary vector, T, is also created which is followed from the key bytes. If

the length of the key K is 256 bytes, then K is directly transferred to T byte wise.

Otherwise, for a key of length keylen bytes, the first keylen elements of T are di-

rectly copied from K and then bytes from K is repeated as many times as necessary

to complete out T.

5.2.2 Initial permutation in S

We use T generated from the above step to produce the initial permutation of

S. This involves starting with S[0] and going through to S[255], and, for each S[i],

swapping S[i] with another byte in S according to a scheme controlled by T[i] as:

for i = 0 to 255 do

j = (j + S[i] + T[i]) mod 256;

Swap (S[i], S[j]);

Use of ‘mod 256’ function is confining the randomness in between of 256 bytes of

S itself. Once this S is initialized the key K is not used again.
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Figure 5.1: Working principle of RC4

5.2.3 Stream generation

It is used to generate the byte stream of k. Starting with S[0] and going

through to S[255], and, for each S[i], swapping S[i] with another byte in S accord-

ing to a scheme dictated by the current configuration of S. After S[255] is reached,

the process continues, starting over again at S[0]:

while (true)

i = (i + 1) mod 256;

j = (j + S[i]) mod 256;

Swap (S[i], S[j]);

t = (S[i] + S[j]) mod 256;

k = S[t];

Finally, XOR is used between k and plaintext byte to get the ciphertext and

vice-versa. The overall logic of RC4 key scheduling is diagrammatically shown in

Figure 5.1.
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5.3 Modified RC4 (MRC4)

The analysis of the literature review exhibits the fact the RC4 faces the cryptanaly-

sis problems due to its key scheduling algorithm. Therefore we have modified the

very first stage of RC4 key scheduling. In this modification, we have added SRFG

for each byte transferred from K to T. For this, SRFG will get two inputs from two

consecutive bytes of K. The bytes in K is considered to be iterative till the comple-

tion of bytes of T. For the last byte of T to be generated the last byte of K (after

expanding) and the first byte K is considered as inputs of SRFG. At this time, we

have stored the key stream accordingly to byte for decryption process. The modifi-

cation has been summarized in Algorithm 2. All the others modules are kept same

and therefore only the modified process is shown in Figure 5.2.

Algorithm 2 Algorithm for Modified RC4(MRC4)

1: procedure MRC4 Key Expansion

2: f or i = 0 to 255 do
3: if (keylen == 256) then
4: f or j = 0 to 255
5: T ′[j] = k[i]
6: end loop
7: else
8: f or j = 0 to keylen
9: recursively copy k[j] to T [i]

10: end loop
11: end if
12: end loop
13: f or i = 0 to 255 do
14: T [i] = T ′[i]⊗ T ′[i + 1] where⊗ represents SRFG
15: end loop
16: T[255]= T’[255] ⊗ T’[0]
17: end procedure

Figure 5.2.The modification in RC4 scheme

SRFG produces the symmetric balanced output without considering any specific

input string which makes it adaptable in all types of input variables. It uses a
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Figure 5.2: The modification in RC4 scheme

random combination of logic GATEs (AND, OR, NOT and XOR). The expression

for the modified key scheduling with our SRFG can be given as:

fc = ⊗f Li (5.1)

where, i= {1,2, ..4} four logic GATES : AND, OR, NOT and XOR; L represents the

expression length ( Number of terms in the combined function fc) and ⊗ represents

the random combination. In our experiments we have used L= 5. To emphasize the

randomness in modified key scheduling, the equation 5.1 can be further expressed

in terms of two input variables’, as shown in Equation 5.2.

fc (T ′j ,T
′
j+1) = ⊗f Li (T

′
j ,T

′
j+1) (5.2)

The main objective of adding SRFG in RC4 is to enable the key expansion module

from K to T with randomness feature. This will help RC4 to prevent the inner state

information leakage problem.

5.4 Feature Analysis of MRC4

We have experimented on the key scheduling algorithm (KSA) of RC4 with our

previously developed SRFG. It removes the biasness from the key stream bytes.
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This bias generates cryptanalysis attacks deducing linear or differential relations

among the states or key stream bytes and backtracks the secret key. For the crypt-

analysis process, it is not always necessary to have the whole key in hand; rather a

single part of key is sufficient in revealing the overall key space. With the progress

of cryptanalysis technologies, generating such relations or deducing keys from key

streams is getting more sophisticated with less complexity.

We have explained some important features for the outputs of KSA in MRC4 such

as: balancedness, non-linearity, resiliency, propagation criterion and immunity.

Each byte bi in the initial state space T’ is comprised of 8 bits and is considered as

8 bit byte vector b in our experimentation.

Let B2 the set of all symmetric random combined functions on two variables input

to the SRFG stage in generation of T for all the functions from F2
2 into F2 where

F2
2= { (b1,b2)| bi ∈ F2}. F2 is the finite field of two elements {0,1} and

⊕
is any

operation of the field F2.

Any combined function fc ∈ B2 of f ive terms is expressed as a polynomial which is

basically termed as Algebraic Normal Form (ANF) of the function and given as:

fc (b1,b2) = ⊕λu

 2∏
i=1

rand (bi)
ui


5

, λu ∈ F2 , u ∈ F2
2 (5.3)

with,

λu = ⊕fc(b), b 4 u,∀ bi = {bi1 , bi2 , . . . ., bi8 } (5.4)

where,

(bi1 ,bi2 , . . . , bi8) 4 (u1,u2, . . . , u8) if f ∀i, j , wij ≤ ui and j = 1,2, ..,8 (5.5)

The output of fc depends on the weight of its input variables. Weight is calculated

as total number of 1s in the variable. As a result, fc corresponds to a function
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gc: {0, ,1, . . . ,8}→ F2 such that ∀x ∈ F2
2 , fc (x)= gc (wt (x)) .

The sequence gc (fc)= (gc (0) ,gc(1) . . . ,gc (7) ) for 8-bit byte vector is considered as

simplified value vector of fc. To establish the relation between simplified value

vector and arithmetic normal form (ANF), the equation 5.3 can be rewritten as

shown in Equation 5.6.

fc (b1,b2)= ⊕λf (j) ⊕

 2∏
i=1

rand (bi)
ui


5

= ⊕ λf (j) Xj,N (5.6)

where, λf (j) , u ∈ F2
2 and L∈ Z, j={1,2} . Xj,N is the elementary polynomial of

degree j with 2 variables. The coefficients of arithmetic normal form of fc is rep-

resented by 8−bit vector, λ (fc)={ λf (0) , λf (1) , . . . ., λf (8)}, called as simplified

vector of ANF of fc.

5.4.1 Balancedness

Balanced property in KSA in MRC4 exists if its simplified value vector gc

satisfies the following condition.

∀ i = {1,2} , gc (i) = gc (2− i) � 1 , where � is sum over F2 (5.7)

The equation 5.7 also provides the feature of trivial balancedness correspond-

ing to symmetric functions. Therefore, fc verifies the condition D1fc= 1. The func-

tions having D1fc= 1 do not exist for even values of n (here n =8 for bytes) because

for any byte vector b, wt (b)=n/2 (where, wt (b) is the weight of byte vector defined

as number of 1s in it), we can calculate the D1fc as:

[D1fc= fc (b) � fc (b+1)= gc( n/2) � gc
(n
2

)
= 0 ] (5.8)
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As each byte is balanced, the overall bytes in initial states are also balanced. There-

fore, this balancedness property helps to prevent attacks depending upon the weight

or hamming distances.

5.4.2 Nonlinearity

We have measured nonlinearity of the modified KSA. This feature depends on the

bits of the byte vectors bi . bi is also considered as the affine transformations of the

functions generated from the SRFG used in KSA. The nonlinearity is calculated by

the hamming distance between two affine transformations. For example, two byte

vectors are: bi and bj of 8 bits each.

N `
(
bik , bjk

)
=

n∑
k=1

bik , bjk , where n= 8 (5.9)

This property of non-linearity will remove the probability of bias and reducing

the chances deducing relations with all 0s or all 1s inputs. Each byte follows this

non-linearity to generate the initial state of T.

5.4.3 Resiliency

The KSA in MRC4 is m-resilient if the output remains balanced when any m input

bits are fixed and remaining (8-m) bits are altered in next sequence. The function

is more resilient if m is higher. The property of resiliency is related to the weights

of the restrictions of the fc to some subspaces.

∀ fc ∈ B2 and any affine any subspace S ⊂ F2
2 , the restriction of fc to S is the

function given as:

fS : S → F2 (5.10)

The subspace S is spanned by k canonical basis vectors and its supplementary

subspace is S . The restrictions of fc to S and to all its cosets are given by b′ +
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S where, b′ ∈ S . Being fc symmetric and balanced, S is represented as: S =

〈s1, s2, . . . , sk〉 and fa+ S becomes symmetric and balanced too. Moreover, for all s ∈

S , we can write the following.

fb′+ S (s) = f (b′ + s) = gc (wt (b′) +wt (s)) (5.11)

The simplified value vector and the simplified ANF vector of fa+ S can be deduced

from fc as given below.

gcfb′+ S (i) = gc (i +wt (b′)) , ∀i, 0 ≤ i ≤ k (5.12)

λfb′+ S (i) = ⊕ λf (i + j) , ∀i, 0 ≤ i ≤ k and j 4 wt(b′) (5.13)

Proposition 7: For the KSA in MRC4 with m-resiliency factor, two consecutive key

stream bytes with 8 bit each have maximum non-linearity of 5. In such cases, the

difference between simplified value vectors of the two consecutive bytes of T equals to

the sum of the non-linearity of two consecutive bytes bi ,bj, in T.

max[N ` (bi , bi+1)] → 5 (5.14)

[ gcKSA (Tk)− gcKSA (Tk+1)] =
255∑
i,j=0

N `
(
bi , bj

)
(5.15)

5.4.4 Propagation criterion

Following the basic properties of SRFG as shown in our previous work [189], the

modified KSA satisfies the propagation criterion of degree k and order m as the

outputs of KSA can be represented by affine function keeping m input bits constant

and satisfies the propagation criterion of degree k. Considering each key stream

byte for experimentation,
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Let fc ∈ B2 and let bi ,bj ∈ F2
2 , ∀ i, j = 1,2, .., 256 , such that wt (bi)=wt

(
bj

)
=n

2 .

Then, Dbi fc and Dbj fc are linearly equivalent. This signifies that if we change the

input variables with a linear permutation µ of F2
2 , such that Dbi fc = Dbj fc ◦ µ,

where ◦ is composite function. The permutation µ exists on the variable in a way

so that that bj = µ(bi). Since, fc used in KSA is symmetric and balanced, we can

have,

Dbj fc (µ (a)) =Dbi fc (a) , where a ∈ S (5.16)

Let k be an integer, 1 ≤k ≤n−1, z ∈ bi=
〈
bi1 , bi2 , . . . ., bin−k

〉
and εk= bn−k+1+ · · ·+wn .

Then for any z = a+ bj , with a ∈ S , then we can have the following.

wt (z)=wt (a)+wt
(
bj

)
(5.17)

wt (z+ εk)=wt (a)+wt
(
bj+ εk

)
=wt (a)+k−wt(bj) (5.18)

Thus,∀ a∈B, B = {b0, bi . . . ., b255}

Dεkfc (a+y)=fc (a+b) �fc
(
a+εk+bj

)
=wt (a)+wt

(
bj+ εk

)
=wt (a)+k−wt

(
bj

)
=gc

(
wt (a)+w

(
bj

))
�

(
wt (a)+k−w

(
bj

))
(5.19)

Equation 5.19 signifies that gc follows the symmetric property. This means that

partial derivatives of our modified KSA outputs are also propagated with the sym-

metric features.

5.4.5 Immunity

Correlation immunity and algebraic immunity are examined for the KSA in MRC4.

For, correlation immunity, considering each of the two input bytes bi as 8 bit binary
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vector the outputs are correlation immune if :

P rob ( fc= bi)=
1
2
, 1≤i ≤8 (5.20)

The probability distribution must be equal for all the bits and therefore, the output

byte bo ∈T , having the following property.

|min[M0 (bo, ( bo)
r)−M1 (bo, ( bo)

r) ]| = min[m] 7→0 (5.21)

where, [M0 (bo, ( bo)
r)] is the matching of output bytes from KSA and its reverse

with respect to value 0 and [M1 (bo, ( bo)
r)] is the matching of output words from

KSA and its reverse with respect to value 1.

Following the above property, an interesting feature of our modified key expansion

module has been identified and the proposition has been given as:

Proposition 8: In MRC4, if [M0 (bo, ( bo)
r)] = m0 and [M1 (wo, ( wo)

r)] = m1 , then

the maximum non-linearity between two successive Tk will be the sum of all m0

and m1 for all the bo in T.

max [N ` (Ti ,Ti+1 )] =
256∑

1

m0 +m1, f or all bo in T

Algebraic immunity is related with the annihilator of a function. To evalu-

ate this property for the modified KSA we have considered the following. Given,

fc ∈ B2, any function of the setA (fc)= { g ∈ B2 |gf = 0 } is defined as the annihilator

of the function fc . The algebraic immunity of fc is denoted by AI (fc) is minimum

degree of all nonzero annihilators of fc or fc +1. The value of AI (fc) is given as:

AI (fc)=min[deg(g) ] |g,0, g ∈A (fc) ∪ A (fc+1) (5.22)

As we have used SRFG to generate the output bytes, minimum degree is always

n/2. Therefore, the algebraic immunity of the outputs from it is always n/2 which
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is always optimal.

We can rewrite the equation 5.22 for two consecutive state of T as:

AI (fc)=min[deg(Ti)] | fc→ Tig,0, A (fc) ∪ A (fc+1) ,0 (5.23)

` AI (fc)−AI (fc+1) = 0 (5.24)

5.5 Security Analysis

The analysis of the previous work of cryptanalysis processes on RC4 show

that the cipher suffers from the problem of biased distinguisher which eventually

deduce the relational statistics for identifying the secret key. The biasedness is gen-

erated with all 0s or all 1s values of bytes of inputs. Moreover, related key attacks

are also responsible for linear and differential cryptanalysis on RC4. Therefore,

in this section, we have analysed the security features of MRC4 in the above said

perspective.

5.5.1 Related key attack analysis

We focus on the S-box initialization responds to a single-byte difference in its

input. Assume any random key k
′
(i) = k(i) where, k(i) is the original key except

when i = t where k(t) , k′(t). In this case, j = ( j + S(i) + k(i))mod 256 , will

result in different values of j. If t is close to zero, the resulting S-boxes will be

completely different. If t is close to 255, however, the S-boxes will be substantially

similar because the first t-1 iterations through the initialization loop performed

exactly the same work. We have used a twiddled key k
′
(t) = k(t) + µ and therefore

k
′
(t + 1) = k(t + 1) − µ , then the value of j at i-th iteration will be j ′ i = ji + µ and

j ′ i+1 will be same as ji . This k’ and k are called related keys. With this key-setup,
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in the initialization phase, the RC4 output for the original key and the related key

will proceed in lock step for b′ i = bi still s′ i−1 , si−1. At this point we define it as

derailment of RC4 systems and identical bytes produced by the two keys is defined

as the length of the derailment.

In our experiment, for two randomly chosen keys, in the initialization phase of the

KSA, the probability of two bytes to be similar is given as:

P (b
′
i = bi) =

255∑
i=0

⊕ 5∏
4

P (b
′
i)× P (bi) = 256 × 1

3125
× 1

256
× 1

256
= 0.00000125

(5.25a)

To generalize the equation 5.25a for any x bytes of key, the equation 5.25a can be

re-written as:

P (b
′
i = bi) =

i=x−1∑
i=0

⊕ 5∏
4

P (b
′
i)× P (bi) (5.25b)

The probability of the derailment length of d is calculated as:

P (d) = P (b
′
i = bi)

d
→ 0 due to its least value (5.26)

5.5.2 Linear cryptanalysis

We have followed the bit-advantage concept for analysis of linear attacks. If an

attack is executed on an n-bit key and recovers the correct value of the key ranked

among the top m out of 2n possible candidates, the attack obtains an (n - log (m))

-bit advantage over exhaustive search. In such attacks, linear equations are made

from he known plaintexts functioning with cipher text to get the key bytes. Linear

cryptanalysis is very common in RC4 as the key bytes are directly XORed with

plaintext bytes and key bytes are achievable. But, in MRC4 we have processed KSA

with SRFG so that for any two random bytes of key stream the total key is not going

to be deduced. Therefore, we have analysed the linear relation approximation on

two related keys rather than on known plaintexts as below.
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Following to the theorem 2 in the research work [192], if Ps be the probability that

a linear attack on an n-bit key stream byte (8 bits here), with a linear approxima-

tion of probability p, with N known related key stream bytes, delivers an m-bit or

higher advantage. Assuming that the linear approximation’s probability to hold is

independent for each key tried and is equal to 1
2 for all wrong keys, we can have:

Ps = pN (n−m)
(
1− 2m−1

)
(5.27)

Now, to calculate the linear approximation of probability p of the attack we need to

evaluate hat whether any two wrong keys k1 and k2 is deriving two similar bytes

or not. The probability of such similarity has been calculated in equation 5.25.

This shows that, the success probability Ps is also reduced and approximates to 0 if

m→ n. Therefore, equation 5.27 can be re-written as:

Ps = pN (n−m)
(
1− 2m−1

)
= (≈ 0)N (n−n)

(
1− 2n−1

)
= 0 (5.28)

Therefore the proposition can be written as:

Proposition 9: In MRC4, if P (b
′
i = bi) → 0 and n-bit random key stream byte

attempts to generate an n-bit advantage, the success probability Ps = 0.

5.5.3 Differential Cryptanalysis

We concentrate on keys of 256 bits as these keys are very common in WEP im-

plementations. The differential cryptanalysis deduces the output streams that are

expected to be the same in the first few bytes even though input has been changed.

Generally, this cryptanalysis is a type of chosen plaintext. Therefore, we need to

check the probability of getting any two similar cipher text bytes for two chosen

plaintext bytes.

Let pt
′
and pt′′ are two chosen plaintext of l bytes with a known difference MRC4

and given as:



CHAPTER 5. MRC4: A Modified version of RC4 with SRFG 107

pt
′
− pt

′′
=N `( pt′ , pt′′) (5.29)

Due to the convenience of calculation, we assume that the non-linearity is uni-

formly distributed among all the bytes of the chosen plaintexts and therefore, from

equation 5.29 we can write the following.

N ` ( pt
′
i , pt

′′
i) =

N `( pt
′
, pt

′′
)

l
= ∆i , f or i = 0,1,2, .., l − 1 (5.30)

Following the equation 5.25b, the probability of any two ciphertext bytes to be

similar can be calculated as:

P (ct
′
i = ct′′ i) =

1
l!

2! ×(l−2)!

× P (b
′
i = bi)×

1
∆i

(5.31a)

Assuming a key size of 256 bits (32 bytes) and plaintext size of 64 bytes, we can

write from the equation 5.31a is:

P (ct
′
i = ct

′′
i)

=
1
l!

2! ×(l−2)!

× P (b
′
i = bi)×

1
∆i

=
1

2016
× 32 × 1

3125
× 1

32
× 1

32
× 1

∆i

= 5 × 10−9 × 1
∆i

(5.31b)
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Table 5.1: Comparison of Features of MRC4 and other algorithms

Order of
Non-linearity

Order of
Balancedness

Order of
Resiliency

Order of
Propagation
criterion

Order of
Correlation
immunity

Order of
Algebraic
immunity

Original RC4 n
10 0 0 0 n

10 0
Weerasinghe [158] n

10 0 0 0 n
4 0

RC4-M3 [159] n
4 0 log2n

log2n
n n n

8
MRC4 n

3
n
2

n
2 − 2 log2n n n

2

n is the value of bits in cipher text considering all the bits, orders are calculated based upon maximum degree
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The equation 5.31b shows that using the two chosen plaintext the probability

of two random similar cipher bytes is impractical. Therefore, differential analysis

is not possible on our MRC4. From, this analysis, we can infer the following propo-

sition.

Proposition 10: In MRC4, the probability of the two similar ciphertext bytes is in-

versely proportional to the number of plaintext bytes and inversely proportional to non-

linearity and given as:

P (ct
′
i = ct

′′
i) ∝

1
∆i

(5.32a)

P (ct
′
i = ct

′′
i) ∝

1
l

(5.32b)

From the above, we can write:

P (ct
′
i = ct

′′
i) ∝

1
∆i × l

` P (ct
′
i = ct

′′
i)

= k × 1
∆i × l

,where k is constant and given as k

= P (b
′
i = bi) = 0.125× 10−4

(5.33)

5.6 Performance Evaluation

We have implemented MRC4 in software with hardware specification as: CPU:

2.6Ghz, i3 6th Gen with 4 GB RAM. We have compared our experiment results

with the original RC4 and two other improvements of RC4 in recent times. We

have saved the key bytes generated from the key stream generator and we shall

consider this as a feature work to deal with key saving process. The key stream

generation process is only modified in MRC4. But, still we have measured the

results with the overall process of encryption and decryption. We have varied the

key sizes from 64 bits to 2048 bits in all the performance metrics.
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The first comparison is done on the basis features extracted in the section 5: non-

linearity, balancedness, resiliency, propagation criterion, correlation immunity and

algebraic immunity. We have measured the order of the features stated above and

compared accordingly as in Table 5.1.

The comparison results in Table 5.1 signifies that the modification of key stream

generation is efficient in terms of the above said features. We can see from the table

that, original RC4 was lacking behind in acquiring the important features of cryp-

tographic functions and therefore, the attacks as considered in the previous work

are executable on this cipher. Better results are noticed in improvement proposed

in [158] as compared to original RC4 but still it is not enough for the purpose.

Further, the improvement shown in [159] provides far better result as compared of

previous two algorithms. MRC4 has provided improved features and the optimal-

ity of balancedness which is useful for preventing bitsum attacks [172].The high

correlation immunity will also help the MRC4 to prevent correlation attacks [193].

Table 5.2: Time Consumption of KSA

Hardware specification for computation: CPU: 2.6Ghz, i3 6th,Gen
with 4 GB RAM

Scheme Key size
64
bit

128
bit

256
bit

512
bit

1024
bit

2048
bit

Original RC4 20.32 18.39 17.58 17.23 16.42 16.13
Weerasinghe
[158]

25.35 20.15 19.7 18.71 17.45 16.57

RC4-M3 [159] 44.42 43.73 43.09 42.66 40.78 40.32
MRC4 43.47 42.83 41.16 40.27 39.50 39.20

Moreover, we have compared the computation time for our experiments with the

original RC4 and other two algorithms [158][159] as shown before. In this com-

parison too, we have assumed the time for XORing operation is a constant for both

encryption and decryption and therefore not considered in the time consumption

calculation. Therefore, the Table 5.2 only compares the time taken for the Key

Scheduling Algorithm (KSA) by varying the key size. The values are given in mi-

croseconds. The time complexity of key scheduling algorithm for Original RC4 is
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O(n) and MRC4 is O(log nL). The time comparison results show that use of the
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Figure 5.3: Confusion index comparison

SRFG in RC4 key scheduling modification is increasing the time consumption in

generating the key stream bytes and thus contributing to the trade-off between se-

curity and time consumption. The same has also been addresses by the authors in

[159]. To support this trade-off and overcome with the security issues, we have also

compared the attacks on the algorithms in terms of cost of bits as shown in Table

5.3. For this comparison we have considered 50 plaintexts of 128 bytes each with

128 bit (16byte) keys.

Table 5.3 describes the fact that, the cost of the attacks for MRC4 is much higher

than the other algorithms due to the use of randomness with SRFG in KSA. This

signifies that MRC4 is better in terms of security.

Lastly, we have compared two prime evaluation parameter of cryptographic algo-

rithms: confusion and diffusion. According to Shannon’s theory [1], confusion

property exhibits the statistical relationship of between the ciphertext and key

to be more complex whereas, diffusion property yields the relationship between

plaintext and ciphertext such that a single bit change in plaintext must change at

least half of the cipher text bits. We have introduced two new metrics in this point
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Table 5.3: Comparison of cost of attacks on MRC4

Differential
cryptanalysis

Linear cryptanal-
ysis

Related key at-
tacks

Original RC4 2128 264 2128

Weerasinghe
[158]

2128 2128 2128

RC4-M3 [159] 2512 2128 2512

MRC4 21024 21024 23125

to have a bounded range of the metric and given as:

Conf usion index =
key bits × nonlinearity in two simulatenous ciphertext

ciphertext bits
(5.34)

Dif f usion index =
nonlinearity in two simulatenous ciphertext

plaintext bits
(5.35)

The maximum value of the confusion index in Equation 5.34 can be ∝ which is not

possible in the real life implementation scenarios as all the cipher text bits cannot

be changed for a single bit change in key. If it happens then, it will work as a

bias in next state initialization. We have varied the key bits from 64 to 2048 with

a fixed plaintext of 128 bytes (1024 bits) and as an output we have received 128

bytes (1024 bits). The results are compared with other three algorithms as previous

shown in Figure 5.3 and Figure 5.4 respectively.

From the Figure 5.3, we can observe that MRC4 is better in providing confusion.

Moreover, an interesting behaviour of MRC4 has been observed here. It shows that

upto 128 bit keys, the confusion index is almost static and with the key size of

256 bits to 512 bits it increases with a high slope and with higher than 512 bits

of keys, confusion index decreases rapidly. This fact signifies that for MRC4 using
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Figure 5.4: Diffusion index comparison

the key sizes in between of 256 to 512 bits is most efficient. Similarly, 5.4 shows

that original RC4 and the algorithm shown in reference [158] are having very low

diffusion property. The algorithm in reference [159] is having a better diffusion

index. Like confusion, here also MRC4 follows a constant diffusion index up to

the key size of 256 bits but drastically changes with the use of 512 bits of keys and

gets constant after with higher bits of keys. Analysing the behaviour of MRC4 in

confusion and diffusion, we can say that use of 512 bits key is considered to be the

most efficient use in MRC4 to get high cryptographic features.

5.7 Conclusion

RC4 is a popular symmetric stream cipher used by different network security

technologies. But this algorithm has got a setback due to a number of cryptanalysis

attacks. Therefore, in this chapter we have tried to solve the problem by incorpo-

rating the changes in key scheduling structure. The highlight of the present work is

to apply randomness in the key stream bytes. The experimental results show that

MRC4 possess 60% better confusion property and 50% better diffusion as com-

pared to the original RC4 and other algorithms. The limitation of our present
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work is about the time taken by the KSA which is actually creating a trade-off be-

tween security and time. It is also known that both these two cannot be achieved

simultaneously. Therefore, if we ignore the part of the time, MRC4 is efficient in all

respects of cryptographic features. Furthermore, being a symmetric key algorithm

RC4 uses the single key for both encryption and decryption. In our present work,

the key stream bytes are stored separately as each key stream bytes are generated

randomly and are used for decryption accordingly. In our future work, we shall try

to work on analysing this trade-off between storing of random keys and its security

and its related space complexity.



CHAPTER 6

Conclusion and Future Work

6.1 General

Cryptography, in its present form, has been considered as one of the integral

part of information theory and coding. The variety of applications and its require-

ments for security services have given a scope for the crypto designers to design

cryptographic algorithms. All these algorithms considers a mathematical model

to be applied in the systems and therefore, information theory has been directly

involved with it. Thus cryptography also provides a mathematical and a deter-

ministic way to measure the security issues with a particular system. A number of

algorithms has been developed so far considering all their corresponding pros and

cons. Some of the algorithms are obsolete due to their severe weakness and lack

of abilty of reviving. Moreover, some algorithms are facing problems with crypt-

analysis break down, reconfiguring themselves for more security strength. This

process of cryptographic algorithm design and cryptanalysis is therefore a cyclic

process. In our present work, we have experimented this and have evaluated the

results and have observed some of the new findings of cryptographic behavior.

115
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6.2 Summary of Important Findings

In the present work, we have examined and developed a symmetric random

function generator using the basic GATEs (AND, OR, XOR and NOT) for providing

randomness in the algorithms used in cryptography. This randomness protects the

algorithms from cryptanalysis attacks with a cost of large number of bits. As the

IoTs, sensor networks, cloud computing are advancing day by day with number

of technological developments, the design of cryptographic algorithms must be

set strict. SRFG is able to provide true randomness of bits in the outputs and

therefore cryptanalysis using such a process is critical. The primary focus of the

Figure 6.1: Summarization of Contribution

thesis is Symmetric Random Function Generator (SRFG). Firstly, we have generated

a function generator which combines the basic GATEs randomly and outputs a

function. The inputs to the basic GATEs are also selected randomly. Therefore,

two stages of randomness have been included in our developed system. We have
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analyzed the basic behavior of the SRFG. We found that SRFG shows relatively

better results as compared to other random structures. Secondly, we have applied

this SRFG to modify the key expansion module of two popular algorithms: AES as

the block cipher and RC4 as the stream cipher. In both the cases we have identified

some of the improved results which can be used as mainstream applications. The

findings of the overall thesis have been shown in the Figure-6.1.

The salient features of the findings from the research work have been sum-

marized in Table 6.1.

Table 6.1: Salient features of the research work

Salient features Issues addressed

Development

of Symmetric

Random Func-

tion Generator

• Random selection of basic

GATEs

• Random selection of in-

puts

• Outputs possess cryp-

tographic features: bal-

ancedness, non linearity,

propagation, immunity,

symmetric, resiliency

• Expandable to any number

of bits

• Balance property of

outputs

• Randomness
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RK-AES

• Use of SRFG in key expan-

sion module

• g function has been modi-

fied

• Round construction array

has been used to use the

SRFG for the very first col-

umn of the key matrix

• Randomness in key

bits

• Avoidance of biased

bits

• Strength to with-

stand cryptanalytic

attacks

MRC4

• Use of SRFG in key expan-

sion module

• Initiating a intermediate T

matrix for key bits to be

utilized for SRFG

• Randomness in key

bits

• Avoidance of biased

bits

• Best usage of a key-

size

• Strength to with-

stand cryptanalytic

attacks

The comparison of the developed system and modification with the existing

methods is shown in Table 6.2
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Table 6.2: Comparison of features of the present research work with existing work

Proposed

method

Existing Methods Remarks

SRFG

• Zhang et. al. [181]

• Li et. al. [182]

• Wang et. al. [186]

• The results show

that the present

approach provides

more efficient cryp-

tographic features:

balancedness, re-

siliency, symmetric,

propagation and

immunity.

• Approximately twice

better than the ex-

isting systems in the

overall performance.
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RK-AES

• Original AES [36] • Original AES is

only compared as

randomness in key

expansion of AES is

new in this domain.

• Thrice better confu-

sion property

• 53.7% better

Avalanche effect

• Higher cost of bits

for cryptanalysis at-

tacks

MRC4

• Original RC4 [71]

• Weerasinghe [158]

• RC4-M3 [144]

• 50% better diffusion

property

• 60% better confusion

property

• Higher cost of bits

for cryptanalysis at-

tacks

6.3 Future Work

The symmetric ciphers use the same key for both encryption and decryption.

In our present research of the modifications in AES and RC4, we have faced the

challenges regarding the storage of the keys. We have used SRFG in both the key
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management process and the modifications are showing very good cryptographic

features. But, we have not considered the storage of the individual keys for decryp-

tion in our present work and we have stored the keys separately for corresponding

messages (both plaintext and ciphertext) which has significantly increased the stor-

age complexities. Therefore, we have considered this part as a future work and we

shall try to develop a dynamic key management process where the same key will

be dynamically used for encryption and decryption.

Some of the extensible future research problems are listed below.

• Generation of Hash algorithm and performance analysis of SRFG in crypto-

graphic hashes.

• Performance of SRFG based algorithms in withstanding Quantum Comput-

ing attacks.

• Monte Carlo experimentation can be done with SRFG outputs with any fea-

sible source by integrating a function output over a large parameter space

and selecting random values within that parameter space and averaging the

resulting function values. This is often used in finance and engineering.

• Digital display with the effect of rotation and scaling can be analysed using

the randomization of pixel area using the concept of SRFG.

• In Machine Learning and Statistical Learning, random number generators are

the basis to obtain samples from interesting distributions (Gamma, Beta, etc).

• CAPTCHA technology can be used with SRFG by randomly choosing the im-

ages or texts or even merging the text and images.

• SRFG can be used in amortized searching and sorting algorithms.

This open and extensible future research work will help the upcoming researchers

to identify the problem definition and flourish the potentialities and multidimen-

sional features of or SRFG.
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