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ABSTRACT 

 

 Nowadays social networking sites such as facebook, twitter are incredibly well-

liked among people. People interact with their friends via on- line social networks. They 

share their private and social information using theses social networks. Due to the 

attractiveness of these websites, a vast number of people uses social networking sites. 

This fame causes the problem to the websites due to the creation of fake accounts. The 

owners of fake accounts extract the personal information about other people and spread 

the forged data on social networks. In our proposed plan, we propose machine learning 

techniques such as Neural Networks and SVM for detecting the fake accounts on 

Facebook. Weka tool has been used for the simulation of the algorithm and the obtained 

results are presented by the proposed plan. Weka is a data mining tool which allows quick 

user interaction with a simple tool for the identification of fake accounts from provided 

data. In this, we classify the data using above techniques, which identifies the fake 

accounts on the social networking sites.   

Keywords:-  Facebook, Fake Accounts, Feature Selection, Clustering, Classification. 
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                CHAPTER 1 

INTRODUCTION 

 

On-line social networks are a popular channel to stay in contact. People communicate, 

and share their everyday activities, photos, and status. Social networking sites like 

Facebook are very popular among people. To protect the privacy of users on Facebook is  

a major problem. we propose a technique to protect the privacy of users from fake 

accounts. 

1.1 Introduction 

Social networking sites have commonly used the channel of communication between 

people [1]. Users of social networking sites can share their information and daily 

activities which attract a number of people towards these sites[2] [3]. One of the most 

widely used social networking sites is ‘Facebook’. Figure 1.1 shows the increasing 

popularity of Facebook from the year 2004 to 2016. Facebook allow the users to add 

friends and share various kind of information such as personal, social, political, business 

etc [3]. Moreover, they can also share photos, videos, travels and another day to day 

affairs [4]. However, some people don’t use these sites with good intent. Therefore they 

create fake accounts on social networking sites. Fake accounts do not have any real 

identity. Basically, the person who creates fake accounts is known as Attacker. The 

attacker uses incorrect information or statistics about some real world person to create a 

fake account [5]. Using theses fake accounts, attacker spread false information which 

affects other users [6]. To protect such sensitive data of users is one of the major 

challenges of social networking sites.  

There is a range of machine learning techniques that have been developed to 

detect fake accounts in social networking sites. Some of these techniques are Neural 

Network, Naive Bayes, Markov Model and Bayesian Network. In recent researches, it has 

been found that these techniques make available enhanced results to detect fake accounts. 

Neural Network consists of many interconnected processing elements. It takes decisions 

just like a human brain[7]. SVM is supervised machine learning techniques used for 

classification. It finds the hyper plane to classify the data[8]. Neural network and SVM 

are able to accept a large amount of random data and suitable to detect the fake accounts 
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on social networking sites based on various characteristics of accounts. Naive Bayes 

classifier is based on Bayes’ theorem. It predicts the probability that a given variable 

belongs to particular class [9]. 

  

 

Figure 1.1 Popularity of Facebook from the year 2004 to 2006 in millions 

1.2 Classification Techniques 

Classification is a data mining technique that allocates objects in a group to target 

categories or classes. The goal of classification is to perfectly calculate the target class for 

every case in the data. Classification is two step process. The first step is learning in 

which classification algorithm analyzed the training data. The second step is a 

classification in which test data is used to calculate the accuracy of data [9]. Classification 

predicts the result based on specified input. Item is belonged to which class is calculated 

by classification algorithms based on the training  dataset.[10]. There are various 

classification techniques are available. Neural Networks and SVM is most successful 

techniques for classification. 

1.2.1 Neural Networks  

The basic idea Neural Network is to simulate lots of densely interconnected brain 

cells inside a computer to make decisions like humans. we don’t have to program it to 

learn explicitly, it learns by itself just like a brain [7]. The basic structure of the human 

brain is as shown in Figure 1.2. 
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Figure 1.1: Structure of human brain [11] 

Human brain contains billions of neurons. Each neuron is made up of cell body with 

number of connections coming off it, numerous dendrites and single axon. Dendrites are 

the cell’s inputs carrying information towards the cell. Axon is cell’s output carrying 

information away.  

 

Figure 1.2: Structure of Neural Network 

Network has hundreds, thousands, or even millions of artificial neurons called units. 

Units arranged  in a series of layers- Input layer, output layer, hidden layer as shown in 

Figure 1.3. Input layer accepts the information from the outside, and processing of that 
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input is done by the hidden layer. The hidden layer plays an important role in producing 

output. The output layer is used provide the output to the user.  

Input layer - receives a various form of information from the outside.  

Hidden layer – actual processing is done by hidden layer 

Output layer-provides the output. 

  

 

Figure 1.3: A simple neuron 

A Neuron has several inputs and one output as shown in Figure 1.4. It works in two 

different modes- training mode and using mode. In training mode, the neuron is taught to 

activate for a specific pattern and in using mode, when a given taught pattern is 

encountered at the input, its affiliate output becomes existent output. Each input is 

affiliate with a weight. A number multiplied with the input is known as Input weight [12]. 

The addition is applied to the weighted inputs and if the sum exceeds the predetermined 

threshold value then neuron fires for the specific input pattern. Mathematically it can be 

represented as: 

                     

Here I stand for input, W stands for weight and T stands for the threshold. 

There are following types of Neural Networks.  

Neural Network has two types- Feed forward and back propagation. In feed-forward 

Neural Network signal travels in a single path, from input to output. It does not give any 

acknowledgment. However, in back propagation signal travels in both directions to 

minimize the errors by adjusting weights.    

I1W1+I2W2+I3W3 > T 
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 Neural Network also has two learning ways- supervised learning and unsupervised 

learning. In supervised learning, input and output both are fed. Then the input is 

processed by the network and matches its actual output with the expected output. The 

difference between actual output and expected output is called errors. Errors are then 

propagated reverse by the network, to adjust the weights. In unsupervised learning, the 

network is provided with only the inputs Figure 1.5 shows the structure of feed forward 

and feedback network. The system must then arrive at conclusion independently which 

characteristics could be used to cluster the input data [7][13]. 

 

 

Figure 1.4: Feed forward and Feedback network  [14] 

1.2.2  Support Vector Machine (SVM) 

 SVM (support vector machine) is supervised machine learning technique used to 

classify the data. SVM provides higher accuracy than the other classification techniques. 

The basic idea behind SVM is to maximize the margin of data by discovering the best 

possible separating hyper plane. In the fig 1.3 there are multiple hyper planes which 

separate the data but best one is chosen [8]. After that to get the margin, the difference 

between hyper plane and the closest data point is computed and double this value. There 

are multiple hyper planes in Figure 1.6. But choose the best hyper plane which helps to 

classify the data accurately.  SVM provides higher accuracy than the other classification 

techniques.     



 6        

 

 

 

 

Given a particular hyper plane, we can compute the distance between the hyper plane and 

closest data point. Once we have this value, if we double it we will get margin. There will 

never be any data point inside the margin as shown in Figure 1.7.  

 

 

There are basically two types of SVM as follows:-  

I. Linear SVM: - In linear SVM the plane is linear. Figure 1.8 shows the linear 

plane, In which there is one hyper plane separating the data. One side of data 

belongs to one class and other side data belongs to another class. In linear SVM 

data is simply separable. There is no complexity while the separation of data into 

classes like nonlinear SVM. Therefore it used only for simple classification of 

data. 

Margin 

Hyper plane 

Figure 1.5: Separating hyper planes  

Figure 1.6: Optimal hyper plane and margin 
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II. Non-Linear SVM:- In the non- linear SVM plane is not linear. In this, the kernel 

function is used for the transformation of input space into high dimensional space 

as shown in Figure 1.9. 

 

 

 

 

 

 

 

 

 

 

 

wx + b>0 

wx + b= 0 

Wx +b<0 

Figure 1.9 Non Linear SVM 

                    Figure 1.8 Linear SVM                              Figure 1.7 Linear SVM 

Figure 1.8 Non-Linear SVM 
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1.3 Clustering Technique   

The process of grouping a set of physical or abstract objects into classes of related 

objects is called clustering. A cluster is a collection of data objects that are related to one 

another within the similar cluster and are unrelated to the objects in other clusters [9]. 

Clustering is used to discover the pattern information [15]. Clustering is an unsupervised 

machine learning technique whereas classification is a machine learning technique. In 

classification, we classify the data based on class label given to the data. In clustering 

class label is not known. Therefore clustering is known as unsupervised technique.  There 

are various clustering techniques. The one of the most commonly used technique is K-

Mediods.  In our proposed work K-Mediods clustering technique is used. 

1.3.1 K-Mediods  

 K-Mediod is a clustering algorithm .K-mediod  algorithm similarly work as K-mean 

algorithm with the slight difference. K mean algorithm calculate the mean of data items 

as a centroid where as K-Mediod randomly select the data points called mediods. Median 

refers to data items having less average dissimilarity with other data items in the cluster. 

K-Mediod algorithm is better than K mean algorithm because it is vigorous to outliers. 

The algorithm of K-Mediod is given below. K-mediod algorithm minimised R squared 

error. The complexity of the K-Mediod is O(k(n-k)2). 

1. Randomly select k data items as Mediod from n data items from given dataset. 

2. Calculate the difference between K median and n data items and assign data items 

to the median which is closed to it.  

3. Calculate the total swapping cost TCij for non-selected data items if and selected 

data items j.   

4. If TCj < TCi, i is replaced by j. 

5. Repeat step two and three until there is no data item left [16], [17]. 

1.4 Principal Component Analyses 

Principal component analysis is the feature selection technique. It is used to reduce 

the dimensions of data and also reduce the computational complexity. Principal 

component analysis is ranking based technique. It calculates the eigenvectors and 

eigenvalues. Based on eigenvalues, principal component analysis order the variables of 

features from ascending to descending. The features for variables of data set having the 
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lowest then the value can be eliminated with minimum Data loss. Principal component 

analysis reduces the data dimensions having a large number of variables and also 

increases the accuracy. With the least number of variables, it is easy to calculate the 

results with lesser time and high accuracy. It means principal component analysis also 

helps to increase the computational speed of the algorithm. Principal component analysis 

also finds the related variable and provides the ranking to  a related set of variables. The 

algorithm of principal component analysis works as follows. 

1. Find the table of the input matrix. 

2. Subtract the mean. 

3. Compute the covariance matrix.  

4. Compute the eigenvectors and eigenvalues of the covariance matrix.  

5. Select components and forming a feature vector.  

6. Drive the new data set [18].  
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 CHAPTER 2  

LITERATURE REVIEW 

 

A.Saberi et al. (2007) 

This paper present ensemble method to detect the phishing scams. Data mining 

classification algorithms such Naive Bayes, K-nearest neighbor and Poisson probabilistic 

theory and Naive Bayes are used to classifying spam and non-spam. The result of these 

classifiers is combined to get higher accuracy. Naive Bayes, k-nearest neighbor and 

Poisson algorithm separately provide accuracy of 88%, 87.5%, and 90.6% respectively. 

After combining these three techniques, it provides increased accuracy with 94.4%. The 

accuracy to detect the scams can be improved by using other techniques such as Neural 

Networks and SVM [19].  

Durgesh K. Srivastav et al. (2009) 

 This paper presents the overview of SVM and the selection of a kernel function 

among the functions. SVM is a supervised machine learning techniques which can be 

applied to various kinds of data sets. Dimensions of data and Limited samples do not 

create any limitation in an SVM. There are two types of SVM, linear SVM, and nonlinear 

SVM. For nonlinear data set, we can use nonlinear SVM with its kernel functions. The 

commonly used kernels are the linear kernel, polynomial kernel, RBF kernel and sigmoid 

kernel. In RBF kernel there are less numerical difficulties. It nonlinearly maps data 

sample into higher dimensional space and it also has fewer hyperplanes than the 

polynomial kernel. SVM always gives better accuracy than other algorithms [20]. 

G.Magno et al. (2010)  

 This paper presents the problem to detecting spammers on twitter. In this dataset 

of twitter is collected and labeled the pre-classified spammer and non-spammer users. 

Then attributes are identified based on the social behavior of the user. In this paper 

supervised machine learning technique SVM is used to discover the spammers.  Radial 

Basis Function (RBF) kernel of Nonlinear SVM is used classifies very complex data. 

Based on the ten attributes this technique differentiates the spammer and non-spammers. 

In this 70% of spammers and 96% of non-spammers are rightly recognized. The approach 
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of this paper is also able to detect spam as an alternative of spammers. The accuracy of 

detecting spam is 87.2% [21].  

Tajunisha et al. (2011) 

 This paper presents a technique to improve the K-mean algorithm efficiency and 

accuracy by using a principal component analysis approach. Principal component analysis 

is used for reducing the data dimensions which helps to improve the accuracy and reduce 

the complexity of the algorithm. In this paper principal component analysis is applied at a 

first step to identify the centroid of k-mean and which helps to reduce the dimension of 

data. This heuristic approach reduces the distance between data points to the cluster. The 

principal component analysis calculates the eigenvalues and eigenvectors. The dimension 

of data can be reduced by eliminating the eigenvectors having the lowest eigenvalues. 

The results of this technique are accurate than the existing technique [18]. 

J. Ratkiewicz et al. (2011) 

 This paper present of Framework that detects dispersal of political misstatement. 

In this machine learning technique is used to detect the political misstatement spread by 

hackers on Twitter. This Framework combines the topological content based and 

crowdsourced features to evaluate the behavior of users. To classifiers, AdaBoost and 

SVM are used to produce the results. Both classifiers are used with the re-sampling and 

without re-sampling. The accuracy of AdaBoost and SVM without Re-sampling is 92.6% 

and 88.3% respectively. With re-sampling, the accuracy of SVM and AdaBoost is 95.6% 

and 96.4% [22]. 

M.Secchiero et al. (2012) 

 In this paper concept to detect the fake profile attacks is provided.  This approach 

is based on increasing charge of the social network graph. For experiment analysis, the 

dataset is collected by using sensing application to get information of user profile on 

social networks. In this behavior of the user is identified to differentiate the real user and 

attacker. Attacker behaves differently and not involves those people which are close to  

the real user to avoid the detection. The increasing rate of people is also different than the 

real user. This leads to different behavior of an attacker. In this approach, the time 

evolution is called to raised an alert flag when test profile diverge from normal behavior 

[5].  
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S.Kiruthiga et al. (2014) 

 This paper presents the techniques to detect the cloning attacks in social 

networks. In this, Dataset of facebook is collected from the university of California for 

experiment analysis. In this paper, clone profiles are detecting by identifying the 

similarities between two profiles. Naive Bayes classifier is used to classify the 

information of users on facebook having maximum similarity. K-Mean clustering is used 

to group the users having same attributes such as same college etc. The similarity 

between real and clone profiles is detected by cosine similarity. To improve the similarity 

results clone spotter algorithm is used [23]. 

M.Alsaleh et al. (2014) 

This paper focused on detecting the Sybil in twitter. A Twitter dataset of the user, 

Sybil and hybrid are collected and labeled. a variety of features is analyzed to detect the 

Sybil. Four classification techniques Decision Tree, Random Forest, SVM and Multilayer 

Neural Network is used to classify the data. But Multilayer Neural Network provides the 

more detection rate and lower error rate as compare to other classifiers. Detection rate and 

error rate in Multilayer Neural Network is 88.57% and 11.43% respectively. In this 

browser plug- in is also developed which is notify the user about Sybil accounts before 

accessing them [24].  

Y.Shen et al. (2014) 

This paper present binary classifier to detect the forged followers by derives the 

characteristics of fake followers in sina weibo. These features are divided into three parts- 

the post related features, user relationship features and evolutionary features. SVM is 

used as the main classifier. 10 fold cross-validations are done on the dataset. This 

approach provides the higher accuracy and lowers false positive than other approaches. 

The accuracy of this approach is 98.7% and false positive is 0.4% which is very near to 0 

[25].   

F. Michael et al. (2014) 

This paper presents the solutions to protect from the threats which faced by users 

on social networks. First of all, this paper discusses various categories of threats which 

targets all users on social networks including children and youngsters. It divides the 

threats into four parts. The first kind of threats not only targets the social networking 

users but also those are not used social networking sites but simply on the internet. 

Second type threats only target the social networking users. In third type attacker 
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combines two or more threats and fourth category threat targets only children. According 

to the type of threats, this paper presents the three solutions- operator solution, 

commercial solution and academic solution to provide confidentiality and safety [26]. 

 

 Sonali. B. Maind et al. (2014) 

 This paper presents the overview of neural networks working and training.  It also 

provides the advantages and application of the neural networks.  Neural Network works 

like a human brain. Neural Network has multiple neurons interconnected with each other. 

There are three layers of neurons input layer, an output layer, and hidden layer. The 

learning process of the neural network is similar to a human brain i.e it learns by 

examples. The neural network has many applications. The basic applications of the neural 

network are pattern recognition and classification of data. The neural network has a good 

performance and provides very good accuracy. The neural network is a best for real-time 

applications because it has a very good learning ability that is learning how to do a job 

based on given training dataset [7]. 

Gandhi Gopy et al. (2014) 

 This paper presents modified algorithm for k-Mediods. This paper also compares 

the results of modified K-mediod with the existing k-mediod and k-mean. The improved 

K-mediod algorithm works faster than the existing k-mean and k-mediod algorithms. k-

mean works based on the mean value of data objects. It randomly selects objects which 

represent the mean or center of clusters and assign the other objects to the cluster by 

comparing their similarity. k-mediod similarly works as k-mean, it randomly select the 

objects to represent mediod and all objects are assigned to cluster with the nearest to the 

mediod. After that, it process all the data object and identified new mediod to represent a 

cluster in better way.k-mediod is very sensitive to outliers and this limitation is removed 

by modified k-mediod [27]. 

Kumar Parveen (2014) 

This paper presents the study of neural network its characteristics and 

applications. The neural network is a complex structure which consists of multiple 

neurons which are interconnected. The neural network is a machine learning technique 

which is works as a human brain. The neural network is basically used for pattern 

recognition and classification. The neural network is used to solve the complex problem 
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and real-time operations. The neural network has three layers input layer output layer and 

hidden layer. The working of the neural network is based on these three layers. The 

neural network has learning ability about how to do a task. The neural network gives 

better accuracy based on training data set. The limitations of the neural network are many 

it does not describe how they solve the problem. It is also not used to solve the daily life 

problems [28]. 

M.Egele et al. (2015) 

This paper presents a system named COMPA to detect the compromised accounts 

on social networks. This system is based on the behavior of users on social networks. The 

behavior of normal users are stable and COMPA detects compromised accounts having 

behavior more inconsistent. In COMPA behavioral profile is generated based on the 

previous message sent by the account. When a new message is created, the comparison is 

done with the behavioral profile. If the message is variant with a behavioral profile, 

COMPA flags it as a compromise. This technique is applied on both twitter and facebook 

and provides good results. The false positive for twitter and facebook is 4% and 3.6% 

respectively [29].  

D.Freeman et al. (2015) 

 This paper focused on detecting the clusters of fake accounts rather than an 

individual. This approach created a cluster, based on the features provided at the 

registration time such as registration IP address and registration date.  Random forest, 

SVM, and Logistic regression is used to train the model and SVM are used to classify the 

cluster of accounts as fake or not. This approach provides the fast detection of fake 

accounts. This approach is applied on the LinkedIn dataset and provides the 95% 

precision [30]. 

G. Supraja et al. (2015) 

This paper presents the pattern detection approach to detect the fake accounts. In 

this paper, the crawler is used to collect the twitter dataset. The pattern matching 

algorithm is used on the screen name and updates time of tweets to detect a group of fake 

accounts. The time to create the profile is analyzed for detection. The time taken by the 

fake user is different than the real user. The advantage of this approach is that it is a fast 

approach to detect the fake accounts. The disadvantage of this approach is that it detects 

only fewer numbers of fake accounts [31]. 
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 Yazan Boshmaf (2015) 

 This paper presents an approach to thwart fake accounts in social networking 

sites. In this paper real- time data set for Facebook and tuenti is collected. This approach 

detects the fake accounts based on feature set. The 18 features of Facebook is extracted 

from facebook data set and 14 features extracted from twenty dataset. The random forest 

classifier is used to classify the data. In a random forest 450 decision trees are constructed 

at training time for Facebook data set and 500 decision trees are constructed for tuneti 

data set. The decision tree randomly selects three features of Facebook out of eighteen 

and seven features are selected from tuenti out of fourteen. Naive Bayes and SVM 

algorithms are also used. This approach use 10 fold cross validation method. The random 

forest gives the AUC of 0.7 for facebook and AUC of 0.76 tuenti. Navie Bayes gives 

AUC of 0.63 and SVM gives AUC of 0.57 for facebook. Naive Bayes and SVM gives 

AUC of 0.64 and 0.59 respectively for tuneti [32]. 

Rahman Sazzadur et al. (2015) 

 This paper presents the technique called FRAppE to detect the malicious 

applications on Facebook. FRAppE alert the user before installing the malicious 

application  It is a feature based detection technique. To develop this technique data set is 

collected from facebook users. The feature set is identified which helps to detect fake 

applications on Facebook. Machine learning algorithm is used to classify the data. 5 fold 

cross validation are used to train and test the data in FRAppE. FRAppe detects the 

malicious application with the accuracy of 99.5% and the true positive rate is 95.9% [33]. 

Krishna B Kansara et al. (2016) 

 This paper proposed a Sybil node discovery method based on the social graph. 

This approach overcomes the limitations of the previous graph-based approaches by 

adding user behavioral manners such as latent dealings and friendship refusal. The 

proposed design is divided into two parts, Sybil node identification (SNI) and Sybil node 

identification using behavioral analysis (SNI-B). SNI method used classical Sybil 

detection and SNI-B is an extension of SNI. Results of both methods are compared. SNI-

B provides higher accuracy, precision, and recall than SNI. The accuracy of SNI is 77% 

and 92% for SNI-B. The precision of SNI is 75% and 80% for SNI-B. Similarly, recall 

for SNI is 60% and for SNI-B is 80% [34]. 
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A.Azab et al. (2016) 

This paper presents the classification techniques to detect the fake accounts on 

twitter. To detect the fake accounts this paper used feature based approach. The minimum 

weighted feature set is used. In this approach, the behavior of the user is identified. The 

real user behaves differently than fake users. This behavior is used to identify the fake 

accounts. Different classification techniques such as random forest, decision tree, naive 

Bayes, neural network, and SVM are used. The accuracy of all techniques is provided. 

The gain measure is used to assign the weights to the feature set. To train and test the 

algorithms five-fold cross-validations are applied SVM gives best accuracy results to 

detect the fake accounts [6]. 

 Ali M. Meligy (2017) 

 This paper presents a technique to detect fake accounts on social networking site 

called fake profile recognizer. This technique is based on two methods i.e regular 

expression and deterministic finite automata. A regular expression is used to authenticate 

the profiles and deterministic automata recognize the identities in trusted manner. This 

technique is applied on Facebook Google Plus and Twitter data set. The accuracy of 

Facebook, Twitter and Google + data set is 89.73%, 76.94%, 81.9% respectively. The 

Precision for Facebook is 88.9% for Google+is 77.41 Percent and for twitter is 81.81%. 

The false positive rate for Facebook is 11.66, for Google+ is 26.10% and for Twitter is 

20.86%. The false negative rate for Facebook is 11.04%, google + 22.60% and for 

Twitter 18.20% [35]. 
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Comparative Analysis 
 Comparison between various techniques and processing methods used in the 

different studies are given in Table 2.1. It shows the different classifiers and processing 

methods used to detect the fake accounts on social networking sites. The dataset link is 

also given if any.  

Table 2.1 Comparative analysis 

Author Year Classifier 
Processing 

method 
Dataset link 

A.Saberi et al. 2007 
Naive Bayes, K-

nearest neighbor 

Structural 

features 
- 

G.Magno et al. 2010 SVM 
Social 

behaviour 

http://twitter.mpi-

sws.org 

J.Ratkiewicz et 

al. 
2011 Adaboost, SVM 

Topological, 

content 

based 

- 

M.Secchiero et 

al. 
2012 - 

Social 

network 

graph 

- 

S.Kiruthiga et 

al. 
2014 Naive Bayes 

Cosine 

similarity 

http://odysseas.cali

t2.uci.edu/research

/data/hybrid/_relea

senetworkmapping 

M.Alsaleh et al. 2014 

Decision tree, random 

forest, Navie bayes, 

multilayer neural 

networks 

Feature set - 

Y.Shen et al. 2014 SVM Feature set - 

F. Michael et al. 2014 - - - 

http://twitter.mpi-sws.org/
http://twitter.mpi-sws.org/
http://odysseas.calit2.uci.edu/research/data/hybrid/_releasenetworkmapping
http://odysseas.calit2.uci.edu/research/data/hybrid/_releasenetworkmapping
http://odysseas.calit2.uci.edu/research/data/hybrid/_releasenetworkmapping
http://odysseas.calit2.uci.edu/research/data/hybrid/_releasenetworkmapping
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M.Egele et al. 2015 COMPA 
Behavioural 

profiles 
- 

D. Freeman et 

al. 
2015 SVM, Random forest 

Registration 

IP address 
- 

G. Supraja et al. 2015 - 
Pattern 

Matching 
- 

Yazan Boshmaf 2015 
Random forest, SVM, 

Naive Bayes 
Feature set - 

Sazzadur 

Rahman et al. 
2015 FRAppE Feature set - 

Krishna B 

Kansara et al. 
2015 - Social graph - 

A.Azab et al. 2016 

SVM, Neural 

Networks, Random 

forest, Decision Tree, 

Naive Bayes 

Feature set - 

Ali M. Meligy 

et al. 
2017 - 

regular 

expression 

and 

deterministic 

finite 

automata 

http://fastfollwerz.c

om 

 

 

  

http://fastfollwerz.com/
http://fastfollwerz.com/
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Parameters Used 

 There are different parameters are used in various studies to detect fake accounts 

in social networks. Those parameters and their values are given in Table2.2. 

Table 2.2 Parameters used 

Author (Year) Parameters Values 

A.Saberi et al. (2007) Accuracy 94.40% 

G.Magno et al. (2010) Accuracy 87.20% 

J.Ratkiewicz et al. (2011) Adaboost, SVM 95.6% , 96.4% 

M.Secchiero et al. (2012) - - 

S.Kiruthiga et al. (2014) - - 

M.Alsaleh et al. (2014) Detection rate, Error rete 88.57%, 11.44% 

Y.Shen et al. (2014) Accuracy, False positive  98.75, 0.4% 

F. Michael et al. (2014) - - 

M.Egele et al. (2015) False positive 4% 

D. Freeman et al. (2015) Precision 95% 

G. Supraja et al. (2015) - - 

Yazan Boshmaf (2015) AUC 0.7 

Sazzadur Rahman et al. 

(2015) 
Accuracy, True positive 99.5%, 95.9% 

Krishna B Kansara et al. 

(2015) 

Accuracy, precision, 

Recall 
92%, 80%, 80% 

A.Azab et al. (2016) 
Precision, Recall, F-

measure 
99.5%, 74.76%, 85.40% 

Ali M. Meligy et al. 

(2017) 
Accuracy, Precision 89.73%, 88.9% 
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  CHAPTER 3 

                                                                     PRESENT WORK 

 In on- line social networks to detect the fake accounts is a major challenge. The 

people using on-line social networks suffer from the various problems, which affects their 

personal as well as business life. The number of fake accounts on a social network is 

increased. Online social network suffers from fake accounts which are created. Fake 

accounts present fake news, web rating, and spam. Our proposed plan detects the fake 

accounts in the facebook. There are various techniques are available to detect the fake 

accounts on the on-line social networks. Each has their own advantages and purposes. But 

still, existing methods do not have a very high value of f-measure and recall value. This 

proposed work combines the weighted feature set with machine learning techniques to 

obtain the best results Using the proposed technique for detecting the fake accounts on 

facebook will improve the accuracy and exactness.  

This proposed work uses the techniques like neural networks and support vector machine 

for classification of real and fake accounts. The feature set that influences the detection of 

fake accounts detection of the fake on Facebook will be used. This proposed work is  

expected to generate the higher value of f-measure and recall required for detection of 

fake account in facebook. The machine learning techniques are neural network and 

Support vector machine provides the accurate results. Neural network and Support vector 

machine gives the better results in data classification. Machine learning techniques have 

been widely used in promoter prediction techniques because of its capability to be taught 

and resolve many real time problems. They can adjust their inner configuration without 

human intervention to produce estimated outcome for the specified problem and to find a 

connection between input and output. Therefore neural network and support vector 

machine results in higher accuracy for detecting the fake accounts on facebook. 

3.1 Problem Formulation 

There are lots of problems on social networking sites; one of the problems is fake 

accounts in social networking sites which lead to various problems. It affects the users on 

social networking sites in many ways. Online social network suffers from various fake 

accounts. There are very fewer techniques to find the fake accounts on the facebook. 

Even existing methods do not have very high accuracy. This proposed work combines the 
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weighted feature set with machine learning techniques to obtain the best results. Neural 

network and Support vector machine have a capability to learn and solve the problems. 

These techniques are used to solve the real time problems and provide very accurate 

results. 

3.2 Objectives  

The objectives of the work proposed plan include: 

(i) To define the scope of the field to detect the fake accounts on social networking 

sites.  

(ii) To study the various machine learning techniques used for classification for data.  

(iii) To study the features for detecting the fake accounts. 

(iv) To identify the required and optimal techniques for desire results. 

(v) To implement the proposed technique to detecting the fake accounts.  

(vi) To find the results. 

3.3 Research Methodology 

In the proposed work we use a hybrid approach to detecting a fake account on 

Facebook. We combine Different techniques to produced higher accuracy.  

The methodology consists of following steps.  

1. Dataset Collection 

The first step of detecting the fake account on Facebook is collect the data set of 

Facebook. For the proposed work the data set of the Facebook is collected by survey 

method. By using survey method we collect the data set of Facebook from Facebook 

users. For this purpose, we create a Google form. Google form consists of various 

types of questions which help us to accurately classify the data free accounts and fake 

accounts. Dataset is collected online by using google forms and manually filling the 

form by Facebook users. We collected the data of 500 accounts of Facebook. We 

extract following feature set from the collected dataset of Facebook. This feature set 

consists of 16 features which help to accurately classify the data.  

I.  Number of facebook friends. 

II.  Number of photos Shared on Facebook. 

III.  Number of status/news shared per month.  

IV. Number of groups joined. 
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V. Number of likes made per day. 

VI. Number of days since updated the profile.  

VII. Year in which joined the Facebook. 

VIII. Number of pages liked. 

IX. Number of posts liked by a Facebook friend. 

X. Account user profile photo. 

XI. Account as a cover photo. 

XII. Frequently used hashtags in posts. 

XIII. Account is logged in using iPhone. 

XIV. Account is logged in using an Android phone. 

XV. Number of Facebook friend those tagged the user. 

XVI. Number of Facebook friends tagged by user. 

 

2. Filtration of Dataset 

In the second step with the filter the collected data set for filtration we apply a 

randomized filtration technique. Randomization randomly changes the position of 

accounts in the dataset.  The filtration is also used to filter the wrong values filled in 

the dataset and the wrong value is replaced with the average value of its upper and 

lower column value. Filtration filters the dataset to accurately classify the dataset. If 

dataset does not contain any wrong value or null value then classification algorithm 

correctly classify the dataset.  

3. Clustering of Dataset 

After the filtration clustering technique is applied to the data set. K-media 

clustering technique is applied to dataset set witch assign the data set to clusters. 

There are two clusters for a data set. Cluster 1 and cluster 2, cluster 1 contains the 

data of fake accounts and cluster 2 contains the data of real accounts. Clustering 

technique detects the multiple fake accounts at a time which increases the accuracy 

and reduces the time complexity. A cluster of fake accounts is identified by using 

clustering technique. The k-mediod clustering algorithm is better than K-mean 

clustering algorithm because K-mediod is robust to outliers.  
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Figure 3.1 Methodology of Proposed Technique 
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4. Feature Selection 

In this step feature selection technique is applied on the feature set. For feature 

selection principal component analysis is used for feature selection. Principal 

component analysis calculates the eigenvalues and eigenvectors and ordered them 

from higher to lower. Principal component analysis also combines the related features 

and assigns a value to them. Feature selection technique is used to get the higher 

accuracy with minimum features set. Because by using feature selection technique we 

can eliminate the features having the lowest weight zero weight. The ranking assigned 

to the attributes by principal component analysis is given below. 

 

Table 3.1 Ranking of Attributes 

S.NO Ranking Attributes 

1 
0.6423 

 

Number of facebook friends, Number of friends you tagged, likes per 
day, Account has a cover photo. 

2 

0.5326 

 
Number of groups you joined, pages liked, number of photos, Number of 

facebook user liked the post, frequently used hashtags in posts.  

3 
0.4555 

 

In which year joined facebook, Number of new feed shared, pages liked, 
Number of groups joined, number of photos. 

 

4 

0.396 

 

Number of days since updated the profile, In which year joined facebook, 
Frequently used hashtags in posts, Number of new feed shared, logged in 

an account using iphone. 
 

5 
0.3418 

 

Number of facebook friends tagged the user, facebook friends tagged, 
logged in an account using iphone, number of new feed shared, number 

of post liked by facebook users, Number of friends you tagged. 
 

6 
0.2915 

 

Logged in account  using Android phone, logged in account using iphone, 
In which year  joined facebook, Account has a cover photo, Account has 

a profile photo.  
 

7 
0.2461 

 

Logged in your account using iphone, number of photos, logged in 
account  using Android phone, Number of days since updated the profile, 

In which year joined facebook. 

 

8 
0.2053 

 

Number of new feed shared, number of photos, logged in account using 
Android phone, In which year joined facebook, frequently used hashtags 

in posts. 
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9 
0.168 

 

Number of photos, number of new feed shared, logged in your account 
using iphone, number of facebook user liked your post, Number of groups 

joined. 

10 
0.1342 

 

Number of facebook user liked your post, Number of groups joined, 
number of new feed shared, pages liked, logged in account using iphone. 

11 

0.1044 

 

logged in  account using iphone, frequently used hashtags in posts, 
account is connected with Instagram, Number of days since updated the 

profile, In which year joined facebook. 

12 

0.0779 

 

Account has a profile photo, logged in account  using Android phone, 
Account is connected with instagram, number of new feed shared, 

Account has a cover photo. 

13 

0.055 

 

Account is connected with instagram, frequently used hashtags in posts, 

Account has a cover photo, logged in account using Android phone, 

pages liked. 

 

14 

0.0384 

 

Number of likes per day, Number of facebook friends, Number of friends  

tagged, Account is connected with Instagram, 

 

 

 

5. Classification of Dataset 

 Classification technique is applied after clustering and feature selection 

technique. Neural networks and SVM is used for classification of data. This two 

technique and most successful techniques and always give higher accuracy than other 

algorithms. Neural network and SVM are machine learning techniques which 

efficiently work on different kind of data sets. The execution time of SVM is less 

because it takes less time to train the SVM. The RBF kernel function is used in SVM. 

RBF kernel function performs better than polynomial kernel function and it is less 

complex. In our proposed work we use 10 cross-fold validation method for training 

and testing the data. The classification algorithms are evaluated and tested using 10-

fold Cross Validation approach. In this, the training set is divided into 10 smaller sets 

and results are analyzed. 10-cross fold validation method divides the data set into 10 

parts. 9 parts of dataset are used for training and one part is used for testing. Best 

training and testing process is repeated ten times with different training and testing 

data set. 
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6. Compare the Results  

Two different results are produced by neural network and SVM in existing 

technique and proposed technique. The results of both techniques are compared with 

existing techniques. The parameters used and time taken by existing technique and 

proposed hybrid technique is compared. The results of Neural Network and SVM in 

proposed hybrid technique is also compared and the results with higher accuracy is 

considered.  
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  CHAPTER 4 

RESULTS AND DISCUSSIONS 

 

In this proposed work the fake accounts will be detected by using machine 

learning techniques on Facebook. Two most successful techniques are used to classify the 

real and fake accounts. Feature set approach is used for the detection. The feature set is 

identified which influences the detection of fake accounts. In the proposed work we will 

find the most accurate results by using Neural Networks and SVM. These techniques 

accept the random data and provide most accurate results.  

4.1 Experimental Results 

This section presents the simulation results of the work done and the proposed 

approach. The simulation has been done in Java Net Beans and weka tool. Weka is a 

collection of machine learning calculations for information mining errands. The 

calculations can either be connected specifically to a dataset or called from your own Java 

code. Weka contains apparatuses for information pre-processing, classification, 

regression, clustering, association rules, and visualization. It is likewise appropriate for 

growing new machine learning plans. NetBeans is an open-source project dedicated to 

providing software development products (the NetBeans IDE and the NetBeans Platform) 

that address the needs of developers, users and the businesses who rely on NetBeans as a 

basis for their products; particularly, to enable them to develop these products quickly, 

efficiently and easily. The results are shown below in steps.  

Results With Existing Techniques 

1. Upload Dataset 

 In the first window in graphical user interface, we upload the dataset of facebook. 

Dataset is saved in .csv format file. This interface helps us to choose the desired data 

set from any location and upload that data set. The data set which we upload comes 

under the files list The purpose of browsing is to select the dataset from any location 

within the computer so that it will be used for the further processing of the dataFrom 

the files we select the dataset and then whole details and data are loaded under the 

dataset. Figure 4.1 shows the screen to display dataset.  
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Figure 4.1 Browse Dataset 

 
2. Choose dataset  

In this step choose a dataset from a particular location. Dataset will be shown in 

the dataset viewer screen in figure 4.2. The dataset should be in CSV file. The CSV 

file of the dataset is selected from the computer drive where it is located. Using 

browse dataset button from user interface we select the dataset from a particular 

location as shown in figure 4.2. Figure 4.3 shows the selected dataset of facebook. It 

shows all the columns of CSV files with a class label. It displays the dataset of 500 

accounts of facebook which are stored in CSV file. The Figure 4.4 visualization of 

dataset class label and feature set. This figure shows that all the features in the data set 

the visualization of class labels. It shows are 17 features at which are used to classify 

the real and fake account on Facebook. Based on this pictures at we classify the fake 

and real account on Facebook. Figure 4.5 shows the visualization of facebook dataset 

into weka tool. 
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Figure 4.2 Choose Facebook Dataset 

 

Figure 4.3 displays the selected dataset of facebook accounts. The dataset contains the 

data of 500 users of facebook.The data set contains these features: Number of facebook 

friends, Number of photos Shared on Facebook, Number of status/news shared per 

month, Number of groups joined, Number of likes made per day, Number of days since 

updated the profile, Year in which joined the Facebook, Number of pages liked, Number 

of posts liked by Facebook friend, Account user profile photo, Account as a cover photo, 

Frequently used hashtags in posts, Account is logged in using iPhone, Account is logged 

in using Android phone, Number of Facebook friend that tagged the user. A number of 

Facebook friends tagged by the user. Based on these features the classification algorithm 

classifies the real and fake accounts. The each account also has a class label which is used 

in the classification of a dataset. The class label is required for classification of data. 
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Figure 4.3 Facebook Dataset 

  
 

Figure 4.4 shows the dataset selection in weka tool. All the features are displayed and 

also visualize the class label that is real accounts and fake accounts in the dataset. 

Visualization of class label and feature set in weka tool is given in figure 4.4. It shows 

351 accounts are of reals users in Facebook and other accounts are of fake users in 

Facebook. It can be predicted from class label of dataset. The feature set contains 17 

features in dataset and one class label for each account.  
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Figure 4.4 Feature set and class label visualization of dataset in weka tool 

 
 

The visualization of the dataset in weka tool is shown in figure 4.5. It shows the 

visualization of each feature set in the dataset. This visualization is based on the class 

label of each feature set. It separately shows the visualization of each feature set in the 

dataset. The features are Number of facebook friends. Number of photos Shared on 

Facebook,  Number of status/news shared per month, Number of groups joined, Number 

of likes made per day, Number of days since updated the profile, Year  in which joined 
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the Facebook, Number of pages liked, Number of posts liked by a Facebook friend, 

Account user profile photo, Account as a cover photo, Frequently used hashtags in posts, 

Account is logged in using iPhone, Account is logged in using an Android phone, 

Number of Facebook friend those tagged the user, Number of Facebook friends tagged by 

user. The visualization of this feature set and class label is given in figure 4.5  

  

 

Figure 4.5 Visualization of Dataset in Weka Tool 
 

 

3.  Dataset Filtration   

To filter the dataset randomization technique is used. Randomization randomly 

changes the position of accounts in the dataset.  The filtration is also used to filter the 

wrong values filled in the dataset and the wrong value is replaced with the average 



 33        

 

value of its upper and lower column value. Filtration filter the dataset to accurately 

classify the dataset. Figure 4.6 shows the filtration of the dataset. if dataset does not  

contain any wrong value or null value then classification algorithm correctly classify 

the dataset. 

 

 

Figure 4.6 Filtration of Dataset 

 

4. Classification with Neural Networks  

Figure 4.7 shows the results of existing Neural Networks. The neural network in 

existing technique correctly classified 495 instances and incorrectly classifies 5 

instances. It provides accuracy of 98.80%, the precision of 98.81%, recall is 
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98.80%and f-measure is also 98.80%. The TP rate and FP rate is 98.8% and 01.3% 

respectively.  

 

 

Figure 4.7 Results of Existing Neural Networks 

 

5. Classification with SVM  

 Figure 4.8 shows the classification results of existing SVM. The result shows the 

accuracy of 71.11%. It correctly classifies the 357 instances and incorrectly classifies 

the 145 instances. It shows precision 79.52%, Recall 71.11%, F-measure 75.08%, TP 

Rate 71.1% and FP Rate 68.4%. The SVM provides very less accuracy in existing 
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technique because SVM in existing technique incorrectly classifies more number of 

instances. It is improved in proposed hybrid technique.  

 

 

Figure 4.8 Results of Existing SVM 

 

Results with proposed hybrid technique 
 

6. Clustering of Dataset 

Figure 4.9 shows the clusters of the dataset. The k-mediod clustering algorithm is 

used make the clusters of the dataset. This algorithm divides the dataset into two 
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clusters. Cluster 1 consists of fake accounts in dataset and cluster 2 consist of real 

accounts in the dataset. Clustering detects multiple fake accounts on facebook and 

improves the accuracy of proposed technique.  Clustering technique detects the cluster 

of fake accounts at a time which also reduce the time complexity.  

 

 

Figure 4.9 Results of clustering 

 

7. Feature Selection 

Principal component analysis feature selection technique is applied on the dataset. 

It is ranking based feature selection technique. In this dataset, it selects 14 feature set 
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out of 17 as shown in the figure 4.10. Principle component analysis provides a 

ranking to the feature set ordered from higher to lower.  

 

 

Figure 4.10 Results of Feature Selection 

 

8. Classification with Neural Networks  

In proposed hybrid technique Neural Networks shows the results as shown in 

figure 4.11. It shows the accuracy 99.40%, Precision 99.40%, Recall 99.40%, F-

measure 99.40%, TP Rate is 99.4% and FP Rate 01.1%. It correctly classifies the 499 
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instances and incorrectly classifies only 3 instances. In proposed technique, neural 

networks execution time is 3548 ms which is less than existing technique.  

 

 

Figure 4.11 Results of proposed Neural Networks 

 

9. Classification with SVM  

 In proposed hybrid technique the classification results of SVM is shown in figure 

4.12. SVM correctly classifies 498 instances and incorrectly classifies 4 instances 

with 99.20% accuracy. The other parameters like Precision, Recall, F-measure, TP 
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Rate, FP Rate are 99.21%, 99.20%, 99.20%, 99.2%, 01.8% respectively. The time 

take by SVM in proposed technique is 471 ms. The execution time of  SVM in 

proposed technique is very much less than the Existing technique. The proposed 

technique provides the higher accuracy with less execution time as compare to the 

existing technique. The accuracy of SVM in proposed technique is increased with 

Principle component analysis feature selection technique and execution time is also 

reduced. 

 

 

Figure 4.12 Results with Proposed SVM 



 40        

 

4.2 Comparison with Existing Technique 

The comparison between existing and proposed hybrid technique is shown with the 

various parameters. These parameters show that the proposed hybrid technique performs 

better than existing techniques. The comparison of Neural Networks and SVM in 

proposed technique is also compared. The parameters used to compare thre results of both 

techniques are Accuracy, TP rate, FP rate, Precision, Recall, F-measure and Execution 

time. There are following parameters are used to compare proposed hybrid technique with 

an existing technique.  

1. Sensitivity or TP Rate 

It checks how many accounts have correctly classified a fake. It can be 

measured by a number of accounts that are correctly classified as fake to the total 

number of fake accounts. TP Rate should be high. Figure 4.13 shows TP Rate of 

existing Technique with the Proposed Technique. The TP Rate of existing Neural 

Network is 0.988 whereas the TP rate of neural networks in proposed technique is 

0.994. Similarly thr TP rate of existing SVM is 0.711 and TP rate of SVM in 

proposed technique is 0.992. The proposed technique correctly identifies 498 

accounts out of 502. It shows that the TP rate of proposed technique is higher than 

the existing technique.  

2. FP Rate (Fall-out) 

It checks how many emails are incorrectly classified as spam. It can be measured 

as a number of emails that are incorrectly classified as spam to the total number of 

ham instances. It should be low. The FP rate of the existing and proposed technique is 

also shown in figure 4.13. The FP rate should be low. The FP rate of existing neural 

network is 0.13 whereas the FP rate of neural networks in proposed technique is 0.01. 

the FP rate of existing SVM is 0.684 and the FP rate of SVM in proposed technique is 

0.018. The proposed technique incorrectly identifies only 4 accounts out of 502. The 

bar chart in 4.13 shows that the FP rate of proposed technique is lower than the FP 

rate of existing technique.  
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Figure 4.13 Comparison based on TP Rate and FP Rate 

 

3. Accuracy 

Accuracy is the percentage of correctly identified fake accounts. It can be 

measured as the number of correctly classified accounts to the total number of 

accounts. It should be highest for the best technique. The figure 4.14 shows the 

accuracy of the existing and proposed technique. The accuracy of proposed technique 

is higher than existing technique. The accuracy of existing neural networks is 98.80%  

and SVM is 71.11%. The accuracy of neural networks and SVM with hybrid 

proposed technique is 99.40 and 99.20 respectively. 

 

Accuracy = 
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Figure 4.14 Comparison based on Accuracy 

 

4. Precision 

It checks how many accounts have correctly classified a fake among those all that 

are classified as fake. It can be measured by a number of accounts that are correctly 

classified as fake to the total number of accounts classified as fake. Figure 4.15 shows 

the comparison of an existing technique and proposed technique based on precision 

also. The precision should be high. The precision of existing neural networks and 

SVM is 0.9881 and 0.7952 respectively. The precision of neural networks and SVM 

in proposed technique is 0.994 and 0.992 respectively. The graph shows that the 

precision of proposed technique is higher than existing technique. The Precision is 

calculated as follows. 

Precision = 
       

               
 

 

5. Recall 

Percentage of correct documents that are selected in class from the entire 

document actually belonging to class.  Recall should be high. The figure 4.15 

shows the comparison between existing technique and purpose technique based on 

recall. The recall of existing neural network is 0.988 and existing  SVM is 0.7111. 
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The record of proposed hybrid technique is 0.994 and 0.992 respectively. The 

figure shows that the recall proposes the hybrid technique is higher than existing 

technique. The recall is calculated by using true positive rate and false negative 

rate. 

 

Recall = 
       

               
 

 

 

 

Figure 14.15 Comparison based on Precision, Recall and F-measure 

 

1. F-Measure 

It is defined as the weighted harmonic mean of Precision and Recall. It is also 

known as F-score. F-measure calculated from Precision and recall. F-measure also 

should be high. The figure 4.15 also shows the comparison between f-measure of an 

existing technique and proposed technique. F-Measure of neural network and SVM in 

existing technique is 0.9888 and 0.7508 respectively. The f-measure of neural 
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network and SVM in supposing the hybrid technique is 0.994 and 0.992 respectively, 

which is higher than the existing technique. The Precis ion of SVM in proposed 

technique is very much higher than the precision of existing technique.  The graph 

shows that the f-measure of proposed hybrid technique is higher than the existing 

technique. The f-measure is calculated as follows. 

 

            
                

                
 

 

2. Execution Time 

It is defined as the time taken by the algorithms to classify the fake and real 

accounts. It should be less as possible. The figure 4.16 shows time comparison 

between existing technique and proposed technique. The time taken by both 

techniques is different in existing technique and proposed technique. Execution time 

should be less. The time taken by a neural network in the existing technique is 4615 

ms and time taken by SVM in existing technique is 1347 ms. The t ime taken by 

neural network and SVM to classify the data is 3548 ms and 471 ms respectively. The 

graph shows that the time taken by existing technique to classify the data is much 

more than proposed technique. The hybrid technique takes very much less time to 

classify the data then existing technique. It means proposed technique also reduce the 

time complexity. 

 

 
 

Figure 14.16 Comparison based on Execution Time 
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Table 4.1 shows the comparison between both techniques based on various parameters. It 

shows that the proposed technique is an improved technique the existing technique. The 

proposed technique provides higher accuracy with less execution time than existing 

technique. 

Table 4.1 Comparison between existing and proposed technique 

Parameters Existing Technique Proposed Technique 

NN SVM NN SVM 

Accuracy 98.80 71.1155 99.40 99.20 

Precision 0.9881 0.7952 0.9940 0.9921 

Recall 0.9880 0.7111 0.9940 0.9920 

F-measure 0.9880 0.7508 0.9940 0.9920 

TP rate 0.9888 0.7111 0.9940 0.9920 

FP rate 0.0130 0.6840 0.0100 0.0180 

Execution time 4615 ms 1347 ms 3548 ms 471 ms 
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   CHAPTER 5 

                                      CONCLUSION AND FUTURE SCOPE 

 

5.1 Conclusion 

In the proposed was the hybrid technique is used to detect the fake accounts on 

facebook. In this proposed hybrid technique be used to most successful classifier neural 

network and SVM. K-mediod clustering is also used to improve the accuracy and reduce 

the time complexity of the algorithm. In proposed work collected real- time data set of 

Facebook from Facebook users. Then randomisation technique is used for data filtration. 

After the filtration of data set we apply K median clustering technique on the data set. 

The clustering technique assigns the data set to the clusters. There are two clusters of our 

data set one cluster for real account and second cluster for fake accounts. Clustering 

technique detects multiple fake accounts at a time. Clustering technique not only 

improves the accuracy to classify the data but also reduce that time complexity. Principal 

component analysis is used to provide the ranking on a feature set. It is a feature selection 

technique which provides the ranking to features higher to lower order. Using principal 

component analysis we can select those features which help to classify the data in the 

better way. Principal component analysis also used to increase the accuracy and decrease 

the time complexity by reducing the dimensions of data set. At the last step, we apply a 

classification technique neural network and SVM which classifies the data Neural 

network and testing machine learning techniques to classify the data. These techniques 

always give the better accuracy and other algorithms. In this purpose, we use RBF Kernel 

of SVM technique. The 10 cross fold validations are applied for training and testing the 

dataset. The 10-cross fold validation method divides the dataset into 10 equal parts and 

analyze the results.The accuracy of proposed work with neural network and SBM is 

99.4% and 99.2% respectively. The Precision of proposed technique with the neural 

network is 99.4% and with SVM is 99.2%. 

5.2 Future Scope 

This proposed work presents a hybrid approach to detects the fake accounts on 

Facebook. In this proposed technique clustering, classification and feature selection 

algorithms are applied to get better results. The following points mention some idea that 

can be further implemented. 
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i. This technique can also be used for other social networking sites such as Twitter 

and LinkedIn with the minor changes. 

ii.  The accuracy of proposed technique can also be improved using different feature 

selection techniques.  
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