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1. Introduction 

1.1. Big Data 

We live in a world where huge amount of data is collected, stored and these data 

are in the different fields. It might be in any format a document, a graphical 

format, video, audio or any other format. The massive data in the organizations till 

now was just ordinary data maintained in the databases. All of sudden this gigantic 

data termed as big data got popular [1]. Big data refers to incredible huge and 

complex data that becomes complicated to process using conventional applications 

[2]. Data may come from different sources such as transactions, social media, 

images, audios and videos. We can say that big data is generated by the machines 

consisting of both structured and un-structured data [3]. It’s not possible for 

traditional systems like SQL and RDBMS to deal with big data due to its 

scalability and complexity. Big data is characterized by: volume, velocity, variety 

and veracity [4]. Volume is defined as the amount of data that is to be mined so 

that valuable information is collected as it’s not possible for traditional systems to 

manage the huge amount of data. The range of data is very large such as terabytes, 

petabytes, Zettabytes [5], [6], [7], [8]. Every day twitter and facebook handles 

more than 40 billion photos from its users.  So analysts need to construct the 

structural design to handle such kind of data [9]. Velocity refers to the speed at 

which data is generated and analyzed within a perfect time because a nanosecond 

of delay may cause a huge amount of loss in some companies. In some real time 

situations it becomes very essential to process data as soon as possible [10] 

specifically in online purchases and credit card payments but when we consider 

traditional systems they are not able to manage the velocity of big data as its one 

of the issue in big data to deal with the overflow of information within required 

time [11]. In simple words velocity means how fast data is produced and how 

quickly it must be processed [12]. The third characteristic of big data is variety 

which is considered as one of the most important property of big data. The data 

that has been stored in the database is without having any structure i.e., it may 
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consist of structured, semi-structured and un-structured data types including text, 

audio, video, images [13], [4].  So here we can say that no structure of big data 

poses a great challenge for the traditional technologies to deal with such data that 

is completely un-structured [14], [15]. Next is veracity that considers 

inconsistencies of data flow. When we deal with high volume, speed and variety of 

data to get accurate data without any inconsistency is not possible [16]. The 

quality of data that is collected differs greatly. To implement privacy and security 

mechanism on uncertain data is often challengeable task [17]. From the huge 

companies like Google, Face book, and twitter we came to know about the need of 

term big data. Such organizations contain vast amount of data about individuals 

that needs to be analyzed in order to find some valuable information. Nowadays 

the term big data is used universally in every field like finance, banking, and 

marketing  where every day or we can say every second data flows through 

workstations which are well managed and stored in order to find out the consumer 

behavior or the market trends to gain profitability [5],[6].  Another period of 

exploration began where existing information mining methods are considered for 

security saving.  As the improvement and utilization of web expands the danger 

against the security and it make difficult issue. The business organizations that 

hold vast amount of data about the ongoing activities of their clients. To make 

utilization of the data, the data holders make use of data mining techniques to 

extract knowledge and compromise the privacy of their clients. It’s very 

challengeable for the businesses to mine new patterns of knowledge while securing 

one’s privacy. When the data owners reveal the output/result of mined data, they 

need to disclose just that sort of information which is not uncovering any 

individual's personal data. 

 

1.2. Data Mining 

Data mining is a promising and the fastest developing fields in computer science and 

engineering. In the middle 1990’s, data mining appeared as a strong tool [18] with the 
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aim of examining the data stored in the databases from different perspectives by 

performing various operations so that interesting patterns and hidden knowledge is 

uncovered from the large data sets that is further used to predict the future benefits and 

trends with the help of different data mining techniques. Sometimes data mining is 

referred as knowledge hub or knowledge discovery in databases although data mining 

is a part of knowledge discovery process [19], [20]. The main reason that attracted a 

lot of consideration in information technology the innovation of important information 

from huge databases towards the area of data mining is because the impression of ―we 

are information rich however data poor‖. There are huge volumes of data but however, 

we are not able to turn them into valuable information and knowledge for making 

decision in business. To make valuable information we may require huge collection of 

data. In order to take absolute advantage of data, different tools and techniques are 

required for extraction of data, summarization of data, and the detection of patterns 

from raw data. Data mining is one of the powerful technologies that assist business 

organizations to focus on most valuable information stored in their data warehouse. 

Data mining helps in predicting future patterns and also businesses can make out 

convenient knowledge driven decision [21]. Data mining tools can respond queries 

that traditionally were extremely tedious, making it impossible to determine. Different 

tools organize databases for uncovering unknown knowledge; discovering analytical 

information that specialist may neglect since it lies outside their prospects. Beside the 

effective utilization of data mining tools and techniques, there are numerous threats to 

privacy. By using different data mining techniques one can easily reveal others private 

data or knowledge. So, before discharging database, private data of an individual or an 

organization must be hidden from any un-authorization access. Privacy is mainly 

essential because it may have harm full consequences on someone's life. There are 

several data mining techniques used in different data mining projects like for example: 

association rule, clustering, classification, prediction, sequential patterns and decision 

tree. We will briefly examine one of the technique i.e. association rule mining. 
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1.3.  Association Rule Mining 

Association is one of the most widely used data mining technique in which 

interesting patterns are obtained on the basis of relationship between items in the 

same transactions [22]. Association technique is sometimes called as relation 

technique. Association is usually used in market basket analysis in order to find 

out the products that customers purchase together frequently. The unearthed 

relationships can be represented in the form of association rules or set of frequent 

items. In [23] presented association rule for identifying consistency between items 

in large transaction data verified by point of scale systems in supermarkets. For 

example, on the basis of historical data stored in the databases retailers can 

identify the customers buying habits like if customer is buying diapers then it’s 

obvious the customer will also purchase beer along with the diapers therefore; they 

put diapers and beer together.  Hence the rule suggests that there exists a strong 

relationship between diapers and beer, using these rule retailers also try to identify 

the new opportunities for cross selling their products to the customers [24, [25]. 

Other than market basket data, association analysis is pertinent to other application 

spaces such as bioinformatics, medical diagnosis, web mining and scientific data 

analysis. In the analysis of earth science data, for instance the association 

examples may uncover interesting correlation among the sea, land and the 

atmospheric processes. Association rules are if/then statements used to identify 

relationship among data in the data repositories. In association rule mining there 

are two main steps involved i.e. support and confidence to recognize the 

relationships and also some rules are generated by analyzing data for frequent 

if/then pattern. Association rules generally need to convince a user specified 

minimum support and a user specified minimum confidence at the same time. 

Support specifies how frequently items appear in the database and confidence 

indicates the number of times the if/then statement have been found to be true. In 

association rule, information pattern should be analyzed and also the data structure 

of database so that we may be able to find out the preferred plans to keep the 

stability between the accuracy of database and the privacy or private information 
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[26]. There are algorithms like Apriori and Eclate used for generating frequent 

item sets so that association rules are mined proficiently 

 

1.4. Apriori Algorithm 

 Apriori algorithm is one of the classical and the most popular association rule mining 

algorithm used to identify all the frequent individual items in the database. It continues 

by recognizing the individual items that occur frequently in the database and expand 

them to larger and larger item set as long as those item sets become visible adequately 

frequently in the database. Frequent item sets recognized through Apriori can be used 

to decide association rules which emphasize common patterns in the database for 

example, market basket analysis. Apriori algorithm employs the breadth first search 

and data structure of Apriori algorithm is very simple, clear and easy to understand 

[27]. Apriori algorithm follows Apriori property which states that if an item set occurs 

frequently, then all of its subsets must also be frequent. If an item set is not frequent, 

then any of its superset is never frequent [28], [29]. Apriori algorithm follows two 

steps:  

 Generate Phase:  In this phase candidate (K+1) item set is generated using 

K-item set; this phase is responsible for generating CK candidate set.  

   Prune Phase: Here the candidate set is pruned and large frequent item set 

are generated using ―minimum support‖ so, that these large frequent items 

can be used as the pruning parameter.   

1.5. Eclate Algorithm 

Eclate is another frequent pattern mining algorithm which carries out a breadth first 

search on the dataset and recognizes the support of item sets by performing 

intersection transaction lists [30]. Apriori is a basic frequent pattern mining algorithm 

in which database is scanned again and again which is very time consuming process. 

To overcome the drawbacks of Apriori, we have Eclate algorithm, uses the vertical 
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database design which clusters all the relevant information in an item set. Each 

processor calculates the frequent items set from one equivalence class before 

proceeding to the next level. Thus the database is scanned only once [31].  The main 

steps involved in Eclate are:  Firstly, to obtain all the frequent 1-item sets database is 

scanned, then candidate 2-item sets are generated from 1-item sets, after that get all 

frequent 2- item sets by extracting non-frequent candidate item sets; then candidate 3-

item set is generated from frequent 2-item set and get all the frequent 3-item sets by 

extracting non-frequent item sets; repeat the process until no candidate item can be 

generated. In Eclate support is counted where as confidence is not counted at all. This 

algorithm is best suitable for small datasets and therefore, require less time for 

frequent pattern generation than Apriori [32].   
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2.  Review of Literature 

In [33] some real issues related to big data storage and management are 

highlighted. The various challenges are also discussed that might be faced 

within next few years due to the epidemic growth of data. In addition to 

velocity, volume, variety data complexity is another characteristic of big data 

that define the importance of big data with respect to its complexity. Handling 

of big data is the real issues highlighted by the author. 

In [34] some insights about big data issues, challenges and tools are discussed. 

Also provides basic concept of big data and some basic fundamental properties 

of big data like velocity, volume, heterogeneity, are talked about different 

source from which data is generated and examined. Big data has a huge 

significance in different activities like social media, sensor information, and 

log storage and risk analysis. 

In [35] some issues related to privacy are mentioned and author suggests we 

can make use of system verification for big data using Map Reduce, Data 

processing and privacy preserving for global recording anonymization. 

Integration of Map Reduce, if used for analyzing data may provide better 

privacy. 

In [36] proposed a big data processing model consisting of 3 tier architecture, I 

tier is focusing on accessing data and arithmetic computing, and the II tier is 

concentrating on the user privacy issues and the III tier is all about the 

challenges faced while mining the complex and dynamic data. Using this 

model we may require high performance computing platforms. 

In [37] a multi-level security with masking algorithm is proposed to identify 

the sensitive columns in the data. Data is maintained in two ways scrambled 

data and cleared data. Cleared data is send to a database where strict rules are 

applied and only scrambled data is send to data miner by data collector. Before 

extracting knowledge data miner connects the present data to the sensitive data 



16 

 

by applying decryption if data matches, then its provided to decision maker if 

not then its returned back to the data miner for further improvement. The 

problem with this is every time data is matched to sensitive data stored in the 

database which is very time consuming. 

In [38] proposed a cryptographic algorithm in order to protect the data by 

converting plan text into cipher text using encryption schemes.  This approach 

is suitable when there are more than two parties involved and need to perform 

computations based on their private data and  never expose their output to any 

other party such problem is known as secured multiparty computation problem. 

The only problem with this is that less sensitive data that can be useful in big 

data analytics is also encrypted and is not accessible. 

In [39] a technique is introduced namely K-anonymity. In this every record is 

alike to at least another k-1 other records on the possibly recognized variables. 

K anonymity can be achieved using generalization (replaces original value 

with less specific consistent value) and suppression (replaces original value by 

some special character like *). The only issue with this technique is that it 

doesn’t give attention to the links between the sensitive attributes so there is 

still outflow of sensitive data. 

In [40] authors proposed a generalization algorithm generally called as bottom 

up approach in order to deal with the scalability of data. It replaces original 

value with a less specific consistent value. The structure for generalization can 

be obtained by making a tree of user’s original data set and various operations 

can be performed on specific ranges. This way of anonymzing data may be 

considered as efficient because generalization compresses the user’s data as 

data increases. Identifying the best generalization is the key to climb up the 

hierarchy at each iteration. 

In [41] an encryption technique is developed called as Homomorphic 

encryption. It’s basically a form of encryption that allows performing some 
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specific computations on cipher text and encrypted results are obtained. The 

decrypted results are then matched to the results of operations that are 

performed on plain text. This approach is useful to deal with un-trusted party 

because neither the input is unveiled nor the internal state of the encrypted 

data. 

In [42]   top down specialization approach is introduced that provides security 

and preserves sensitive data of the user by partitioning the large data sets into 

two phases; in first phase data is anonymized and intermediate results are 

created. While in second phase those results generated in first phase are 

integrated to get the final result. The only problem with this approach is that if 

the data set is too large it becomes difficult to apply anonymization to the data 

and there remains fair of privacy losses while portioning the data. 

In [43] a method for securing two party high multi-dimensional private data is 

introduced called data mash up technique.  This technique generally mash up 

the data on users end before its send to the third party. Only the ordinary data 

is exposed to third party, and the sensitive data is hidden by performing 

encryption before it is revealed to the other party. The issue with this technique 

is mashing up large data sets will require lot of time.  

 In [44] mentioned a technique called differential privacy. It’s a method that 

doesn’t allow clients to have access to the database. It’s totally opposed to 

anonymization, there is no need to modify the data but an interface exits that 

calculates results and adds distortion to the results after this results are 

displayed. The only aim of this technique is to shrink the possibilities of 

individual recognition while querying the data. One problem with this method 

is that an analyst should know the query before using it. 

In [45] a proxy re-encryption technique is discussed. This technique involves 

only sharing of cipher text securely over multiple times. Neither the message 

and sender’s identity nor the receiver’s identity is disclosed. Basically it 
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follows an encryption scheme that allows converting the cipher text of 

particular key into an encryption of the same message by using another 

separate key. 

In [46] some of the detailed technologies have been discussed like 

generalization, bucketization, and multiset-based generalization, one attribute 

per column, slicing and slicing with suppression. By using these techniques a 

different level of privacy can be achieved. When we consider generalization 

technique, it becomes difficult to apply on high dimensional data. 

Bucketization fails to maintain the membership disclosure, so they have 

mentioned slicing technique that can be used to overcome the above problems. 

In [47] introduced a new technique called as slicing technique, which is 

basically an anonymzing technique in which data is partitioned vertically as 

well as horizontally. In vertical partitioning, attributes that highly correlate to 

each other are cluster into column. In horizontal partitioning column values are 

sorted randomly so that no column values can be linked. The vital idea behind 

slicing is to break the relationship cross columns, but to preserve the 

relationship within each column. To deal with the high dimensional data 

slicing technique is a best approach. 

In [48] proposed a hybrid technique by combining randomization and 

generalization technique. First, data randomization is performed and after that 

generalization method is applied to the randomized data, this methods result in 

high information loss. 

In [49] proposed a genetic algorithm for hiding sensitive rules, which 

investigates how sensitive rules must be guarded against malicious data miner. 

In this algorithm, a fitness function is computed, transactions are selected on 

the basis of this value, and the sensitive items in these transactions are 

transformed by crossover and some mutation operations without facing any 
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loss of data. Using this method, sensitive rules are hidden, fake rules can’t be 

generated and non sensitive rules are not changed. 

In [50] some limitations of existing Apriori algorithm like wasting time in 

scanning the entire database identifying on the frequent item sets. An improved 

Apriori is presented that helps in reducing the time depending on scanning only some 

transactions. The time consumed by improved Apriori in each and every one value of 

minimum support is lesser than the original Apriori. 

In [51] an algorithm decrease support rule cluster is used to maintain privacy for 

sensitive association rules in database. Sensitive association rules are clustered on the 

basis of certain criteria by changing some transactions and hide many rules at a time. 

Besides it offer privacy for sensitive rules at certain level while ensuring database 

quality. The performance of this algorithm is better than other existing approaches. 

In [52] describes about Apriori algorithm and how it’s used for discovering nearby 

frequent patterns. It’s one of the most suitable algorithm used for transactional 

databases. Apriori can be applied to different applications like telecommunication, 

network analysis, banking, market analysis and many more. 

There are numerous methods for taking care of issue of protection of data 

mining. Although the main aim is to bestow privacy to the data, by performing 

review based on privacy here are some research findings that can help 

researchers to overcome the problems faced by existing techniques. 

2.1. Research Findings 

After performing review we find out different privacy preserving techniques 

that are used to maintain privacy whenever data mining is applied. We find out 

some of the challenges faced by these privacy techniques shown in Table 1.  
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Techniques Challenges 

Cryptographic technique • Not good for large databases 

• Difficult to scale when more than a few parties 

are involved 

• Non sensitive data is also encrypted that can be 

useful for analytics 

K-anonymity • Doesn’t not give attention to the links between 

sensitive data  

• It cannot protect against attacks based on 

background knowledge 

• Does not applied to high-dimensional data 

Homomorphic encryption • Computational overhead is very high, because 

computations are performed on encrypted data 

• Not applicable for large datasets 

Top down specialization approach • Loss of privacy 

•  Leads to its inadequacy in handling large-scale 

data sets  

Differential privacy • The only issue with this technique is 

computation complexity 

 

Data mash up technique 

• Mashing large scale of data  requires lot of time 

• Mashing of data may cause loss of accuracy 

Anonymization through Generalization • Causes loss of information 
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• Doesn’t preserve  attribute correlations 

• Each attribute is generalized separately  

• Identifying the best generalization is the key to 

climb up the hierarchy at each iteration 

Bucketization • Doesn't preserve membership disclosure 

• Publishes QI values in their original form 

• Needs clear separation between quasi identifiers 

and sensitive attributes 

Slicing • Mostly attributes are grouped randomly which 

is not efficient 

• It’s not clear how attribute disclosure is 

preserved 

• Utility of data is lost because of fake tuples  

Table 1: Privacy techniques and challenges 

 

Techniques Parameters 

Linkage 

Property 

Informatio

n Loss 

Type of Data Privacy Preserved 

Cryptographic 

Technique 

Low Low Micro Data High 

Homomorphic 

encryption 

Low Low Micro Data High 

Proxy re-

encryption 

Low Low Micro Data High 

Data Mash up 

Technique 

Low High High 

Dimensional 

High 

Differential 

Privacy 

Low Low Micro Data High 

K-Anonmization High Low Micro Data Low 



22 

 

Top Down 

Specialization 

Technique 

Low High Micro Data Low 

Generalization High Very High Micro Data Low 

Bucketization High Low Micro Data Low 

Slicing 

Technique 

Very Low Low High 

Dimensional 

High 

Hybrid Approach Low High High 

Dimensional 

High 

Table 2: Comparison of Various Privacy Preserving Techniques 

Above table 2: provides a comparative analysis of different privacy techniques based 

on different parameters like linkage property, information loss, type of data, and 

privacy preserved. The analysis shows that no single method is reliable in all areas. 

Each method performs in a different way depend on the size of data and the type of 

application. 

 

2.2. Scope of the Study 

         To survive in a rapidly expanding increasingly competitive environment 

business organizations need solutions to store huge amount of data and to find unseen 

insights from the large store of data. We are using association rule with Apriori for the 

market basket dataset. It performs analysis and finds out the products that customers 

purchase together. After performing analysis we are generating the item sets that are in 

encrypted format. Here we are applying privacy by making the readable data into 

unreadable format so that privacy of data is well maintained. While generating item 

sets we analyzed that maximum number of items get processed from the data set 

which helps in reducing the number of iterations. We are comparing two algorithms, 

in first of the algorithm we are applying privacy to the data set by performing 

encryption and in second one no privacy of data is ensured. While comparing these 

two algorithms we observed that the data sets that are encrypted provide less number 
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of iterations than that of algorithm in which there is no privacy of data ensured. We 

also found that the time taken by these iterations in encrypted data set is also reduced. 

 

2.3.  Objective 

   The main objective of this work is: 

 To introduce a privacy preserving technique that will not reveal the sensitive 

information of an individual. 

 Testing of technique based on some specific dataset.  

 

 

2.4. Timelines 
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3.1. Methodology 

 

 

 

 

 

 

 

 

 

 

 

We have considered some market basket data with a set of items and transactions. 

Apriori algorithm is used to find out the most frequent item sets based on minimum 

support threshold. In our work we are generating item sets in encrypted format. It’s 

also observed that when item sets are generated maximum number of items get 

processed from the data set which reduces the number of iterations. As for the tool is 

concerned we are using MATLAB 2013 in which we are comparing two algorithms, 

in first algorithm there is no privacy ensured and in second algorithm privacy is 

ensured. In the next step we are comparing the number of iterations in algorithm 

where privacy is ensured with the algorithm in which there is no privacy employed. 

We are also comparing the time taken by the iteration in both of the algorithms. 

Data Collection 

Generate Association Rules 

Mining Algorithm (Apriori with 

association rule) 

Analysis & Conclusion 
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Chapter 4 
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4.1. Result 

4.1. Data Set: To achieve the final goal collected market basket data which is one 

of the most common and useful types of data analysis for marketing and retailing. 

Market basket data identifies the items sold in a set of baskets or transactions. 

Association rules use the Apriori algorithm to generate association rules that 

describe how items tend to be purchased in groups. By using Apriori algorithm we 

generated association rules in encrypted format. After generating these rules we 

compared the number of iteration in encrypted data with the number of iteration in 

which no encryption is done. Terminology used in Market Basket: 

 Items: items are the objects in which we are identifying the 

associations  

 Transactions: these are the group of instances of items that co-occur 

together 

 Rules: rules are generally if/then statements; for example, if a 

customer buys milk then he/she will also purchase bread together. 

Screen Shots: 

4.2. Total Number of Iterations for Each Item Set: In this section we will show some 

existing iterations on item set in which no privacy is ensured and some new iteration 

in which privacy is ensured. 
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4.2. Time taken by each iteration in an item set: this section will provide the 

information about the time taken by the iterations in existing data (without 

ensured privacy) and new data (encrypted data). 

4.2. Result Table: 

For determining privacy, we compared the number of frequent item sets generated 

from the original dataset and the encrypted data. Our experimentation and analysis 

showed that the number of iterations generated in encrypted data is less than that 

which is generated in original dataset. So, if any one extracts the encrypted dataset, 

will not be able to get suitable results in terms of frequent item sets and strong 

association rules. So, in this way privacy of association rules along with database 

quality is well maintained. 

 

Levels Existing Iterations New Iterations 

C1 2.025% 1.568% 

L1 1.640% 1.186% 

C2 3.486% 3.029% 

L2 3.798% 4.255% 

C3 4.222% 2.851% 

L3 4.070% 2.243% 

Table 3: Comparison of iterations in existing data and new data   



29 

 

 

Figure 1: Comparison of iterations in existing data and new data   

As shown in Figure 1, our experiment shows the comparison between the number of 

iteration in new item set and the existing item set. We observed that the number of 

iterations in new item set is less than the no of iteration in existing dataset. While 

considering privacy, less the number of iteration will lead to the reduction of privacy 

breaches. 

 

 

Levels Existed Time Calculated New Time Calculated 

C1 3.395 sec 2.938 sec 

L1 4.381 sec 3.924 sec 

C2 4.857 sec 4.400 sec 

L2 5.169 sec 4.712 sec 
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C3 6.506 sec 6.049 sec 

L3 4.070 sec 3.614 sec 

Table 4: Comparison of time taken by iterations in original data and sanitized data   

 

 

Figure 2: Comparison of time taken by iterations in existing data and new data   

In Figure 2, comparison of time taken by completing iterations in new data and 

existing data is shown. It’s clearly shown that the total times taken by the iterations in 

the new data are lesser than the time taken by the iterations in existing data. Thus 

helps in reducing the time complexity of an algorithm. 
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Chapter 5 

Conclusion & Future Scope 

 

 

 

 

 

 

 

 

5. Conclusion & Future Scope 

Preserving Privacy in data mining is a new body of research focusing on the implications 

originating from the application of data mining algorithms to large public databases. In our 

research work we did comparison of two algorithms; first algorithm is employed with 

encrypted item sets and next is without encrypting item sets. Comparison of these two 

algorithms is done on the basis of iterations per item set and the total amount of time taken in 
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each iteration. While comparing the new item set (encrypted item sets) with the original item 

set (not encrypted item sets) it’s observed that the total number of iterations in new item set is 

less than the old item set. The time consumed by iteration in encrypted item set is also 

reduced to that of original item sets.  So, in this way privacy of association rules along 

with data quality is well maintained. 

In the future work, the field of data mining requires some powerful techniques that 

will maintain the privacy and quality of the data.  
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