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ABSTRACT 

The text data analysis is a very important topic of research in which text 

summarization and sentiment analysis are the key points. The text summarization 

means to understand the large data in short description. The sentiment analysis is the 

technique to analyse opinions towards any area. The ontology technique is applied in 

the base paper for the text summarization. In this research work, the weight-based 

algorithm will be applied which will generate the summary but with more accuracy as 

compared to existing ontology technique. The classification technique will be applied 

for the sentiment analysis which will reduce the execution time.  
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CHAPTER 1  

INTRODUCTION  

 

1.1 DATA ANALYTICS  

The breaking down of data into such a form that it can useful to other users in the 

form of important knowledge is known as data analytics. The real scenario of the 

user’s work can be understood better with the help of data analytics process. Better 

decisions can be made with the help of this process. In order to discover the useful 

information from the present data, various actions such as inspection, cleansing, 

transformation as well as modeling are performed which are collectively known as the 

data analytics process [1]. There are numerous facets as well as approaches present 

within the process of data examination. Within the different domains, numerous 

techniques are proposed with separate names. A specific data investigation process in 

which the modeling is performed, and useful information is extracted such that is can 

be utilized in predictive manners instead of descriptive manners is known as data 

mining process. However, the analysis that is performed based on aggregations which 

is completely dependent on business information is known as business intelligence 

process. The process through which the complete document is broken down such that 

the individual components can be investigated separately is known as investigation 

[2]. The raw data is converted here into useful form such that it can be easily utilized 

by the users during the decision-production. In order to answer various queries, to test 

the hypothesis or in order to disprove any theories, the data is gathered from 

numerous sources of the system and analyzed. There is a procedure that is performed 

in order to investigate the data. Further, in order to interpret the results, numerous 

techniques are performed and to arrange the data is proper manner, numerous 

approaches are also applied. This helps in analyzing the data is a more precise manner 

and results in dissecting the data with the help of proper measurements applied to it 

[3].  
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The manner in which the examination process is to be followed completely depends 

on the requirements of the users who will utilize the analyzed results or the 

investigators which are performing such tasks. An experimental unit is referred to as 

the general entity in which the data is gathered. There is a need to highlight and gather 

the particular variables related to certain population. The form in which the data is to 

be gathered can either be categorical or numerical. The following figure shows the 

analytical process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.2DIFFERENT TYPE OF DATA 

Within the big data analysis, there are three major categorizations in which the data 

can be differentiated. They are structured, semi-structured and unstructured, which are 

explained further below:  

1.2.1 STRUCTURED DATA 

Data gathering 

& processing 

Model 

development 

Model testing 

Implementation 

Figure 1.1: Analytics Process 
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The data that can be stored within the database SQL in a tabular form which 

includes rows and columns is known as structured type of data. The structured 

data is highly organized. It is easily possible to map the pre-designed fields 

within this type of data which also has a relation key within it. Within the 

development scenario, this type of data is the one which is highly processed 

and the information can be managed very easily within this approach [4]. 

However, amongst the complete information present, the structure data 

comprises of only 5 to 10% of the overall data. This resulted in introducing the 

next category which is known as semi-structured type of data.  

 

1.2.2 SEMI STRUCTURED DATA 

The information that is not present within the relational database but still has 

some authoritative properties such that it can be analyzed in an easy way is 

known as the semi-structured type of data. The semi structured data is 

organized into special organizational format. That makes such data easy to 

handle and analyze. This type of data is stored within the relation database 

through some processes. There is however a need of ease of space and 

computations within this type of data. Numerous examples can be given 

within the applications that have such kind of data which include CSV yet 

XML and JSON documents, NoSQL documents and so on [5].  

This type of category also contributes to around 5 to 10% of the overall data. Thus, 

the third categorization which is the unstructured data is generated.  

1.2.3 UNSTRUCTURED DATA 

Around 80% of the total amount of data present today is considered to be the 

unstructured type of data. The unstructured data does not have any specific 

structured. There is majorly the text and multimedia type of data present 

within this category. The data present in the e-mail messages, word 

documents, images, presentations, videos and various other documents is all 

included within this category. All the files involved within these documents 

have some type of internal structure however are considered to be unstructured 
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as there is no appropriate fixing of this kind of data within the database. So, it 

cannot be included within the structured type of data [6].  

Within almost all the applications, unstructured type of data is present. Most of the 

applications present today include unstructured type of data within them only. The 

machine generated or human generated type of data is only present within the 

unstructured type of data [7].  

• Satellite images: As per the surveillance of satellites, there are numerous 

images received by the governments and the scientists. Such type of data is 

involved within these types of sources.  

• Scientific data: The seismic images, atmospheric data, and high energy 

physics are involved within this type of data.  

• Photographs and video: The security, surveillance as well as traffic videos 

generate numerous amounts of data as well.  

• Radar or sonar data: The vehicular, meteorological as well as oceanographic 

seismic profiles generate numerous data.  

The human-generated unstructured type of data is created by various sources which 

are mentioned below [8]:  

• The text present within the organizations: The various documents, logs, survey 

results as well as emails of the organizations comprise of numerous amount of 

text which falls within this category. This type of data comprises of large part 

of the text information which is existing today.  

• Social media data: Through the social media stages, numerous amounts of data 

are generated as well.  

• Mobile data: The various types of data, text messages and information are 

included within such sources.  

• Website content: Any kind of site that delivers unstructured content is 

categorized as the website content.  
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As compared to the growth of data within other categories, the unstructured data 

grows at the highest rate. Within the business decisions, the exploitation of such data 

is very helpful.  

1.3 Natural Language Processing  

Natural language Processing (NLP) is an application of the computational linguistics 

[9]. NLP is used to interpret the text and make it analyzable. NLP is the area of 

Computer Science and Artificial Intelligence. It deals with the interaction and 

interpretation of computer and human natural language. In the area of Sentiment 

analysis NLP has been primarily used. NPL is an important tool in area of artificial 

intelligence as it helps in interaction of robots in human natural language with humans 

[10]. It encompasses various techniques   for automatic generation, manipulation as 

well as analysis of the natural human language.  Earlier NLP approach is rule based 

nowadays it is based on deep learning approach that is more flexible for algorithms to 

learn and identify as well as interpret human language. 

1.4 Chat Summarization  

With the advancement in the technology, the internet is accessible through various 

devices like smartphones, smartwatches and within the reach of common people. The 

communication of users through the social media has been exponentially increased 

[11]. A considerable piece of information exchange happens as online conversations 

like Internet Relay Chats (IRC), Facebook and Twitter streams. Among them, we 

concentrate on conversations from the online support gatherings which plan to 

examine and resolve user-related issues. Such discussions contain a considerable 

measure of information which can benefit associations and additionally information-

seeking users [12]. However, these gatherings suffer from the problem of information 

overload and redundancy, where comparable topics get discussed multiple times by 

different users.  

Synopsis is a proven effective approach to tackle these problems. An effective outline 

provides the fundamental topics of dialog by removing redundant and unwanted 

information from the conversation [13]. This saves users' time by giving the essence 
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of the document. These summaries can be easily used to analyze the effect of virtual 

socialinteractions and virtualauthoritative culture on software or item 

development.Synopsis has been applied to different text genres, for example, news 

articles, scientific articles and sites. Be that as it may, very little work has been done 

on outlining conversations. Conversation synopsis differs from the conventional 

document rundown in its informational need and structure. Written conversations as 

emails and chats have features like acronyms, hyperlinks, nicknames and spelling 

mistakes which make conventional Natural Language Processing (NLP) techniques 

hard to apply. Text as news articles and books is a monolog whereas conversations 

fall in the genre of correspondence and requires discourse examination [14]. Real-

time conversations comprise a sequence of exchanges between multiple users that 

might be synchronous or offbeat, and may traverse different modalities. This poses 

more challenges in examining conversations. 

1.5 Sentiment Analysis  

Sentiment Analysis also known as the opinion mining. It uses the NLP in order to 

categorize the opinions of people about the products or the reviews. Sentiment 

analysis deals with opinions and perspective of human related to emotions and 

attitude about some occurrent or the event [15]. Opinion mining is most useful in 

various fields like commercial product reviews, social media analysis and movie 

reviews etc. the semantic analysis is a valuable technique in creation of recommender 

systems. The user gives the text reviews like online reviews, comments or the 

feedbacks on the social media sites, e-commerce websites. This text is an important 

source of user’s opinions. The sentiment analysis is done to check the positive, 

negative and neutral opinion of users about products to check its popularity or 

importance in the market [16]. 

 

 

 

CHAPTER 2 
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REVIEW OF LITERATURE  

Dan Cao, et.al, Analysis of Complex Network Methods for Extractive Automatic 

Text Summarization. 2016  

The Automatic Text Summarization is an important research areain the domain of 

information systems. It intends to make a compressed version of documents, which 

should cover all the significant contents and general information. In extractive text 

summarization, sentences are scored on a few of features. A large number of features 

network based have been proposed by researchers in the past literatures. This paper 

reviews every one of the features that utilization metrics and idea of complex network 

for scoring sentences [17]. The experiment results on single component and 

combinations of different features we proposed are discussed. Quantitative and 

qualitative aspects were considered in our assessment performing on the DUe 2002 

data sets. Shortest ways demonstrated astounding for summarization, which got the 

highest scores for the quality of generated summary. Another contribution was the 

discovery of results that features combinations with a similar kind property of 

network indicated incredible influence to choose sentences. About sentence 

relationship between sentences which turned out to be an essential element in the 

extraction of good rundowns, cause may concern about the structure of text document 

it inferred well. 

Rasim Alguliyev, et.al, A Sentence Selection Model and HLO Algorithm for 

Extractive Text Summarization. 2016  

In this paper text summarization is represented as a sentence scoring and selection 

process. The process is displayed as a multi-objective optimization issue. As a result 

of the large amounts of text documents are created in the web and e-government and 

their volume increments exponentially along years. In result, expanding the volume of 

text documents has made troublesome for clients to read and extract helpful 

information from them. In this way, with proceeding with increment of the text 

documents ATS has turned out to be important research direction and therefore 

attracted the consideration of numerous researchers throughout the previous couple of 

years [18]. This paper is centered on the extractive text summarization where a 
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summary is generated by scoring and choosing the sentences in the source text. At 

first it assesses the score of each sentence and afterward chooses the most 

representative sentences from the text by considering that semantic similarity between 

chose sentences will be low. For scoring the sentences another formula is introduced. 

The proposed show endeavors to find balance amongst coverage and redundancy in a 

summary. For taking care of the optimization issue a human learning optimization 

algorithm is used.  

Narendra Andhale, et.al,An Overview of Text Summarization Techniques, 2016 

The process is which the condensed type of document can be generated that can help 

in recording the significant information and provides importance to the source text is 

known as text summarization. An important method through which the related 

information can be identified from huge documents is known as automatic text 

summarization method. The extractive and abstractive methods are two categories of 

text summarization techniques. The comprehensive survey of both of the techniques 

present within the text summarization is presented in this paper [19]. There are 

various extractive and abstractive types of summarization methods which are studied 

in this paper. An effective summary is to be generated by summarization method 

which has less redundancy and involves correct sentences which are grammatically 

correct. Good results are achieved within the extractive and abstractive methods 

which can be utilized further by the users. The testing for hybridization is studied 

within this paper which helps in generating the information which is compressed and 

readable by the users.  

 

Rupal Bhargava et.al,MSATS: Multilingual Sentiment Analysis via Text 

Summarization.2017  

Sentiment Analysis has been a sharp research area for recent years. In any case, a 

significant part of the exploration that has been done supports English dialect as it 

were. This paper proposes a strategy utilizing which one can break down various 

languages to find sentiments in them and perform sentiment analysis. The strategy 

leverages diverse techniques of machine learning to dissect the text. Machine 
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translation is utilized as a part of the system to give the component of dealing with 

various languages. After the machine translation, text is processed for finding the 

sentiments in the text [20]. With the coming of blogs, forums and online reviews there 

is substantial text present on internet that can be utilized to break down the sentiment 

about a specific subject or an object. Thus to reduce the processing it is beneficial to 

extract the important text present in it. So the system proposed utilizes text 

summarization process to extract important parts of text and after that utilizations it to 

examine the sentiments about the specific subject and its aspects. Experiment 

demonstrates that proposed strategy can deliver promising results. 

Archana N.Gulati, et.al, A novel technique for multi-document Hindi text 

summarization. 2017  

A text summary is a reduction of original text to condensed text by choosing what is 

important in the source. Over a period of years, the World Wide Web has expanded 

with the goal that tremendous measure of data is created and accessible on the web. 

Text summarization is required when individuals need a essence of a specific topic 

from at least one sources of information accessible on the web. Thinking about the 

above issue a novel procedure for multi document, extractive text summarization is 

proposed [21]. Additionally, considering the normal dialect in India being Hindi, a 

summarizer for a similar dialect is assembled. News articles on games and 

governmental issues from online Hindi newspapers were utilized as contribution to 

the system. Fluffy inference motor was utilized for the extraction process utilizing 

eleven important features of the text. The system accomplishes an average precision 

of 73% over multiple Hindi documents. The summary generated by the system is 

discovered near summary generated by humans. The Precision, Recall and F-score 

values demonstrates good accuracy of summary generated by the system.  

Manisha Gupta, et.al, Text Summarization of Hindi Documents using Rule Based 

Approach.2016  

Automatic summarization assumes an important part in document processing system 

and information recovery system. Era of summary of a text document is an important 

piece of NLP. There are a number of situations where automatic construction of such 
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outlines is helpful. Text summarization is that process which converts a larger text 

into its shorter shape keeping up its information. Summary of a more drawn out text 

saves the reading time as it contain lesser number of lines yet exceedingly important 

information of the original text document. In this paper we present a novel approach 

for text summarization of Hindi text document based on some linguistic principles 

[22]. Dead wood words and phrases are likewise removed from the original document 

to generate the lesser number of words from the original text. Proposed system is 

tested on different Hindi sources of info and accuracy of the system in type of number 

of lines extracted from original text containing important information of the original 

text document. Info text size can be decreased to 60% - 70 % with the assistance of 

proposed system. System generates the extractive summary given by the client i.e. it 

doesn't generate the summary of the text on the premise of the semantics of the text. 

Akshi Kumar et al. Performance Analysis of Keyword Extraction Algorithms 

Assessing Extractive Text Summarization.  2017 

There are various different algorithm that are used in the text summarization. The 

algorithms are differentiated according to the extractive text summarization and 

abstractive text summarization approach [23]. In this paper author has analyze and 

compare the performance of three different algorithms. Firstly, the different text 

summarization techniques explained.Extraction based techniques are used to extract 

important or keywords to be included in the summary.Abstraction based techniques 

generates its own sentences for text summary. For comparison three keyword 

extraction algorithms namely TextRank, LexRank, Latent Semantic Analysis (LSA) 

were used. Three algorithms are explained and implemented in paython language. The 

ROUGE-1 is used to evaluate the effectiveness in extracted keywords. The result of 

all algorithms compares with the handwritten summaries to evaluate the performance 

of the algorithms at the end the performance of TextRank Algorithm is much better 

than other algorithms. 

N. Moratanch et al. A Survey on   Extractive Text Summarization. 2017 

The text summarization has various techniques that are classified as the extractive and 

abstractive approaches of summarization of the text [24]. In this paper the author has 
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presented the comprehensive review of extraction based text summarization 

techniques. In this paper the author provides survey on extractive summarization 

approach by categorized them in: Supervised learning approach and Unsupervised 

learning approach. Then different methodologies, the advantages are presented in the 

paper. The author also includes various evaluation methods, challenges and future 

research direction in the paper. 

Mihai Dascălu, et.al, Beyond Traditional NLP: A Distributed Solution for 

Optimizing Chat Processing.2011  

With the expanding fame and advancement of Computer Supported Collaborative 

Learning frameworks, the requirement for developing a tool that automatically 

surveys instant informing discussions has turned out to be basic. The primary reasons 

are the high volume of information and the increased amount of time spent for 

physically evaluating discussions. We propose an automated examination framework 

in view of Natural Language Processing (fixated on Latent Semantic Analysis and 

Social Network Analysis) and enhance its runtime performance by methods for 

distributed figuring [25]. Besides, we give an exceptional grading component in light 

of a multilayered engineering and initiate an increase of speedup by sending a 

Replicated Worker design. Load balancing and fault tolerance represent key parts of 

this approach, other than the genuine increase in performance. We presented comes 

about demonstrating that the framework is fit for assessing a corpus of chats in a 

timely way, conceding quick access to feedback for participants. We likewise 

presented usage subtle elements on a distributed form of the instrument, a solution 

that significantly increases the general performance, permitting bigger corpuses to be 

investigated in a littler amount of time. The framework performs and scales well 

under a wide assortment of conditions and loads. 

Wen Hua, et.al, Understand Short Texts by Harvesting and Analyzing 

SemanticKnowledge. 2016   

There are numerous challenges being faced during the presence of short messages 

within various applications. The punctuation of the composed language is not checked 

within the sort messages. The connection amongst the natural language processing 

tools and the part-of-speech tagging for dependency parsing is not seen within these 
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applications. There are no appropriate statistical signs present within the short 

messages which might provide support to the various content mining approaches 

being utilized within these systems [26]. There are large numbers of short messages 

generated which are mainly questionable as well as noisy which is also a major 

challenge as it is very difficult to be handled. A prototype framework is proposed in 

this paper in order to understand the short messages. This will help in providing 

semantic knowledge which can further be utilized in order to provide automatic 

harvesting of the web content generated. The performance is evaluated here with the 

help of various simulation experiments. On the basis of results achieved it can be seen 

that the proposed technique provides better results and helps in analyzing the short 

messages in better way.  

Pierre Ficamos et el. A Naïve Bayes and Maximum Entropy approach to Sentiment 

Analysis: Capturing Domain Data in Weibo.  2017 

As the social media become more popular nowadays, the more researches have been 

focusing on automatic processing and extracting the sentiment information from the 

large data [27]. In this paper the author proposed a feature extraction method that 

relays on Part Of Speech (POS) tags. That helps in selection of the unigram and 

bigram features. The paper focuses on the sentiment analysis  of the Chinese social 

media. The grammatical relations between the different words are used in 

construction of the bigram and unigram features. The experiment shows that the 

proposed method provides the better results with the Naïve Bayes. 

Ankur Goel et el. Real time sentiment analysis of tweets using Naive Bayes.  2016  

Twitter is the most popular micro-blogging websites where people share and 

expresses their views on various topics, things, product, services and happenings [28]. 

The people’s views servers as important data information for the purpose of 

evaluating different products, services and events. There are various classification 

techniques that are available to classify the tweets into different classes like Positive, 

Negative and Neutral based on there sentiments. This paper proposed the to improve 

the classification. The paper shows that uses of SentiWordNet along with Naïve 

Bayse can improve the accuracy of the tweets classification. The implementation is 
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done in Python with NLTK and the python twitter APIs are used. the final experiment 

shows the classification accuracy improved to a considerable extent. 

Shweta Rana et el. Comparative analysis of sentiment orientation using SVM and 

Naive Bayes techniques.2016 

 

With the expanding web and social networking people starts to share data and 

information online. This social media data can be used for Sentiment analysis [29]. In 

this research paper the author analyzed the sentiment of movies reviews. Three 

different algorithms Naïve Bayes, Synthetic words and Linear SVM have used and 

compared. The results generated by these algorithms indicates that Linear SVM 

algorithm provides the best accuracy. The author suggests for future to identify 

accuracy rate of different products. 

Huma Parveen et el. Sentiment analysis on Twitter Data-set using Naive Bayes 

algorithm. 2016 

As from last few years the use of Social Media websites has increased extremely. 

Various kind of user data has been generated on these websites like the chat data, 

comments, reviews of products [3. This data plays an important role in determining 

the satisfaction level of users regarding different products. In this research paper the 

author discusses the techniques of sentiment analysis in order to extract the sentiments 

of twitter posts. This helps in the business predictions. The Hadoop Framework is 

used in the research paper in order to process the data sets of movies. The data set that 

is used is in the forms of tweets. The twitter API is used to extract the tweets. The 

Naïve Bayes algorithm is used to train the SentiWordNet dictionary. The n uses to 

implement for sentiment analysis. The results shown on different categories of 

sentiments like positive, negative and neutral. For the future scope author offer to also 

includes data from Google and Facebook.  

Wiraj Udara Wickramaarachchi, et.al, An Approach to Get Overall Emotion from 

Comment Text towards a Certain Image Uploaded to Social Network Using Latent 

Semantic Analysis.2017  
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One significant method of expressing the opinion of the users of social network is 

expressing genuine feelings or emotions through chats and comments for images, 

status or recordings that has been uploaded to social network. This will increases the 

effectiveness of the communication among users since they have no face-to-face 

cooperation [31]. Content processing strategies are utilized to distinguish emotion 

which communicated through content. The research proposes a way to deal with get 

general emotion from comment content towards a picture, which uploaded to social 

network. The new methodology was developed as an upgraded extension of the 

previous works and utilizing fitting change and extension to them with Latent 

Semantic Analysis (LSA) on the grounds that previous researches have proven that 

LSA is a light weight approach. What's more, it is trusted that, online emotion 

foreseeing frameworks must be light weight. The research accomplished more 

efficiency than previous works because of light weight of the methodology, 

additionally presented a prototype of GUI. Likewise the topic is open for future 

enhancement. 
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CHAPTER 3 

PRESENT WORK 

 

3.1 PROBLEM FORMULATION 

When academic and business ventures are discussed, electronic documents forms the 

crucial part of receiving and transferring information. There is no use of online 

information if we cannot extract it and use it to cater our ventures. Text 

summarization is a great technique that serves our purpose. In order to frame up 

summary; it is required to find the relevant text with complete omission of 

unnecessary information while keeping the focus on details and compile them into a 

document. This is not as easy as it seems to be as the common constrains of natural 

language processing are commonly encountered. It is highly reliable to depend on a 

solution which can automatically frame a summary of two or more texts and that is 

called as text summarization. Summary is categorized into two parts: extractive which 

means complete explanation of sentences, phrases etc and abstractive means short 

summary of a particular subject. The sentiment analysis is the technique which can 

analyze the behavior of the user. It depicts whether the chat is positive, negative or 

neutral. The research focuses on chat summarization and sentiment analysis of chat. 

3.2 OBJECTIVESOF THE STUDY 

Following are the various objectives of this research  

1. To study and improve lexical analysis technique using weight based text 

summarization technique  

2. To propose technique for the sentiment analysis using technique of classification  
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3. Implement proposed technique and compare with existing technique in terms of 

various parameters. 

3.3 RESEARCH METHODOLOGY  

The summarization technique includes following steps: 

1. Dataset inherited :- The data which is given as input will be taken from the 

twitter. The data will be downloaded using the twitter API 

2. Data Pre-Processing :- In the second phase, the data which is taken as input will 

be pre-processed means the un-wanted data will be removed.  

3. Analyzing features of the Dataset :- The dataset which is pre-processed and on 

that data algorithm of n-gram is applied for the feature extraction  

4. Chat Summarization:- In the last step, the rating to each word is given on the 

basis of their occurrences and the words with maximum rating is considered as 

most important words that are included in the final chat summary and others are 

removed. 

 

3.3.1 CHAT SUMMARIZATION 

The pattern based algorithm is the algorithm which generates patterns of the input 

data. The input data will be divided into certain phases and these phases are generated 

using the N-gram algorithm which will make combinations with the others words in 

the dataset. The weight is assigned to each word, character in the chat for generation 

of final chat summary. The patters are generated using N-Gram algorithm. 

 

 

Flowchart of Sentiment Analysis : The flow chart of the proposed technique  is 

shown  on next page. 
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Figure 3.1: Flowchart of Proposed Chat Summarization Technique 
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3.3.2 SENTIMENT ANALYSIS 

Sentiment analysis or opinion mining is a way to evaluate written or spoken language 

to determine if the expression is favorable, unfavorable or neutral and to what degree. 

In this technique, the chat is analyzed to depict the behavior of the users.The chat is 

positive if the score after the analysis is greater than zero or negative otherwise. If the 

analysis score is equal to zero, the chat is neither positive nor negative. The chat is 

then categorized as neutral. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

Figure 3.2: Flowchart of Sentiment Analysis 
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3.4EXPECTED OUTCOMES  

Following are the various expected outcomes of this research: 

1. The text summarization is the technique which can summarize the data according to 

their important. In the base paper, ontology-based technique is proposed which is 

improved in this research. This directly leads to increase accuracy of text 

summarization.  

2. The sentiment analysis is the technique in which the positive, negative and neutral 

opinions are analyzed. The proposed improvement reduces the execution for 

sentiment analysis.  
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CHAPTER 4 

CONCLUSION 

 

4.1 CONCLUSION  

In this work, it has been concluded that text summarization is the technique which can 

summarize the data according to their importance. The ontology-based technique is 

the most efficient technique to generate summarized data. The number of times the 

word repeats in the text is the key point in ontology-based technique to generate text 

summary. The higher the number of times a word repeats, higher is its importance as 

compared to other words. In this research, the ontology-based technique is improved 

for text summarization which increases its accuracy and sentiment analysis will be 

done with the classification technique which reduces the execution time.  
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