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ABSTRACT 

 

The Software Engineering is a vast domain that comprises the multifarious aspects of mining, 

efforts and fault tolerance. The mining takes the various input sets and allows to efficiently mine 

the effort at times when it will be with the allowance of the functions points of the projects which 

forms the basis of any software engineering data that imbibes the total efficiency .This help in 

optimization of the data set which is the combination of plethora of input ranges. The efforts are 

to be estimated before the beginning  of the development of software. This technique is known as 

effort estimation. Various models are proposed to measure the efforts accurately. The proposed 

work includes estimating the efforts of software using hybrid technique involved in previous 

models. COCOMO is constructive cost model and is considered as the most accurate model for 

effort estimation. Another method to measure the efforts is function point. It basically measures 

the size of the project that further helps to calculate efforts. In this work, a hybrid formula is used 

that depends upon the values of cost drivers. The generated result will estimate closer efforts 

than COCOMO. IVR dataset is being used after taking authentication from the website. This 

report presents effort estimation models, COCOMO, COCOMO 2, Bailey-Baisly model, 

Halstead ,Bee Colony Optimization Algorithm  and the proposed one. In this there  are 47 

projects with defined values of cost drivers.  
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CHAPTER 1  

 

INTRODUCTION 

 

 

 

Software engineering is widespread domain that allows establishing the various 

multifarious tasks of day to day life in which the Software Mining forms the framework of the 

same that includes  the process of gathering and designing the information of programming and 

extraction of some kind of learning from it. For instance, analysts removed deployment plans 

from a large quantity of lines of code of the Linux portion keeping in mind the last part objective 

to determine bugs [1]. 

 

 

Fig 1: Fishbone Diagram for Software Artifacts. 

 

1.1 SOFTWARE MINING 

 

Software Mining can be defined as knowledge detection within the vicinity of software 

rejuvenation that employs perceptive presented artifacts. This practice is allied to a notion of 

reverse engineering.  
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Typically the knowledge obtained from presented software is accessible in the structure of 

models to which precise queries can be furnished as obligatory. 

 

1.1.1 THE GOALS 

 

The Software Engineering at the bigger level comprises of the many assignments from 

determination, plan, advancement, checking at dynamic time. To exemplify, a designer always 

amends amid task, another paradigm, navigating code, certification, composing code, 

investigating, along with so into view. Along the majority topical decade, that has been 

established that most programming designing coursework’s will turnover by information mining 

styles, the undertakings being whether specialized [2] or more individuals arranged [3]. In 

addition, the faction, in spite of the fact that favoring solid commitments, likewise delivers 

exploratory outcomes, spellbinding marvels saw in programming building knowledge [4]. 

 

The goal further involves the estimation of the efforts on the project planning and pre planning it 

with the various optimization methods to reduce the real time efforts and allow it for the real 

time scenarios. 

 

1.1.2 THE INPUT DATA 

 

The input may be range from a variety of the sources. Clearly, one thinks only of code, 

however here are similarly numerous artifacts (details, documentation, object oriented diagrams, 

requirements), outline archives (graphs, recipes), and runtime reports (logs). Contingent ahead 

for the focused on objective, a few ancient rarities are much fitting, with mixed methodologies 

are plausible (using different kinds with programming building antiques in combination). 

Additionally, nearby be typically a decent measure of pre-handling that is particular to the 

antiques: characteristic dialect preparing for composed reports [5], inert reversal for code. The 

input may be a combination of various input points like the use case diagrams along with the 

variety of code 
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1.1.3 THE TECHNIQUES 

 

Now a days there is multifarious methods that is being employed in the mining of same. 

This could be the combination of the classification, from administered to unsupervised 

techniques, arithmetical, group or using network, plentiful strategies have been utilized. At hand 

are activities, to exemplify, amalgamated data sets [6] in addition to challenges [7] to empower 

logical correlations of suitability and the process of the execution. 

 

1.2 THE EVALUATION PROCESS 

 

It is found that a lot of the software institution has gathered the huge volumes of the data 

with the hope of the better understanding and evaluation of their processes as well as their 

products. Although useful in extraction of larger set of data but at the same time plethora of valid 

and useful data leftovers hidden in the software engineering data warehouse and data engines 

along with the software repositories. To answer all those questions, the software mining has 

emerged as a tool for the better exploration of all such software engineering data. Software 

mining is firmly identified with information mining as obtainable programming antiquities 

enclose gigantic business esteem, key for the development of Software frameworks. Learning 

disclosure from software frameworks tends to structure, conduct as well as also the information 

handled by the product framework. Rather than mining singular informational indexes, software 

mining centers on metadata, for example, database patterns. 

 

 

 

Fig 2: General idea of mining SE data 
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1.3 LEVELS OF SOFTWWARE MINING 

It is associated to perception of reverse engineering. At the same time it looks for structure, 

performance as well as the information processed. 

This might occur at a range of stages: 

 Program level. 

 Blueprint prototype level. 

 Call graph level which comprises the personage procedures along with associations. 

 Architectural level which is a combination of sub-systems with their interfaces. 

 Data level. 

 Application level. 

 Business level. 

 

1.4 SOFTWARE ENGINEERING AND KNOWLEDGE DISCOVERY 

 

The principle aim of information mining is expectation as well as description. Prediction 

goes for evaluating before foreseeing the route along objective factors in view of exploration of 

dissimilar reasons.  

 

1.5 SOFTWARE PROJECT ESTIMATION 

 

  In the area of software development, software project assessment is the most demanding 

assignment. If there is no proper and reliable estimation provided in the software development, 

there will be no proper arrangement as well as control of the project. Even when all the important 

factors are taken into consideration during the software development process still projects are not 

accurately estimated. It doesn't utilize estimates for improving the development of software. 

When a project is underestimated the effects such as under-staffing, under-scoping the quality 

assurance effort with missing the deadlines resulting in loss of credibility are seen [8].  Software 

project estimation is necessary to handle underestimates and overestimates in terms of cost, 

effort etc. [9]. If a project is given more number of resources than it actually requires the 

https://en.wikipedia.org/wiki/Reverse_engineering
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resources will be utilized by it but the cost of the product increases, due to this reason 

deployment of estimation techniques is essential.  

 

Small projects are not difficult to estimate and accuracy can be improved by traditional approach 

of Expert judgment. As the measure of project size increases i.e. for embedded and large-scale 

projects, precision and accuracy become important concern. Estimating the effort with a huge 

value of reliability is an issue which has not been unraveled yet. 

 

1.5.1 STEPS FOR EVALUATION 

 

Software Project Estimation is essential as already stated from the literature. For the purpose 

of project estimation, these four steps are considered [10]:  

 

1) Development product’s size estimation: There are Lines of Code (LOC) as well as 

Function Points (FP) which help in this estimation. However, various other methods are 

also used for measuring the estimation such as Use case points (UCP), Story points etc. 

There are certain merits as well as demerits of this estimation.  

 

2)  Effort estimation in terms of person-month or person-hours.  

 

3)  Scheduling estimation for months of a calendar.  

 

4)  Outlay estimation in dollars or any other local currency 

 

1.5.2 ESTIMATING SIZE 

 

Te first step towards achieving an effective project estimate provides a precise size 

approximation. Along with the formal descriptions of the requirements for project, scope of size 

estimation might start. Various examples of the data present for cost estimations are requirement 

specifications of customer, proposal requests and the specification of a system or software 

requirement. There can be additional details provided with the help design documents for the 
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chances that a re-estimation can be performed by the project at its later phases of the lifecycle 

[12].  

 

For the purpose of product size estimation, the two ways are described below:  

 

i) By analogy: For the purpose of creating a new project, it is easy to provide all the required 

estimations if one have already dealt with the similar kind of projects earlier. It is much likely 

similar to the previous one which helps in providing the total cost of the project according to its 

size. The total size estimates to the percentage comprising diminutive quantity of preceding 

project. When estimating the size of new project, the sizes of all smaller pieces are to be 

included. With the help of analogy, an experienced estimator can create better size estimates. 

Only when there are accurate size values of the previous project available and the innovative 

project is similar to the preceding one, only then can this technique be efficient.  

 

ii) Including product features: along with an algorithmic approach: Function Points are for 

instance used as an algorithmic approach to renovate tally into an approximation of dimension. 

There are numerous subsystems, classes/modules, methods/functions, which are included in the 

macro-level “product features”.  

 

1.5.3 ESTIMATING EFFORT 

 

After receiving the size estimation of a product, it becomes very simple for estimation the 

effort of it. When the SDLC of a project is defined only then the alteration from software extent 

to total project effort estimation is possible. Further the designing, develop and test of the 

software are defined for project development. In addition to coding of the software there is much 

more to the software development project [12]. The smallest part of the effort is basically the 

coding part. The larger part here includes the writing and reviewing documents, implementation 

of the prototypes, deliverable designing, reviewing as well as testing of the code include the 

larger part of the project effort. There are certain guidelines provided for the purpose of 

identifying, estimating as well as summing up each of the activity performed for constructing the 

product of certain size. 
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For the purpose of deriving effort from size, there are two main ways:  

 

1) The historical data of the organization itself is the most helpful thing which helps in providing 

estimates of which project had what size and costs with respective to each other.  

 

There are certain factors included here which are:  

(a) Documentation of actual results using previous projects.  

(b) There should be minimum one project in the past which has similar size to that of the one 

being newly proposed. This helps in determining estimations of projects which would cost the 

same with similar size.  

(c) A similar development lifecycle is to be developed for developing methodology which uses 

similar tools, side with similar skills and knowledge which will help the novel project.  

 

2) The most accepted and appreciated approach can be selected for the cases where there are no 

projects for providing help in estimating the cost and size of the projects. This case can occur if 

you have not gathered any of your previous projects or when the project you are developing is 

very new and not similar to any of the earlier projects. They are used to convert size estimate 

into effort estimate. They are valuable but are not that accurate as that of the own historical data 

of an organization and the accuracy varies as per different scenarios and application areas. 

 

1.5.4 ESTIMATING SCHEDULE 

 

The important pace is the determination of project agenda from the effort estimate. The 

numeral of people working on a project, the type of work they will do, the starting time and 

ending time of the project are the factors that are to be involved here. The data gathered from this 

step is to be laid on to the calendar schedule. This also helps in determining the way in which the 

work can be busted down into a proper schedule [13].  
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1.5.5 ESTIMATING COST 

 

Total cost of the project can be estimated through various components such as effort, 

hardware plus software or rentals, travel for meeting or testing related issues, instructional 

classes, office area, etc. All of the enlisted factors affect the estimation of effort in one way or 

the other.  

 

The total estimate of the project is also dependent in a way on the amount of cost an organization 

allocates to it. In some of the fields the cost allocation is not done at all and its adjustment is 

done by increasing the labor costs per hour. The overall costs for the software development are 

estimated by the software development project manager accordingly.  

 

 

 

Figure 3: Software Project Estimation process 
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1.6  MODELS FOR EFFORT ESTIMATION 

 

Software cost estimation model is a backhanded measure, which is utilized by software 

personnel to envisage the cost of a project. The development of software product shifts 

depending upon the earth in which it is being developed. For projects with familiar environment 

it is anything but difficult to foresee the cost of the project [14].  

 

For the organization to develop a cost estimation model the following things are required.  

 List important or critical cost drivers.  

 Prepare a scaling model for every cost driver.  

 Find projects with similar environments.  

 Compare the project with previous familiar projects.  

 Evaluate the project whether it is feasible inside the budget constraints.  

 Incorporate the critical features in an iterative manner.  

Cost drivers are those critical features which affect the project. The cost drivers may vary the 

cost of building a project. The most important cost driver is size of the project. Magnitude of the 

project is calculated in Kilo lines of code (KLOC). Function points are empirical measurement to 

measure size of the project.  

 

1.6.1 CONSTRUCTIVE COST ESTIMATION MODEL (COCOMO) 

 

COCOMO model had been projected by Barry Boehm in 1981 and is a widely adopted 

and accepted algorithmic cost and effort estimation model. It makes use of parameters and 

evaluation equation from historical software project experiences for estimation process. It 

employs metrics for measurement of effort and effort and scale parameters for calculating effort 

requisite for the project [15]. Although, COCOMO model is used largely but it has limitations 

for deployment in today’s software development process. 
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CHAPTER 2 

 

   REVIEW OF LITERATURE 

 

Several researches have been done in the recent years. A Literature Survey has been done 

from year 2009 to 2017. The Literature Survey is presented below in the form of four sections. 

The first section consists of the studies undertaken to study Artificial Neural Networks (ANN) 

based techniques for effort estimation. The second section elaborates work done based on Fuzzy 

Logic .The third studies the optimization algorithms and other estimation techniques. 

 

2.1 ESTIMATION THAT IS BASED ON THE CONCEPT OF: ARTIFICIAL NEURAL 

NETWORKS (ANN)  

 

Ali Bou Nassif et al. [16] in 2012 presented Log Linear Regression (LLP) and Multi-Layer 

Perceptron Models (MLP) for effort evaluation of software employed on Use case points. The 

result linked by two models shows their performance has been better for small projects than for 

large sized projects. 

 

Ali Bou Nassif et al. [17] in 2012 projected a Treeboost Model decided on stochastic gradient 

boosting which employed Use case points (UCP). Software size in the form of UCP’s, 

complexity and productivity were inputted to the Treeboost model and the results were used 

against the Multiple Linear Regression model. The Treeboost Model outcomes were promising. 

The performance metrics used are Mean magnitude relative error (MMRE), Prediction (PRED), 

Mean Square Error (MSE) and Median of Magnitude of Relative Error (MdMRE). 

 

Shashank Mouli Satapathy et al. [18] in 2014 proposed a machine learning techniques based 

model of Stochastic Gradient Boosting (SGB) to improve the software effort estimates using 

class point loom. The effort variables are improved by using SGB model resulting in improved 

prediction accuracy. 
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Riyanarto Sarno, et al. [19] in 2015 presented a model to improve Constructive Cost 

Estimation Model II (COCOMO II) effort estimation model residing on Fuzzy Logic and 

Artificial Neural Network (ANN). Effort multipliers are represented using Fuzzy logic and using 

Gaussian Membership Function (GMF). The results belonging them proposed model reduced the 

error and provided a better performance Measures. 

 

Shashank Mouli Satapathy et al. [20] in 2016 proposed an approach uses the use case points 

(UCP) and random forest classifier for effort estimation. In the proposed scheme, the UCP 

approach has estimates the UCP’s considering the size, complexity, productivity and also the 

actual effort values of 149 projects. The random forest classifier has classified impact of each of 

factors. The random forest classifies features by building decision trees and it is implemented by 

considering various case studies.  

 

Poonam Rijwani and Sonal Jain [21] in 2016, presented a Multilayer Feed Forward (MLFFN) 

Artificial Neural Network Technique for enhanced effort estimation.  COCOMO 81 dataset was 

employed consisting of 63 software projects. The validation method used was Epochs Until 

tolerance level>.999. The results provided reduced MRE in MLFFN than in COCOMO. 

 

2.2    FUZZY LOGIC BASED ESTIMATION 

 

Attarzadeh et al. [22] in 2009 showed more improved Fuzzy Logic based sculpts. This 

proposed approach used two-sided Gaussian membership function to perform effort estimates. 

The outcome was of the projected model was better results of the significance of MMRE (Mean 

of Magnitude of Relative Error). 

 

Anish Mittal et al. [23] in 2010, proposed an Enhanced Fuzzy system for enhancing estimations 

of COCOMO model by incorporating Triangular Fuzzy function. The results were evaluated for 

a firm dataset and were promising. 

 

Monika and Om Prakash Sangwan [24] in 2017 presented an analysis of diverse machine 

learning methods. They relied on Artificial Neural Network, Fuzzy Logic, Analogy Based 
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Estimations, Genetic Algorithm and other techniques. The paper highlights relevance of each 

techniques depending upon its own nature and environment in which it employed. 

 

Ali Bou Nassif et al. [25] in 2011, proposed a regression model employing Sugeno Fuzzy 

Inference System (FIS) approach. The results achieved correctness within stipulations of Mean 

magnitude relative error (MMRE). Pre and post estimations varied significantly. 

 

2.3   Others Techniques and Optimization algorithms 

 

David L. Gonzalez-Alvarez, et al. [26] in 2014 proposed that proteins are molecules to shape 

the collection of alive creatures. The proteins subsist in unlike shapes like amino-acids. These 

proteins help in completing different biological function in living beings and there are no such 

functions that could be performed without them. Due to this reason the psychiatry of proteins has 

befall a very important matter in biology. The recognition of preserved patterns in an 

arrangement of related protein sequences be able to help in achieving biological data in relation 

to these protein functions.  

 

This work is dedicated to envisage ordinary pattern in sets of protein sequences [26]. These were 

used to appraise the performance of the projected technique. The projected technique helped in 

making predictions and also helped in improvement of worth of the solutions which were found 

by biological tools.  

 

Chalotra et al. [27] in 2015 introduced that the target of momentum examination was applying 

Bee Colony Optimization (BCO) meta-heuristic way. BCO methodology a "bottom-up" way to 

deal with modeling where uncommon sorts of artificial agents are made by similarity with bees 

which are utilized to take care of complex combinatorial optimization issues. The proposed 

model validation was done utilizing Interactive Voice Response software venture dataset of an 

organization [25]. The BCO approach creates different partial arrangements and best 

arrangement is chosen on Mean Magnitude of Relative Error. Hereby, results acquired 

demonstrate that the proposed BCO based model can enhance the precision of cost estimation 

furthermore beat different models. 
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S. M. Sabbagh Jafari, F. Ziaaddini [28] in 2016, presented a meta-heuristic optimization 

algorithm for predicting effort estimation for developing project. The NASA dataset was used to 

evaluate the model. The Proposed model optimized the Mean Magnitude Relative Error 

(MMRE) to nearly 21%. 

 

Peyman Khazaei, et al. [29] in 2016 proposed that in the day-ahead power systems scheduling, 

system operators formulated and solved the unit commitment (UC) problem to determine 

ON/OFF status and power dispatch of the producing units. Although different methods had been 

exhibited to solve the UC problem, it was a blended integer optimization problem which was 

elusive its global optimum solution. The TLBO not just gave a solution bring down operating 

costs, additionally had a lower computation time. In addition, adequate spinning reserve was 

given to alleviate the effect of rapid load/generation changes because of unexpected 

disturbances. 

 

Yu-Huei Cheng [30] in 2016 proposed a feasible PCR-RFLP primer match was to be designed. 

Also there was a need to discover accessible restriction enzymes which could perceive the target 

SNP for PCR experimental purposes. It was developed to improve mutagenic primer and it used 

the idea of “teaching-learning” for searching more possible mutagenic primers. It gave the latest 

accessible restriction enzymes. 

  

Dragicevic Srdjana, et al [31] in 2017 proposed a Bayesian network model for predicting 

software endeavor assessment for agile software maturity .The future model predicts effort 

irrespective of the agile methods available and the input data is elicited easily. The precision and 

prediction accuracy achieved by the proposed Bayesian network are very favorable. 

 

Seacord et al, This approach [32] is beneficial as with eternally escalating number of the 

computers and their computations in on increase at an alarming rate, it is found that an estimate 

of 250 billion LOC be uphold in 2000 and it is still increasing [33]. This makes the use of the 

Ontology based program comprehension way. As with the software age, the crucial task of 

maintenance of software is becoming more complex as well as crucial. Software evolution often 

regarded as software maintenance has the preponderance of the entirety price tag that occurs 
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through the life extent of the software organization [33, 34]. The safeguarding challenges is a 

result of the different inter-relationships and the representations the exist among the all software 

knowledge resources [35, 36]. A vital ingredient of construction is a software ontology that 

collects chief concept plus dealings in the software safeguarding sphere of influence. Following 

picture shows the integrated approach. 

 

João Caldeira  et al ,Due to dependence of the software in our on a daily life, the development 

of the same has been a crucial part in our lives.But at the same time the process is not formalized 

which means the model to it is not available. This uses the following set of methodologies [37]. 

i. Process delivery in the Software development.  

ii. Conformance Checking  

iii. Process Enhancement  

 

Cagatay Catal et al, In a software enlargement project, valuable data are formed along with 

stored in several repositories. The authors in [38] have used the sources in order to organize 

repositories, bug repositories, archived communications, deployment logs, and code repositories. 

Instead of lying for preceding experiences, managers or else developers may investigate the data 

that is positioned in these repositories, to steer for verdict processes within corporation. 

 

Calero et al, In [39] the authors have used the concept of state of art as a landscape to 

distinguish between various types of categories and they have made it vital in the form of the 

SET theory and allowed the various methods of classification and that has enabled to play a 

important role in artifact in the software process. They further divided them in order to attain a 

stable repository 

 

Menzies   et al, The authors in [40] compelled the scope of conceivable practices characterized 

for an area. At the point when parts of a model are unverifiable, the conceivable practices might 

be an information cloud: i.e. a staggering scope of potential outcomes that confuse an 

investigator. Looked with huge information mists, it is difficult to exhibit that a specific choice 

prompts a specific result. Regardless of whether we can't settle on unequivocal choices from 
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such models, it is conceivable to discover choices that decrease the fluctuation of qualities inside 

an information cloud. Additionally, it is conceivable to change the scope of these future practices 

to such an extent that the cloud consolidates to some enhanced mode. Our approach utilizes two 

instruments. 

 

The above sections presented literature review of Software effort estimation techniques that have 

been employed using machine learning methods and of optimization methods. The machine 

learning algorithms have outperformed and provide better accuracy due to their learning natures. 

ANN has been used dominatingly in effort estimation models but have complex algorithms and 

need to be optimized 
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CHAPTER 3 

 

PROBLEM DEFINITION 

 

 
3.1 SCOPE OF STUDY 

 

In the past years, many techniques have been designed for the effort estimation which are 

model based techniques, neural networks based techniques, use case based techniques etc. The 

technique mentioned in [18] is a hybrid technique of Use case and neural networks for the effort 

estimation. The Random Forest (RF) classifier is applied which will classify the parameters of 

the software. The software parameters which are analyzed using the use case are given input to 

the classifier algorithm. The proposed hybrid technique is efficient and gave high accuracy in 

terms of effort estimation measures of Mean Magnitude Relative Error (MMRE). An 

improvement be required in hybrid technique due to two reasons. The Random Forest is the 

ensemble learning model which takes input from the use case and drive relation between the 

parameters to use them for effort analysis of software.  The complexity of random forest is high 

which leads to increased execution time. The second reason is accuracy; the Random Forest 

algorithm works with the single iteration for the classification which reduces accuracy of effort 

estimation as single iteration may not be sufficient validation method. The Improvement in the 

RF and use case technique is required which has less execution time and high accuracy. 
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CHAPTER 4 

 

OBJECTIVES OF THE STUDY 

 

 
 
 

The central objectives of the study are as follows: 

 
 

1. To study and analyze prominent effort estimation technique like Random Forest and 

Teaching Learning Based Optimization. 

 

2. To augment random forest technique using Teaching Learning Based Optimization. 

 

3. To compare pre and post treatment performance of random forest technique for 

estimating software effort. 
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CHAPTER 5 

 

      PROPOSED RESEARCH METHODOLOGY 
 
5.1 USE CASE POINTS (UCP)  

 

The UCP method was anticipated by Karner [41] in the year 1993. This approach is an 

expansion of Function Point Analysis (FPA) and Mk II FPA. If the plan concerning about 

predicament domain, system size with style is lucid, next a premature effort estimation focused 

around use cases might be prepared.  

 

The UCP method can be implemented by the subsequent steps: 

 

1. Classification involving actors plus use cases. 

   2. Computation involving weights with points. 

   3.  Calculation of technical complexity factor (TCF) along with environmental factor (EF). 

   4. Ultimate UCP calculation. 

 
 

 
5.2 TEACHING LEARNING BASED OPTIMIZATION (TLBO) 

 
This is employed for the optimization. In this research TLBO algorithm is functional to 

reduce MRE value of the hybrid model (use case + random forest) by estimating predicted 

efforts more accurately. The TLBO algorithm comprises of methods which help each individual 

to take in something different and to enhance himself. The base of this algorithm has derived 

from a normal teacher-earner methodology of a classroom.  

 

The TLBO algorithm holds the basics of traditional learning methods that are seen in a teacher 

and a learner. There are two essential methods of learning involved in it. The first is to learn 

through the teacher. It is also known as a teacher phase. The second is the learning that is done 

through interaction with different learners. This is recognized like the learner phase. It is a 

population based algorithm. The population comprises of the gatherings of students (learners). 

The diverse subjects offered to the learners are analogous with the distinctive design variables of 
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the optimization issue. The consequences of the learner that are obtained are similar to the fitness 

value of the optimization issue. The teacher is held to be the best arrangement in the whole 

population. The operation of the TLBO algorithm is clarified underneath with the teacher phase 

with learner part.  

 

a. Teacher Phase: This imitates the knowledge of the students (i.e. learners) through the 

teacher. A teacher passes on information amid the learners in this phase. The teacher tries 

to build the mean consequence of the category. 

 

b. Learner phase: This imitates the learning of the students (i.e. learners) via association 

amid themselves. The information gathered by the students can also be from the 

examinations or interactions with other students. A learner will learn fresh information if 

alternate learners have added information than him or her. 
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Use Case Deployment 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Figure 4: Proposed Flowchart 

Consider projects for the effort 

assessment  

Traverse the parameters of the software 

for the effort evaluation  

Check the interlinking between the 

software parameters 

Select parameters which are most 

important for the effort estimation  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Teaching Learning Based Optimization 

(TLBO) 

Teacher examine each selected 

feature to generate final output  

 

Generate final output of efforts estimation  

 

Learner phase will take input the 

new software for the estimation  

 

Select the best possible output 

of KLOC value  
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Chapter 6 

 

EXPECTED OUTCOMES 

 

 

Following are the expected outcomes:-  

 

1. The proposed algorithm is based on to increase performance of the COCOMO model for effort 

estimation. This leads to increase of effort estimation in software which will in turn help to pre 

mine the data more efficiently. 

 

2. The proposed improvement can also lead to reduce execution time.  

 

 

 

 

 

 

. 
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CHAPTER 7 

 

                                                       SUMMARY AND CONCLUSIONS  

 

   The effort estimation is the technique which is applied to estimate software efforts. The 

COCOMO modal works with the KLOC value. The efforts are directly proportional to KLOC; it 

means that when the KLOC is not analyzed properly then efforts are not estimated correctly. The 

TLBO algorithm will be applied with the COCOMO modal for the effort estimation. The 

proposed improvement can lead to increase estimation of KLOC value. The performance of the 

proposed technique can estimate to improve MSE value. This in turn will result to emphasize the 

more efficient software mined with less prone to noise using the approaches defined. 
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