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Abstract 

The deep learning is a subclass of Machine Learning algorithms which tends to learn 

the multiple representations of data. These representations are learned with different 

level of abstraction in each representation. The working of deep learning is based on 

the cascade style processing means it uses multiple nonlinear layers for feature 

extraction from given data.  Sound classification is a major problem in many 

applications due to the different pitch rates and different dialects for a single word. An 

automatic system for classifying the sounds using deep learning algorithms would 

have many applications. There are many deep learning algorithms are available these 

days. In this research work, the proposed model will classify the sounds by using 

Tensor Deep Stacking Network (T-DSN). Along with Tensor deep stacking network a 

HMM and Softmax layer will be used to gain the low error rate in classification. 
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CHAPTER-1 

INTRODUCTION 

 

1.1 Learning 

1.1.1 Definition of Learning:  

In Artificial Intelligence an agent is someone who has brain and capable of acquiring new 

knowledge from its surroundings. The process of acquiring this new knowledge is known as 

learning [1]. Learning is either a internal process to a machine or external process. The level 

of intelligence of a machine depends upon learning. Because in a way similar to humans 

learning a set of knowledge is what makes a person intelligent. Knowledge about a concept 

helps the machine in inference or simply in decision making, which is directly the measure of 

the intelligency of a machine.    

 

1.1.2 Types of Learning: 

Learning is a mapping of input to output, means evaluating the current state and generating a 

proper action for that state is a learning for a agent in artificial intelligence. Learning is based 

on training data and it consists of examples. The training data is either labeled or unlabeled. 

Based upon the relation between input and output learning can be divided into 3 main 

categories [2]. These are: 

a) Supervised Learning  

b) Unsupervised Learning 

c) Reinforcement Learning 
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 Supervised Learning: The training data is available in this type and it must be 

labeled. Simply saying the input and output of the machine are well determined and 

are directly supplied to the training algorithm [3]. For every supplied input error is 

calculated by comparing the actual output of the machine with the desired output of 

the machine. After error calculation, the parameters of the system are changed to 

reduce the error. The learning algorithm generalizes from the training data to work 

with unseen data. Supervised learning in machine learning can be compared with 

human learning in the presence of a teacher and concept learning. Supervised learning 

suffers from the bias variance dilemma [4].  

 

 

Figure 1.1 Supervised Learning [13] 

 

 Unsupervised Learning:  In unsupervised learning the training data is unlabeled. 

System draws an inference based on this unlabeled training data. According to this 

inference the parameters of the system are changed [5]. Since the training data given 

to the system is unlabeled, there is no evaluation of the output generated by the 

system [6].       

     

Figure 1.2 Unsupervised Learning [13] 
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 Reinforcement Learning: The working of reinforcement learning is very different 

from other two types. Here in this learning system works on a reward and punish 

mechanism. The software agent takes an action in its environment to maximize the 

reward and minimize the punishment [7]. The reinforcement learning uses the basic 

principles of dynamic programming and it does not require any knowledge about the 

Markov Decision Process instead it focuses on the online performance [7] [8].  

          

Figure 1.3 Reinforcement Learning [13] 

 

1.2 Deep Learning 

The deep learning is a subclass of Machine Learning algorithms which tends to learn 

the multiple representations of data. These representations are learned with different 

level of abstraction at each level. It can be supervised or unsupervised [9] [10]. The 

working of deep learning is very much similar to human brain.  

Deep learning uses multiple levels of nonlinear processing units to extract the 

important features from the given data. The output of current layer will be used as the 

input to the next layer [11]. In the training phase stochastic gradient descent approach 

is used via back propagation algorithm to achieve the saturation.   

1.3 Why Deep Learning? 

Traditional learning algorithms are not useful where he have large dimensionality in data 

means number of inputs and outputs are very large. There is no way to direct the feature 
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extraction process to a particular direction in traditional algorithms. But in deep learning the 

multiple layers of the network finds the important features in the data and guides the 

extraction process to a more promising direction [12].      

 

Figure 1.4 Deep Learning Performance Curve [14] 

 

1.4 Deep Network Architectures 

When humans try to solve problems those are related to AI especially related to recognition, 

they divide the problem into sub problems and different level of representations. These 

representations are used repeatedly in the sub problems to reach the final prediction to the 

problem [16]. For example the figure 5 shows a man sitting in field, the state of art in machine 

vision is an assembly of different modules are dividing the problem into sub problems. 

Recognition starts with the edge detection or low level feature extraction usually these low 

level features are invariant to geometrical transformations. Then these features are used to 

detect the most frequently occurring patterns in the image. These patterns are then used to 

detect the sub objects and these sub objects are assembled to recognize the scene [15]. 

The problem with simple architectures is in the abstract generating capabilities. In the Man 

sitting examples many different levels of abstractions will be used which are beyond the 

capabilities of simple neural architectures [18].    
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Figure 1.5 Man Detection Problem [15] 

 

Figure 1.6 An Illustration of Deep Architecture [15] 

Figure 6 shows a representation of deep architecture with a depth of 3. The image of man 

sitting will be given to the network at the input layer. The first hidden layer will extract the 

most basic feature like edges or pixel value of the image. The next layer will put these low 
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level features together and identify sub parts like eyes, mouth and bushes in background. The 

final hidden layer recognizes these subparts and generates the final prediction of the image.    

 

1.5 Tensor Deep Stacking Network  

The Tensor Deep Stacking Network (T-DSN) is an extension to the Deep stacking network 

(DSN). These architectures are the sub classes of Deep Generative Architectures [19]. In these 

graphical models the modules are stacked over one another to reach the final prediction. 

Sometimes the original input vector is also concatenated with the intermediate output of the 

hidden layer to achieve more accuracy than previous layer. Deep stacking network is different 

from other architectures because the here instead of using gradient descent approach, it works 

on the principle of mean square error between the current module’s prediction and final 

prediction value [20].  

 

Figure 1.7 Illustration of Deep Stacking Network [20] 

 

T-DSN is similar to DSN but instead of having sequential hidden layers in each module, it has 

two parallel hidden layers in each module. These two parallel hidden layer units will provide 

an ability to capture the higher order feature interaction through the use of cross products.  
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In tensor notation the operation will be: 

                                                       (1) 

 

Here    denotes the multiplication of respective hidden layer with the     dimension of the 

tensor    of 3
rd

 order [22]. 

 

 

 

Figure 1.8 Tensor Deep Stacking Network [21] 

X represents the input vector,   
 
 represents the weight from input to     hidden layer of     

block of the architecture,   
 
 represents the     hidden layer of     block,      

 represents the 3
rd

 

order weight tensor to combine output of two hidden layer for final prediction. 

These two parallel hidden layers (H1,1 and H1,2)  will produce two different representations of 

the input data and a third order tensor (U) in each module is used to produce bilinear mapping 

of these representations to give a prediction for each module [21].  
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The concatenation of original input vector X with prediction Y(1) of current layer  will 

guarantee a better generalization in next layer prediction. 

1.6 Sound Classification 

Sound waves are made up of high pressure and low pressure regions moving through a 

medium. These high and low pressure regions forms a specific type of pattern to every 

distinguish sound. These waves have few characteristics like wavelength, frequency, wave 

speed and time periods [23]. These characteristics are used to classify the sounds into 

different categories like humans do.  

 

Figure 1.9 Sound Wave Graph [23] 

Sound classification is very popular for few applications like automatic speech to text, 

environmental sound classification, hearing aids, and space surveillance applications.  

Sound classification is quite difficult for a machine because a sound wave is not always a pure 

sound wave, it carries a level of noise or disturbance with it. For a successful classification of 

these sound waves, noise must be separated from the actual sound.       

  

 

 



9 
 

 

CHAPTER-2 

LITERATURE SURVEY 

 

 

The literature about the deep learning and various architectures is available in many journal 

articles and books. Literature is available for last few decades but the literature which is 

directly related deep learning is found after 2005. For this literature survey many journals, 

books and conference proceedings are used. Few of the important citations those are very 

important for understanding, are explained in this chapter.    

  

2.1 Learning Deep Architectures for AI (Y. Bengio, 2009) 

 

Y.Bengio describes the necessity of deep architectures to learn complex tasks like vision and 

language processing [25]. Shallow architectures are not capable enough to represent the 

complicated function in an efficient way. Deep architectures are made up of multiple layers of 

non linear processing units. These processing units try to process data in a sequential manner 

and try to use less hardware to overcome the problems of parallel computations. This paper 

explains the working of deep architectures with the help of human brain. Human brain does 

not always pre process the data but it passes the data from a number of modules organized in 

a hierarchical manner. This provides the various levels of abstractions or simply saying it 

gives different representations of this data. Author also explained the limitations of local 

estimation and local generalizations. Local estimation techniques divide the input space into 

various regions. In case of very complex function number of required regions for a good 

generalization, are also very large. This creates a problem in the training of the algorithm.  

This paper gives an overview of various deep architectures and their learning algorithms. It 

gives a detailed overview of the deep generative architectures and the method of their 
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training. It explains the relationship between Deep Belief networks and sigmoid belief 

networks and also explains the difference in topmost layers of these two networks. It also 

gives the overview of CNN and few energy based models. 

 

2.2 On the quantitative analysis of deep belief networks (R. Salakhutdinov, et.al, 2008)  

R. Salakhutdinov, et.al, describes the deep belief network architecture and the new algorithm 

for training it. The deep belief network is a probabilistic generative model with multiple 

hidden variables. In this architecture the hidden layer tries to find a high order correlation 

with the layer below it or previous layer. The fundamental building block of Deep Belief 

Network is restricted Boltzmann machine which is a bipartite undirected graphical model 

[27]. The training of this architecture is done by a different procedure than traditional 

methods. It uses greedy layer by layer unsupervised learning algorithm [28]. The use of 

partition function used in RBM needs a very good estimator for controlling the model 

complexity.  

 

2.3 Multi-column deep neural network for traffic sign classification (D. Cireşan, et. al, 

2012) 

D. Cireşan, et.al, describes a deep neural network approach that achieved better than human 

accuracy in object recognition [30]. A simple neural network has one hidden layer for 

intermediate processing. There is no restriction in adding the hidden layers but going beyond 

two layers in neural network decreased the computational speed and accuracy of the system. 

In a deep neural network more than two hidden layers are used to intermediate computations. 

The use of GPU computing made this possible to add more number of layers.  In this 

approach multiple convolutional and max pooling layers in a hierarchy. The current layer will 

receive the output of previous as its input. The training in this approach starts with the 

preprocessing of given data. The preprocessed data is fed into the first convolutional layer. 

This convolutional layer performs a 2D convolution over the data. After this the data is passed 

through an activation function, which will be non linear in nature. The max pooling layer will 
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work as a down sampling layer which with try to reduce the dimensionality of the output of 

the previous layer. This forms a single block of the DNN. Multiple blocks are arranged in a 

hierarchy to obtain the final prediction. This approach achieved a whooping accuracy of 

99.46% on traffic signal recognition in German Traffic Department.     

 

2.4 Scalable stacking and learning for building deep architectures (L. Deng, et.al, 2012) 

L. Deng, et.al, introduced a deep architecture which overcomes the parallel training problem 

of the deep neural network architecture. DNN architecture is very successful in few 

applications like object or image recognition but the training of deep neural network with 3 or 

more layers is very difficult. The problem arises with the use of stochastic gradient descent 

approach because it is very difficult to parallelize in machine learning. This paper describes a 

scalable deep architecture for faster computation and with low complexity. The architecture is 

known as Deep Stacking Network (DSN). The architecture is in the form of modules stacked 

over one another. The formation of different module is different for every module. The lower 

module has three layers. The first layer is simple input vector layer, next hidden layer is made 

up of the sigmoidal activation units. The final layer is prediction layer. The output of current 

layer is concatenated with the original input which serves as the input to the next module [31]. 

The fine tuning of the architecture is done in a module by module manner. It reduces the 

problem of over fitting because there is no global fitting function is used for the whole 

architecture.   

2.5 Understanding the difficulty of training deep feed forward neural networks (X. 

Glorot, et.al, 2010) 

Major problems or difficulties in the training of the Deep Neural Networks are described by 

the authors in this paper. In last few years various papers proved that the training of DNN is 

not purely successful. Models those have shown accuracy in training are quite different from 

the traditional deep neural architectures. Author used MNIST, CIFAR-10 and ImageSet image 

datasets for the experiment. The MNIST data set used in the experiment contains around 

70,000 images of size 28   28 grey scale pixel images. 50,000 were used for training, 10,000 

for validation and 10,000 for testing. The focus of this paper is on the selection of activations 
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and gradients in the classical neural network architectures. This paper describes that the 

classical architectures of deep neural network provides poor solution and took a great time for 

converging. The use of sigmoid activation function always results in a poor result and causes 

saturation in top layer [32].   

 

2.6 Extracting and composing robust features with denoising auto encoders (P. Vincent, 

et.al, 2008) 

P. Vincent, et.al, explains he problems with the intermediate representations of architectures. 

The intermediate representation of the data plays a huge role in the final prediction label 

generated by the system. The problem lies in the no restriction or absence of any standard for 

the middle level representation. Basically a middle level representation should retain certain 

level of information from the input vector. This paper offers a method for robustness in the 

case of partially degraded or destroyed images. The architecture used is the Denoising auto 

encoder architecture. A basic auto encoder takes the input vector X and maps it to the hidden 

representation Y by using a deterministic mapping technique say Y= f(X). The main 

difference lies in this result Y. By using this Y one can reconstruct the input vector X. If W is 

the weight matrix used in input to hidden representation mapping then W* is the weight 

matrix used in reverse mapping. The relation between W and W* is defined by:        

In Denoising Auto Encoders, a noised or corrupted image is used to construct an original 

image [33]. In this paper, original input vector X was partially destroyed to form X* by using 

a technique from stochastic mapping. Then this X* will be mapped to Y. The modified auto 

encoder will try to reconstruct the X i.e., the uncorrupted version from Y by maintaining the 

minimum average reconstruction error. This approach is quite similar to the training with 

noise approach used by many other authors.  

This approach specifies a technique which can be used to learn representations from the 

corrupted or partially corrupted data vectors. 
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2.7 Exploring Strategies for Training Deep Neural Networks (H. Larochelle, et.al, 2009) 

Deep architectures are capable to represent the complex highly varying functions in a very 

compact form and with the use of minimum hardware. Generally in conventional strategies 

for training weights are randomly initiated and most of the time gradient descent approach 

using back propagation algorithm is used to update these weights [34]. This approach yields 

poor results in networks with more than three layers. Major problem of gradient descent 

approach is that it easily get stuck in poor local minima, which results in poor solutions. The 

solution to this problem is greedy layer wise training which skips any strategies for whole 

architecture [28]. The second major problem in gradient descent approach is the highly 

varying generalization errors means different solutions with great variation from each other. 

The solution for this problem is the use of regularization. Various unsupervised learning 

based regularization procedures are available to overcome this problem. Apart from gradient 

descent approach, adding two many layers in the deep architecture also results in the bad 

generalization problem due to the problem of over fitting.  This paper compares the generative 

models with encoding models. The generative models try to generate new data based on the 

representation of data supplied to machine in training phase. But on the other side an 

encoding model tries to learn a representation of data, by using which they can generate the 

original input with minimum information loss [34]. This paper suggests that the technique 

which uses low number of hyper parameters is better over other techniques.  

 

2.8 A novel scheme for speaker recognition using a phonetically-aware deep neural 

network (Y. Lei, et.al, 2014)    

Y. Lei, et.al introduced a new approach for speaker recognition using Deep Neural Networks 

instead of using conventional GMM method. The ‘i-vector’ extraction paradigm used in this 

approach is much efficient in speaker recognition as compared to conventional methods. The 

whole paradigm can be divided into three levels: 1) Collection of speech statistics 2) process 

of extraction of i-vector from speech and 3) A sophisticated approach known as probabilistic 

linear discriminant analysis (PLDA) backend [36]. The generated library of speech statistics 

contains the sequence of feature vectors which forms a universal background model (UBM). 
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The i-vector contains all the information about the speaker and about all the possibly 

viabilities in the provided speech segment. PLDA model is used to generate a matching score 

by comparing the i-vector with stored feature vectors for speaker verification. The i-vector 

which is used to represent a speech signal is the maximum a posterior (MAP) point estimate 

of a segment specific standard normal-distributed vector. The UBM used in this approach is 

represented by GMM, is very successful from few years and it is used in various speaker 

recognition systems. To train the UBM three datasets were used and these are: NIST SRE, 

Fisher, and Switchboard. This approach uses DNN to compute the posterior of each frame for 

every class in the model. After computing the posteriors of the frames,        order and First 

order statics are generated and these are then used in PLDA to reach a final prediction.   

 

2.9 Face recognition: a convolutional neural-network approach (S.Lawrence, et.al, 1997)  

  

A new type of approach was introduced by author which can be used to recognize face of 

person in real time and much faster than the conventional techniques. Convolutional neural 

network was used in this approach and more stress was given to rapid classification. The 

preprocessing phase was excluded from the approach because this particular phase consumes 

lots of time in the processing. Moreover rapid classification does not require preprocessing in 

a very similar manner in which neocortax in mammals does not perform any preprocessing of 

sensory signals. CNN has three important features: 1) Local Receptive Fields 2) Shared 

Weights and 3) Spatial sub-sampling The CNN layer is very useful in this approach because it 

uses multiple planes in each layer to detect the maximum number of features. Sub sampling 

layer performs an operation of local averaging and sub-sampling.    

 

The system works in a phase wise manner. First of all 5   5 2D Cartesian grid window is 

placed over the image to create sub samples. Then these 25 input vectors are passed to SOM 

which creates 125 topologically order values to reduce the dimensionality. Step one is 

repeated here on the output of SOM to create a large training data set. This training data set is 

used by the CNN layer for training. The problem of this approach was with the computational 

time taken by the SOM and CNN for training. This paper attracted many scholars to work on 

CNN based system to decrease the time by normalizing the data in a very fast way [35].    
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2.10 Unsupervised learning of hierarchical representations with convolutional deep 

belief networks (H. Lee, et.al, 2011) 

The use of high resolution images for training is very difficult for conventional deep learning 

techniques. This paper offers and approach which is an extension of DBN and is known as 

Convolutional Deep Belief Network. This approach allows bottom up and top down 

probabilistic inference for deep learning. This approach uses probabilistic max pooling 

technique to scale high resolution images. This approach is based on RBM and DBN, so its 

construction is quite similar to these architectures. The DBN approach ignores the structure of 

the image but CDBN weights are shared for less computational load over the system. The 

architecture of CDBN uses max-pooling CRBMs and these are stacked over each other to 

form the final system. The training is performed is a similar manner to previous techniques 

i.e., greedy based layer wise training [28]. Once the training of the current layer is complete, 

its weights are classified as frozen and next layer uses its output for training.  

The difference between this approach and previous approaches lies in its hierarchical 

probabilistic inference. Suppose a person’s face has a excess shadow on one side, this 

approach will still be able to make an educated guess and mostly the prediction rate is much 

better to conventional approaches [38]. 

 

2.11 Efficient Learning of Deep Boltzmann Machines (R. Salakhutdinov, et. al, 2010) 

R. Salakhutdinov, et.al, describes a new type of learning technique for deep Boltzmann 

machine which is much efficient than conventional techniques. The deep Boltzmann machine 

is very different from DBN because in DBM the connections between two layers are 

undirected but this is not the case with deep belief networks. The deep Boltzmann machine 

contains a set of visible binary units and set of hidden units in a sequence of multiple hidden 

layers. The conventional training method used in the training of DBM is known as 

Approximate Maximum Likelihood learning. This method uses Markov chain to calculate 
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both expectations i.e., data-dependent as well as model’s expectation. This method is very 

much slow and it makes the DBMs not suitable for practical use.  

The method of training described by this paper starts with the pre training of the DBM with 

initial weights. The next step is the variational inference in which recognition model is used to 

estimate the parameter vector for bottom up pass. Then this parameter vector is used to run 

the mean field update. The final step is stochastic approximation with is accomplished with 

the help the help of Gibbs sampler [39]. The use of recognition model to run the mean field 

fixed point equation, it speeds up the DBM. 

 

2.12 Deep stacking networks for information retrieval (L. Deng, et.al, 2013) 

L. Deng, et.al, introduced a different kind of deep architecture which has an advantage of 

parallel and scalable learning. The architecture is based on the stacked generalization [40]. 

The Deep Stacking Network (DSN) does not use the stochastic gradient descent approach for 

learning. As discussed earlier, gradient descent approach has few drawbacks and it makes it 

very difficult for parallel learning. DSN learning is based on the mean square error between 

the target prediction value and the current module’s prediction value [28]. 

 The architecture of DSN is module based and these modules are stacked over one another to 

make the final set. In each module after the first or base module the prediction of the previous 

layer is concatenated with the original input vector. This concatenation always helps in better 

generalization than the previous layer. In DSN there is a closed form constraint between the 

input weights and hidden weights.  

Tensor-Deep stacking network is an extension of this architecture which works with the help 

of tensors. 
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 2.13 Tensor Deep Stacking Networks (B. Hutchinson, et.al, 2013) 

The foundation of tensor Deep Stacking Network is based on the Deep stacking network 

discussed earlier. It is not exactly same, the few differences between these two architectures 

are: 

a) Instead of having a single hidden layer in each module, there are two parallel hidden 

layers in T-DSN. 

b) For these two layers there are two weight matrices. 

c) Instead of having a weight matrix between hidden to prediction layer, in T-DSN a 

third order weight tensor is present. 

 

These two parallel hidden layers will provide an ability to capture the higher order feature 

interaction through the use of cross products.  

In tensor notation the operation will be: 

                                   

 

Here    denotes the multiplication of respective hidden layer with the     dimension of the 

tensor    of 3
rd

 order [22]. 

X represents the input vector,   
 
 represents the weight from input to     hidden layer of     

block of the architecture,   
 
 represents the     hidden layer of     block,      

 represents the 3
rd

 

order weight tensor to combine output of two hidden layer for final prediction. 

These two parallel hidden layers (H1,1 and H1,2)  will produce two different representations of 

the input data and a third order tensor (U) in each module is used to produce bilinear mapping 

of these representations to give a prediction for each module [21].  

The concatenation of original input vector X with prediction Y(1) of current layer  will 

guarantee a better generalization in next layer prediction. 
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CHAPTER-3 

PROPOSED WORK 

 

 

3.1 Problem Formulation  

The conventional neural architectures provide a poor solution in the presence of huge data. 

Going beyond three layers in neural network cause the architecture to stuck with bad 

generalization and local minima problem. Due to these problems of local minima and bad 

generalization conventional architecture fails to achieve a required level of accuracy. Deep 

architectures are performing better in large datasets because of the multiple levels of 

abstraction. Tensor Deep Stacking Network architecture can be used for classification of 

sound signals in various applications. Combining HMM and T-DSN with a non linear 

activation will help an application to give classification in a quicker way. The use of Tensors 

in deep stacking network will provide consistency to the hidden representations and also it 

captures the higher order co relation between the different representations of data. The error 

rate will be reduced through this new approach.      
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3.2 Scope of Study  

Deep learning is a new approach to handle the information in a way similar to the mammal 

brain. The human brain can represent the information in various levels of abstraction. The 

same level of abstraction can be constructed in machine using deep learning. In current 

technology most of the computational time is consumed in pre-processing of data but with the 

use of deep learning this time can be eliminated. Decision making capabilities are greatly 

impacted by the way in which our brain links the earlier stored information. Similarly the 

different levels of abstractions can be combined to create a level of analogy in computers. 

The use of tensors in deep learning has greater possibility for achieving the high level of 

abstraction and fast computation. The power or property of tensors to arrange them in order, 

that for every observer the representation is same, can be used to handle the huge amount of 

data in a consistent way. 

The use of T-DSN enables the machine to capture the higher order feature interaction through 

the use of cross products. This interaction is very useful for creating state of art architecture 

for decision making.  
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3.3 Objectives  

1. To generate a performance curve of neural network with increasing amount of training and 

testing data. 

2. To generate a performance curve of neural network with increasing number of hidden 

layers. This objective will show the effect of adding new hidden layers in neural network  

3. To compare the performance of conventional neural network with Deep learning 

architecture. This objective will justify the use of deep architectures for huge volume of data. 

4.  Sound Classification using Tensor-Deep Stacking Network with Hidden Markov Model 

and non linear activation. This objective will be achieved by combining the traditionally 

available model for sound classification with a new approach of tensor deep stacking network.   

 

3.4 Research Methodology  

The research is based on the sound classification with the help of deep learning architecture. 

The dataset selected for the research is The Urban Sound dataset. It contains 8732 labeled 

sound from 10 classes. This data set will be divided into 3 parts: 60% data will be used for 

training the network, 20% for validation and 20% for testing. First of all the conventional 

neural network will be used to achieve the objective 1 to 3. The amount of data will changed 

accordingly to generate a performance curve. Then the same dataset will be used on deep 

architecture and its performance curve will be compared with conventional architecture. This 

part of research will be qualitative in nature. 

The quantitative research method will be used to check the performance of T-DSN 

Architecture with HMM and non linear activation. In this part Data will be again divided into 

parts. T-DSN will be used then the result of this will be used by HMM and a non linear 

activation to generate a final prediction.  
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3.5 Expected Outcomes  

Following are the various expected outcomes for this research:  

1) A new architectural approach for classifying the sound signals into various categories. This 

approach will be based on Tensor Deep Stacking Network, Hidden Markov Model and a Non 

Linear Activation function for final prediction. 

2) A well explained and experimental comparison of Conventional Neural network with deep 

architecture. 

3) Experimental result of the effect of increasing amount of data and hidden layers on the 

performance of conventional neural network.    
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Conclusion  

This proposed work describes a new approach for sound classification using T-DSN with 

HMM and activation like softmax. The training of the T-DSN will be based on MSE between 

the target value and the current module prediction value. The error rate and accuracy of the 

proposed approach in training and testing dataset will used to achieve the objectives. Chapter 

1, discussing few definitions and working for complete overview about the deep architectures 

and their comparison with conventional architectures. Chapter 2 provides a literature survey 

of important research papers, those are very important for this research and to understand the 

working of deep architectures. Chapter 3 provides a insight into the this research. It covers the 

problem definition, methodology, expected outcomes of the research.   
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