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Abstract 

Speech Recognition is the smart and easy way to interact with machines. Physically 

challenged people can also use the technology with the help of speech recognition systems. It 

gives freedom to the users to interact with any kind of systems. Speech recognition is in 

research from many past years, many works and models were created by the different 

researchers. In this research, the proposed technique to create speech recognition model is 

Neural Networks. Neural Nets have the capacity and power to learn the behaviours and 

decision making capabilities. Although many types of neural nets are available now, we can 

modify them or can propose our own model to create a best speech recognizer. Hidden 

Markov Models will be used for matching the patterns of sounds. HMM has the capability to 

compare the different special length of data using the probabilistic methods. With the help of 

hybrid model created using HMM and ANN, we try to built accurate speech recognizer. 
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CHAPTER – 1 

INTRODUCTION 

1.1 Speech Recognition Systems: An Introduction 

We interact with computers and machines using many kind of input device such as keyboard, mouse, 

joystick, camera etc. Whereas interacting with such systems using voice is unique and much easier 

concept now those days, because we know communication through voice/speech is much easier among 

human beings. To interact with computers through voice we need a microphone and a good written 

program to translate speech frequencies into text. But interacting with machines using any one of natu-

ral languages as human spoke is very difficult task. To enable computer systems to understand the natu-

ral language is very difficult task for developers. Because voice can be handled using computers, but 

understanding the meaning of that speech, is not an easy task. 

 

Fig 1.1 Speech Recognition System 

 Speech recognition is the process to convert speech into text. It is considered as a sub-field of 

computer linguistics, which enables the computers to understand the speech of natural language. It is 

the collective knowledge and research of linguistic, computer science and electrical field. The tech 

giant companies like Google, Microsoft, Apple, IBM, Amazon, Baidu etc. are working in this field 

from last many decades. There are basically two type of speech recognizing systems that are in practice 

now days: 

 Speaker dependent speech recognition system 

 Speaker independent speech recognition systems 
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1.1.1 Speaker Dependent Speech Recognition System 

 Speaker dependent system are that systems that were used for the dictation purpose, in which an 

individual speaker read and speak the given content for system‟s learning purpose. Such kinds of sys-

tem are very accurate to a single speaker. These systems are more reliable than speaker independent but 

the limitation of such systems is that they are able to translate the single person's speech only. Speaker 

dependent systems are learned to translate speech of single speaker only, his way of speaking, rate of 

speech, and other factors of the voice are considered by the speaker dependent speech recognition sys-

tems. These kinds of systems are best for single user speech recognition system only. It will give ex-

treme accuracy to translate single speaker's speech into text. To use such kind of system each user has 

to train his own system only for his usage purpose. 

1.1.2 Speaker independent speech recognition systems 

 Speaker independent systems are independent of speaker‟s individuality. These systems are bas-

ically available now days in Smartphone. Such systems can understand and translate speech from dif-

ferent speaker as well as. This system needs a lot of training to understand natural language and spoken 

words with different styles, accents and different rate of speech. Rate of speech is the speaking speed of 

speaker; some people speak very fast whereas some speak very slowly. That will not be fare if speech 

recognizer can understand the speech that is spoken as a manner of news reporter or some kind of read 

speech, but can't work with the normal speakers. So, this is a very difficult task. Another difference 

came in speech as of age of the speaker, because children speech is pretty much different than of an 

adult and from an old age person. So, try to recognize speech by the different age group is also a diffi-

cult task for speaker independent speech recognition systems. By the style, I mean to say the speaking 

style of a particular person. Each person speaks in his different style or accent, Nonnative English 

speakers can't speak in the same style as the native speakers. So, it is also a difficult task in building 

these kinds of speech recognition systems. To overcome such situations, adequate learning examples 

are required, so our system can work efficiently with all the users to recognize their speech and convert 

it into text. 

1.2 Speech Recognition System Difficulties 

 Style: The style of the speech a major difficulty in SR systems. Casual speech differs than of 

read speech. Casual speech is the speech that is used by the humans normally to interact with 
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one another, whereas read speech means reading and giving speech for example politicians ad-

dress the people with some written speech. Another style of speech is isolated words and conti-

nuous words. Continuous speech is speech in which words are over fitted with each other and 

can make confusion to the computer system, whereas isolated speech meaning words are spo-

ken properly with pauses in between every two words. 

 Environment: By the environment I mean to say the place where the user is present and using 

the SR system. The main conditions including background noise, channel condition, room 

acoustics etc. Channel means the medium from our system is getting voice/sound i.e. micro-

phone. Background noise is any kind of disturbance in background that is making the sound ro-

bust for the system i.e. traffic noise, other person voices etc. 

 Speaker characteristics: Speaker characteristics includes rate of speech, accent etc. Some 

speakers speak very faster, some people annunciate more. Some people speaks in different ac-

cent than others. So, these constraints are also difficult to tackle. Also, the age of the user is 

considered as a difficulty, because different age groups people have different voice, a child 

voice is pretty much different than of an adult and an old age person. 

 Task specifics: The number of words in the vocabulary is also a constraint to discuss. If we talk 

about medium size or a small sized SR system then the data needed for these kind of system is 

also limited, that will not so difficult. But if we talk about the larger system i.e. full English lan-

guage with all the grammar rules, then it will be a time consuming and resource rich task, that is 

pretty much difficult. 

1.3 History of Speech Recognition 

 In 1952 at Bell Labs, three researchers developed a single speaker speech recognition system, 

which can perform digit recognition only. The total length of vocabulary of that system was on-

ly ten. 

 In 1960‟s Raj Reddy became the first person to take on continuous speech recognition as gradu-

ation at Stanford University, Earlier the system was made to recognize either digits or single 

words, but Raj Reddy's system can recognize the continuous speech that was actually a com-

manding system to the chess. 

 In 1960‟s Soviet researchers also invented Dynamic Time Warping (DTW) algorithm that was 
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capable of translating 200-word vocabulary. DTW uses the concept of segmentation and 

processing each segmented frame. 

 In 1971 Defense Advanced Research Project Agency (DARPA) gave funds to encourage the re-

search in this field, DARPA‟s main goal was to achieve to recognize up to 1000 words vocabu-

lary. BBN, IBM, Carnegie Mellon and Stanford Research Institute were the participants in this 

competition. Out of them CMU‟s HARPY system won the competition. 

 At Institute of Defense Analysis, Leonard Baum created Markov Chains in 1960s. Hidden Mar-

kov Model (HMM) used by the Raj Reddy‟s students James Baker and Janet N. Baker for 

speech recognition. James Baker studied HMM during his studies. 

 At IBM Fred Jelinek invented Tangora, that was operated through voice. In 1980 Tangora was 

able to handle up to 20,000 words of vocabulary. Jelinek also used statistical approach same as 

HMM. 

 HMM were considered as the highly useful model to model speech. HMM replaced DTW. In 

1980 n-gram language model was introduced. In 1987 Katz used n-grams of multiple length to 

use language model.  

 Actual speed in speech recognition arrives when the computing power increased. Back on days 

in 1976, when DARPA ended its research competition, the best computer available at that time 

was included 4MB of RAM only. Using such computers, it is very time-consuming process, be-

cause it takes 100 of minutes to decode 25 seconds of speech. But after a few decades, compu-

ting power increased tens of thousands of the earlier computers. Then the researchers took ad-

vantage and started building speech recognition system with much more vocabulary, speaker 

independent systems etc. 

 In 1987, first commercial recognizer was introduced by Kurzweil Applied Intelligence. In 1990 

Dragon Dictate was introduced. 

 In 1992 AT&T used a voice Recognition Call Processing system, which can reroute calls by it-

self without human efforts. That was developed by the Lawrence Rabiner at Bell Labs. 

 Raj Reddy‟s another student Xuedong Huang, developed Sphinx system at CMU. In 1992 this 

was considered as the best system by DARPA. After that Xuedong Huang in 1993 went to Mi-

crosoft and founded speech recognition group of Microsoft. 

 Raj Reddy‟s another student Kai-Fu Leen in 1992, went to APPLE, and developed CASPER 

that was a speech interface prototype. 

 In 2000‟s speech recognition is still using HMM but in a hybrid manner along with feedforward 
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Artificial Neural Networks. Today Deep Neural Networks takes all the speech recognition 

process, known as Long short-term memory (LSTM). 

 In 2007 Connectionist Temporal Classification used with LSTM used to get better results than 

earlier techniques in some applications. Google used CTC-trained LSTM and got a very dra-

matic outcome, that is now used by Google Search in all of its smart phones. 

1.4 Structure of a Typical Speech Recognition System 

Speech recognition system is combination of different models, which performs different task and gives 

outcome as the text to the corresponding speech. It includes Acoustic Analysis, Acoustic Model, Pro-

nunciation Model and Language Model. The all the models work together and performs speech recog-

nition using some learnt mechanism. Each model plays its role, and give output as input to the next 

model, based upon the input from the previous model, each model computes its output and pass over 

the system. The decoder is the main part of the speech recognition model, which  

 

Fig 1.2 Structure of Typical Speech Recognition System 
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1.4.1 Acoustic Analysis 

In this phase we have to analyze the raw speech signal and then discretized, because we can‟t work 

with raw data. Then we have to make samples of this raw data. Each sample is of 10-15 milliseconds of 

speech. Out of which each frame is extracted as a feature, feature extraction is very involved process, if 

the data is not stationary, then we can‟t get features of that data. This is the model that uses the same 

fundamental as of our ears uses. It also known as Mel frequency Cepstral Coefficients (MFCC) 

 

Fig 1.3 Process of Acoustic Analysis in Speech Recognition System 

1.4.2 Acoustic model 

The basic unit of acoustic information is phoneme. A phoneme is basically a discrete and distinctive 

unit of language that can be used to differentiate different words. Most of the natural language is hav-

ing 20-60 phonemes.  

 

Fig 1.4 Acoustic Model of Speech Recognition System (String on the Beads Method) 

The pronunciation of the word is pretty much different than of original written word. These phonemes 

were written by the linguistic experts of the language. The most popular dictionary that is used by the 

researchers all over the world that is CMUDict, that is a free open source dictionary offered by the 

CMU. It is very toughest work to create our own acoustic model, because these are created by the lin-

guistic experts. 
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Fig 1.5 Acoustic Model Prediction of Unknown Occurrence 

1.4.2.1 Mapping the Acoustic Feature to Phoneme 

Mapping the acoustic feature got from the first section with the likely phonemes to know the particular 

speech occurrence. For this purpose, Hidden Markov Model is the paradigm that is used to learn this 

mapping. 

 

Fig 1.6 Mapping the Acoustic Feature with data using HMM 

Now those days Deep Neural Networks are used for the similar mapping than HMM. That also uses 

probability distribution. In earlier technique using HMM the probability distribution calculated through 

Gaussian Mixture Model (GMM), but in case of DNN, it itself used to generate probability distribution. 
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Fig 1.7 Mapping the Acoustic Feature with data using DNN 

1.4.3 Pronunciation Model 

Pronunciation model provides the link between sub-word units (phonemes) and the actual word. So 

typically, a large dictionary of pronunciation is maintained in this model. This is the only module in 

speech recognition system that is not learnt. Pronunciation model is actually expert derived data; expert 

gives us the mapping between these. In this data all the pronunciation variations, phonetic transcrip-

tions are present to map the word with the library data.  

 

Fig 1.8 Pronunciation Model of Speech Recognition System 

1.4.4 Language Model 

This model predicts the correct order of the words that is derived from pronunciation model. So, it is a 

learnt model that used lots of text and grammar rules to train. It finds the occurrences of the words to-



9 

 

gether. It uses probabilistic approach to predict the order of the speech. 

 For example, “the dog” ran? 

 can? 

 pan? 

The language models also differentiate the similar acoustics. For example, the utterance is 

 “Is the baby crying” vs. “Is the bay bee crying”. 

Language model only can be used in n number of applications. For example, Speech Recognition, Ma-

chine Translation, Handwriting Recognition, Optical Character Recognition, Spelling Correction of 

sentences etc. We can use n-gram language model to compute the correct order of the given words. For 

this we can increase the order of the n-grams. We can use bi-gram, tri-gram or even n-gram with higher 

number also, if we are running into a large data of language. It is advised to use a correct number of n-

gram for better outcomes. 

1.4.5 Decoder 

The main component of that structure is the decoder, which is very important. Here we have to face 

searching problem. We have to found the very likely phoneme sequence and the word sequence, and 

then finally we can get the most likely word sequence corresponding to speech utterance. To do this we 

have to put all the later section together and look from the entire space. There could be a very large 

search graph, from where we have to found most likely phonemes and its values. So, this is how a 

search graph looks like: 

 

Fig 1.9 Decoder‟s Work 
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Here starting from the start, and then we assume we can get only two words one or nine. Here in graph 

each arc is having some weight. Here each word is having its own related phoneme; each phoneme cor-

responding to it‟s HMM. As we can see this is a pretty large graph that is built for only two words, as of 

if we want to do same search with 20-40 thousand of words, which will be really complex one. 

1.5 Structure of Speech Recognition system using Neural Nets 

There is new direction that is in practice now days. In the previous section we saw the typical speech 

recognition system, where different models are used to accomplish its task. But with the help of neural 

networks we can skip to those models. Using neural nets system can learn the directly mapping from 

the acoustic features to the characters. This system‟s main advantage is that we don‟t need to map data 

with pronunciation model and we don‟t have need to look over phonemes. But to train such systems we 

need a lot of speech and corresponding text. And we need lots of data to get quite a good outcome from 

the system. 

 

Fig 1.10 Structure of Speech Recognition System Based on Deep Neural Networks 
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1.6 Applications of Speech Recognition 

 Dictation: This is one application of the speech recognition system. People related to law, med-

ical and business are using the dictation which uses speech recognition. Some dictionaries are 

also created for special purpose or user based, such kind of dictionary system included with 

special vocabulary related to the user‟s purpose. 

 Command based Control systems: Speech recognition systems are created for commanding 

purposes also, for example commanding your mobile to „call home‟. Such kind of systems are 

created using speech recognition. 

 Telephony: Speech recognition also used for the automatic call answer systems, that give free-

dom to their user to give instruction through voice, instead of pressing the keys. 

 For Disabled Peoples: Some people are unable to write, because of some natural phenomena, 

speech recognition could be used as the input to gadgets to be operated by such people who are 

unable to type. 

 Embedded: Speech recognition can be used for the embedded system to operate them with the 

voice, as now we operate our mobile through voice, but what if we interact with washing ma-

chine, other home appliances using our voice, for example, „switch on TV‟, „start washing ma-

chine‟ etc. 
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CHAPTER – 2 

REVIEW OF LITRATURE 

For the clarification of the topic and the different purposed work and solutions given by the researchers 

all over the world in the field of speech recognition, it is important to read literature available to me. I 

read many research papers to be more specific for the speech recognition and for my work. The study 

of such literature gives me idea of my work plan during my dissertation. 

2.1 Ashwin Bellur et al (2017) [1], it is very hard to compare two different datasets with one having 

some noise, but similar to the first one and predict if they belong to each other or not. In this condition 

the system will classify one dataset as different one compared to the other one. The data during training 

and the actual data for recognition, can be tiny different because of the environmental factors. The au-

thor provides a solution to this problem by using 2-d Gabor filter bank [1], that will help to distinguish 

between the speech and non-speech sound. Then he also purposed an advanced technique to use the 

Genetic algorithm to enhance the outcome of the Gabor filter, that were used to retune the Gabor filters. 

This technique gave him a better result than the conventional system up to some value [1]. Inspired by 

the biological hearing system of human, author purposed this technique to overcome the error that ar-

rives because of the environmental noises. 

2.2 Karen Ullrich et al (2014) [2], Boundary recognition in the voice data is very important task in 

voice structure analysis. Author want to automatically detect the boundaries of the signal, so it can pre-

dict the pauses occurred between each word in the music. To create such system, he used Convolutional 

Neural Networks. These convolutional neural nets were trained on the Mel-scaled magnitude spectro-

gram directly. They used F-measure [2], which denotes the ratio of the speech signal. By this technique 

the author will able to detect the boundary of the sound pattern. Same as this technique if we use this 

technique to speech recognition, I think the accuracy of the speech recognition can also be increased. 

Because the speech also contains continuous connected words in between the speech, because some 

people speaks very fast, so in such cases the F-measure can be changed to according to the speaker. We 

can train our system to automatically generate a well-suited F-measure for the user so that the speech 

recognition can be done easily without less amount of error. This seems a good practice to use neural 

nets to learn the human speaking behavior. Neural nets are capable of learning new things by itself. 

When we talk about neural nets in speech recognition, it is very clear, we are going to skip some mod-

els, using in the previous technique. Neural nets itself is capable of learning the speech to text process, 
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but adequate data for training is needed. Training data is part to think here, and it takes lots of time to 

train data with a bigger dataset. 

2.3 Ossama Abdel-Hamid et al (2014) [3], purposed a CNN based solution to achieve more accuracy in 

speech recognition than the earlier hybrid Deep Neural Networks (DNN)- Hidden Markov Method 

(HMM) [3]. The DNN-HMM model also proves itself better than earlier Gaussian Mixture Model 

(GMM) - HMM model. Convolution Neural Nets are the modified type of neural networks, in such 

kind of neural networks the hidden layers are changed with pooling ply and convolutional ply [3]. The 

weight learning process is dome after the pooling ply and convolution ply. In the CNN the authors pur-

posed further modification, they used limited-weight-sharing technique for enhanced modeling of the 

system. Using limited-weight-sharing speech patterns are handled in a better way by the CNN, and 

smaller units in pooling ply, that helped the system to use less computational power with less complexi-

ty. Using CNN, the error rate reduced by 6%-10% compared to earlier purposed solution. So, CNN is 

also a good technique to be used in the speech recognition. If Hidden Markov Model is combined with 

the CNN, then the accuracy of the system can be increased further. 

2.4 Avery Li-Chun Wang (2010) [4], started building a new system in 2000, named as Shazam. The 

main idea behind the Shazam is to connect people with music using any device. This algorithm is able 

to recognize the real-time broadcasting of music from environment and match it with the stored data-

base and get the name of the song directly within few minutes. There was no earlier work of this kind 

or not any algorithm was purposed by any researcher. So, Li-Chun Wang started working on this by 

himself. He created a system and now it is capable of doing song recognition out of 2 million songs da-

taset. It used 10-15 seconds of sound from the environment and it can predict the actual song name 

with its title in less than 15 milliseconds [4]. The solution purposed by author is very much similar with 

the fingerprinting. The purposed a solution to create a fingerprint hash value of the songs in their data-

base and after that whenever a user want to use it, he gives the system a 10-15 second of sound and the 

system suddenly computes the hash value and match that hash value with the stored hash value table. If 

match found then the output is sent back to the user‟s device i.e. mobile phone. The accuracy the sys-

tem is too high that it can recognize the song with the help of radio quality sample input in less than 15 

milliseconds. Before producing hash values, this system used the robust cancellation technique to han-

dle noise in the sample. After the noise removal the fingerprint is created and then only matched with 

the dataset‟s fingerprints. From this literature, I got an idea if one wants to recognize dataset available 

dataset with sample data, hash values is the best medium to get accuracy and speed. But limitation here 
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is that the style of speech should be same as the training data, and corresponding song‟s hash should be 

available in the dataset, so data in this system plays a big role. But for pattern matching, this is best 

technique. 

2.5 Dharmendra P Kanejiya [5], proposed a framework to perform speech recognition using Hidden 

Markov Model and Artificial Neural Network. He stated that HMM are very good to handle the data 

with temporal variation but are not able to do classification. Temporal variation means sometimes 

people spoke a word with elastic effect. Such kind of speech also can be handled through HMM, but as 

said HMM can‟t do classification. Whereas neural nets are capable of generation posterior probability, 

neural nets don‟t make assumptions, it works on stats. Neural nets are unable to work with variant 

speech. But the combination hybrid approach of HMM and ANN can give us more than we accepted. 

Author used Multilayer Perceptron to learn the learning rate of the system for better classification. 

From his work I got idea of hybrid models such as HMM and ANN. Both are considered as the masters 

in the different fields, so to skip Acoustic Model, Pronunciation Model and language model we can use 

HMM with the ANN where we don‟t have need of some of the computation, but only learning is re-

quired. 

2.6 Mohamad Adnan Al-Alaoui et al (2008) [6], the authors purposed a technique to classify the iso-

lated word speech in Arabic Language. They proposed Cepstral Feature extraction for the extraction of 

features from acoustic signals. Then they used HMM for finding patterns from the speech. And for 

classification they used artificial neural networks (ANN), that classify the words with the help of learn-

ing data. The authors were made a system that can help the new language learner can learn and read the 

Arabic language quickly. They used K-Nearest Neighbour Classifier model of Neural Nets to classify 

the patterns. The languages which have more common speaking styles of different words, are classified 

only using some best classification technique. Here in this case the authors used KNN for classifica-

tion. 

2.7 Dhavale Dhanashri et al (2017) [7], they used a Deep Neural Network for speech recognition for 

isolated speech recognition. Whereas the earlier model was Hidden Markov Model (HMM) - Gaussian 

Mixture Model (GMM). The neural network takes the place of GMM, because GMM are used to calcu-

late probability on the basis of assumptions only. Deep neural networks are basically feed forward net-

works with more than one hidden layer in between them. Author also used Deep Belief Network to pre-

train the DNN. DNN‟s initial values will come from DBN. So, it is the combinatorial approach of 

HMM and DNN for speech recognition, the experiments gave them good results, but the accuracy can 
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be increased using more hidden layers in between the input layer and output layer. Deep neural network 

is the next generation machine learning tool that is capable of learning through the iteration. These nets 

are very much accurate in speech recognition also. Today‟s tech giant like Amazon, Google Search, 

Microsoft and Apple, all are working on the Deep neural networks only. 

2.8 Bhushan C. Kamble (2016) [8], explains very briefly about the speech recognition and SR using 

neural networks. The author discussed each and every step, which are very simple. Then the main part 

of the structure came, that is speech classification. This paper was about all the neural nets. So, author 

tried to explain each of them. Artificial neural networks are set of neurons and designed to work as the 

human brain works. Human brain is much more complex in decision making than of logical approach 

to the computer programs. So neural networks were designed to do so, or let computers think like hu-

mans. Then author explains the 4 most used approached of neural networks; Feedforward network, Re-

current Neural Networks, Modular Neural Networks and Kohonen Self Organizing Maps (KSOM). 

From the study of literature, it found that the RNN are better than Multi-Layer Perceptron, the only 

complexity in neural nets is training. Artificial Neural Networks are the coming future of the compu-

ting. 

2.9 Kapure Vijay Ramesh (2013) [9], purposed hybrid HMM-ANN approach to solve long time run-

ning problem of speech recognition. HMM are good at patter matching, whereas ANN are good at clas-

sification or learning. So, author purposed a hybrid approach by combination of both the techniques. 

He purposed that the feature extraction and mapping is done with the help of ANN such as Back Prop-

agation Algorithm (BPA). He introduced Multilayer Pattern Mapping Neural Network. Those MPMNN 

were worked as of BPA. At the end speaker recognition is done through HMM. In this paper author 

tries to recognize speech as well as speaker recognition. The scope of this paper is for multiple features 

included speech recognition, speaker recognition and feature extraction using ANN. 

2.10 Supriya S. Surwade et al (2012) [10], explains the ANN and HMM in term of speech recognition 

as in the speaker identification or biological identification based on the speech, they worked with 

HMM, but it lacks over the real-world environment. So, they opted to ANN, nut these systems also 

fails to map long sequences under some circumstances. So, they used a hybrid approach with the com-

bination of HMM and ANN. MATLAB 2012 is used as tool in this research. The hybrid model shows 

the results as the accuracy if recognizing isolated words is increased with this model. 

2.11 Alex Graves at all (2014) [11], purposed a model that can do directly conversion of speech into 
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text without the help of any model. The system is created using combination of deep bi-directional 

LSTM Recurrent neural networks and Connectionist Temporal classification objective function. It 

achieves a hall of fame 27.3%-word error rate without any dictionary or any language model. The ex-

ample of this system is 

 

Fig 2.1 Input and output samples for the Alex Grave et al 

As we can see the error is in the produced results, there would be phoneme errors, linguistic errors but 

apart form this the system arranged to get the accuracy without any prior model. The accuracy of the 

system can be increased using training data. 

2.12 Andrew L. Maas et al (2015) [12], further improvement to the [11] is done by these researchers. 

They purposed only neural network model to map speech into characters. The work of these research-

ers makes the speech recognition model much easier than earlier one. They used LVCSR system that 

was built ion two neural networks. the outcome of this system is then compared with the GMM-HMM 

system model using beam search decoding. 
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Fig 2.2 Character probability from the CTC based neural network  

and GMM-HMM based system 

Using this technique, the first-pass LVCSR system outputs more than the HMM-GMM model. As we 

know DNN proves itself in the field of speech recognition. This work free the CTC based DNN from 

the HMM. 

2.13 William Chan et al (2016) [12], purposed a recognizer that can perform Listen, Attend and Spell 

(LAS). This work was purposed without usage of pronunciation model. Using ANN, the pronunciation, 

language and acoustic models were subsumed, that‟s why it is also called end-to-end model. Where di-

rectly from the speech waveform, analysis some feature and such features are extracted from them. And 

these features directly used for the DNN, that were basically feedforward neural nets with more than 

one hidden layer. The working model of this system shows a greater achievement. Without any dictio-

nary, it managed to get 10.3% of accuracy, earlier it was only 8.0% that was achieved using CLDNN-

HMM.  In this research author purposed a model that can directly convert acoustic signal into charac-

ters. Neural nets can be trained to map speech directly to its related word/spelling. This is an end-to-

end model for speech recognition. 



18 

 

CHAPTER - 3 

PROBLEM DEFINITION 

Speech recognition is very important research in today‟s world. Interacting with machines using voice, 

can make the human life much easier than earlier technologies. If just saying a command to your refri-

gerator, it adjusts its temperature, then what we need further. 

There are many ways proposed earlier for speech recognition, some of them are very famous and stu-

died till many years by the students in this field. One of them is Hidden Markov Model, a probabilistic 

approach to detect the occurrences of any behavior, can be detected using HMM. But alone these mod-

els didn‟t perform so well in the past. Gaussian Mixture Model was used with HMM to give initial dis-

tributed probabilities to the HMM, this hybrid model HMM-GMM give more accurate results to match 

patterns of speech than simple HMM. But when neural networks came into the view of researchers of 

the speech recognition, the game totally changed from then. Now many researches have done research 

on speech recognition using neural networks and many papers were published related to these tech-

niques. The work with the combination of different models are very dominant, those are called as hybr-

id models. Researchers used HMM-ANN Perceptron model, HMM-ANN feedforward neural network 

model etc. Now Deep neural networks are very popular among all the tech giants including Google, 

Apple etc. I want to do my work in this field only. Deep Neural Nets (DNN) are nothing but modified 

feed forward neural nets with more than one hidden layer. HMM are considered as dominant probabil-

istic model that is still in race with neural nets. The only difficulty in these systems is the learning 

process. Neural networks trained itself with training data provided to them. As much as training, the 

more accuracy can we get. The future in the speech recognition is bright. And I want to perceive my 

dissertation in this field using Neural Nets and Hidden Markov Model. 
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CHAPTER - 4 

SCOPE OF STUDY 

Speech recognition is dominant field of research in current world. This technology is booming very 

fast. As we see in every smartphone speech recognizer were installed to ease of usage. Speech recogni-

tion can be used in the dictation systems, translator systems. The universal translator can be created us-

ing speech recognition. The disabled person can use the technology with voice, who are unable to type, 

blind people can interact with machines without any difficulty, deaf people can use the technology to 

read what other said. The scope of speech recognition systems is for the benefit of the mankind. Voice 

controlled system can make our life much easier than now. 

Neural networks are also very dominant in the technology. It can used to train any kind of system 

weather it‟s is face recognition, or voice recognition. All the complex computation can be done using 

these methods. It helps to create self-operated systems as well. We can depict the human decision mak-

ing system with help of the neural nets. The scope of the Neural Net is also very esteem. It can be im-

plemented in n number of systems. 

Neural networks as well as speech recognition; both are dominant and excellent fields of study. We can 

predict the best only by using neural networks based speech recognizers. 
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CHAPTER - 5 

OBJECTIVE OF STUDY 

Speech recognition can be used in many dominant works including dictation, translation, giving com-

mands to the smart systems etc. So, the objective of the speech recognition is dominant. My objective 

of the study is: 

 Work with neural networks and probabilistic model like HMM. 

 Determining how system is to be trained to convert the acoustic signals into characters. 

 Study of acoustic signals, feature extraction and other models to be used in the speech recogni-

tion. 

 Learning the concept of Pattern Matching. 
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CHAPTER – 6 

PROPOSED RESEARCH METHODOLOGY 

In this research I have to use neural networks and Hidden Markov Models. To implement these tech-

niques I need data, firstly I will collect data related to my speech work. There is many free data re-

sources available to use for the study purpose. These dataset are created by the linguistic experts with 

hundreds of hours of hard work. CMUDict is the one example of those datasets. After getting data I 

will build the model using different type of Neural Networks and Hidden Markov Model, and train that 

model using the available data. In the training phase I try to optimize the systems as much as I can. If 

training successfully completed, then the testing will be done on the trained model, and compare the 

outputs from different models I have created. The system that will give best result I will choose that 

system and try to optimize it. 
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CHAPTER – 7 

EXPECTED OUTCOMES 

Many earlier systems were using the ANN with HMM. My expectation should be to retrieve as much 

as accuracy with least training data or less computations. I will try to get least word error rate (WER) as 

compared to other systems. The expectation from the system is to translate the voice into text correctly 

in the robust environment also. The voice recognizer should be able to recognize the different speaking 

styles, accents. To create that system, I will use ANN and Hidden Markov Models, which are dominant 

in the industry. Although much work is done till date, but I expect further accuracy and the speed from 

the speech recognizer. The system that I will create can be used by the partially physical challenged 

persons i.e. deaf, they can use this system to change the acoustic signal around them into text and can 

behave over them. I will continue this field after my studies also and try to build a free app for the 

smart-phones to change the speech into text without internet. 
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CONCLUSION 

In today‟s world speech recognition is dominant field of study in the field of research. Automatic Tele-

phony, Smart appliances, Smart mobile interaction, Internet usability, all the area are changing drasti-

cally. Technology is changing human lives very fast, making everything easy on the fingertips of every 

person. Speech recognition can help people to interact such systems easily with voice. Many other ben-

efits of the speech processing are there. My aim is to create speech recognition systems easily with the 

help of AI dominant neural networks that work as the human brain works, they can learn the patterns 

and the occurrences of the speech. I will make a hybrid model using HMM with those neural nets and 

predicted output is efficiency and accuracy from the system. Many research works done in this field 

earlier, I try to built the speech recognition system with Hidden Markov Model and Neural Networks. 

Different type of neural nets can be used in this research. I will try to take best type of neural net and 

try to build system with more accuracy. 
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