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ABSTRACT 

Machine learning concept is a paradox for most industries nowadays and automobile insurance 

industry in particular. This cutting-edge technology is making a lot of remarkable progress and 

impact in the field of predictive analytics. Business turn to grow faster with machine learning. The 

objective of this research work is to demonstrate the use and importance of machine learning in 

the insurance industry and how a model can be used to automate the pattern findings actual data 

like predicting the probability that a driver will file an insurance claim. 
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CHAPTER 1 INTRODUCTION 
 

Companies of the insurance industry strive for market growth and profitability which has become 

highly competitive. In order to increase their market share, policy holders with elevated risk might 

be underwritten and the benefits or margins of the company might suffer. For the companies to 

keep and maintain the market share and attain the profit target level, the decision processes are 

made by setting the profit targets, estimate the risk of each policy holder and setting competitive 

instalments. 

A challenge faced by most insurance companies is to charge each driver an appropriate price for 

the risk they represent. Risks usually vary from driver (policy holder) to driver, and a deep 

understanding of these risks parameters is needed in order to make predictions that will allow 

companies to tailor their prices, and hopefully make auto insurance coverage more accessible to 

more drivers. We also need to know the effect of price change on customer for customer retention 

patterns, as well as providing the prospective for market growth, considering the high competitive 

nature of the business.  

Over the years, actuaries and statisticians have used historical data to find patterns in claims and 

predict future losses for coming years. They’ve been pretty creative in doing so, using tools in line 

with the technology of their time from minimum bias all the way up to decision trees [1]. 

Techniques like data mining are proving to be of enormous benefit to the business world, in terms 

of identifying hidden patterns in data, as well as predicting future behaviours of customers. The 

level of sophistication and tools has changed over time and we look at Machine Learning and 

Artificial Intelligence as transformative way to solve the same problems while also gaining insights 

from places where traditional methods fail. 

The objective of this research work is to build a machine learning model that will predict a driver 

filling a claim to the insurance company. We have always tried to find patterns in data. What we 

can do now is automate that pattern finding with machine learning. The data was found at Kaggle 

(http://kaggle.com), a website that specialises in running statistical analysis and predictive 

modelling competitions. The Brazilian company Porto Seguro hosted a competition called “Porto 

Seguro’s Safe Driver Prediction (Predict if a driver will file an insurance claim next year).”, which 

http://kaggle.com/
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was run from October 2017 to 30th November 2017. The challenge is to build a model that predicts 

the probability that a driver will initiate an auto insurance claim in the next year.  

The data consist of three files: 

➢ training data in train.csv, each row corresponds to a driver, and the target columns indicates 

that a claim was filed.  

➢ test data in the test.csv file.  

➢ sample_submission.csv is submission file showing the correct format. 

 For each submission, a Normalized Gini Coefficient is used for evaluation and this coefficient 

ranges from approximately 0 for random guessing, to approximately 0.5 for a perfect score. The 

theoretical maximum for the discrete calculation is (1 - frac_pos) / 2. 

This stage of the project, we are designing a clear methodology and making some exploratory and 

data analysis. 

  



3 

 

CHAPTER 2 REVIEW OF LITERATURE 

 

Most of the work done in insurance claims focuses on fraud detection which is very similar to the 

work we are carrying out here. Data mining techniques have been widely used in general for claims 

processing. 

The material read in preparation of this research work is based on four different areas. First, the 

insurance claims in the insurance industry which gave us a clearer understanding of the domain 

since we are from a different background. Second, data mining used for detecting insurance fraud, 

insurance claim prediction, customer behavior, retention and so on. Third, how machine learning 

is making an entrance in to the insurance industry and how it impacts the industry now and in 

future. Fourth and last is machine learning algorithm and techniques for predictions. 

2.1 Insurance claim 

Insurance claim could be defined as an application to an insurance company asking for a payment 

according to the terms of the insurance policy. The company goes through  the claim for its validity 

and then pays out to the requesting party or insured once approved [2]. According to the policies 

in the insurance claims, then company will cover everything from death benefits to routine health 

exams at your local hospital.  

For a risk to be insured, some assessments need to be done. Insurance companies generally keeps 

a comprehensive record of the claim history and personal information of their customers. The 

frequency of claim counts to a great extent reveals the riskiness of the insureds [3]. 

A generalized insurance claim process pipeline described by [4] as shown on Figure 2:1 below, 

shows the workflow is as follows: 

➢ Claims submitted to the insurance company.  

➢ The company does automatic validation checks followed by pricing using benefit rules and 

contracts. Manual intervention is sometimes required when automatic validation fails.  

➢ Once the pricing is done, claims gets finalized and payment is sent to policy holder or 

issuer. 
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➢ The box placed after the pricing is used to detect potential issues related to the claim before 

it is finalized so it can be corrected before payment is made. 

 

Figure 2:1:Claim Processing Pipeline 

 

Insurance Fraud and mining 

Insurance fraud has spread globally, and the society is becoming more concerned by this issue.  [5] 

defines insurance fraud as “the act committed with the intent to obtain a fraudulent outcome from 

an insurance process”. 

[6] applies a Boosting Naïve Bayes technique for insurance claim fraud analysis on a case study 

where the findings of the study turn to be a good method for a valuable contribution to the design 

of brilliant, liable, and effective fraud diagnosis support. 

Mining insurance fraud data has become a major concern in insurance industry and a lot of data 

mining techniques have been used to so far to find patterns in data.[7] makes use of a random 

forest model in mining the insurance data. This research evaluates random forest technique as a 

suitable, accurate and robust technique for large data set and unbalanced data which can be used 

for prediction of insurance claims, mining fraud rules and classification of claims. 

For a risk to be insured, some assessments need to be done then the insurance claim cost can be 

predicted. [8] uses a case study where the policy holders are classified according to the perceived 
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risk and a model claim cost is built within each group. The classification is designed to achieve 

maximum similarities within groups and maximum dissimilarities between groups. This is usually 

achieved using clustering algorithms. The objective of this clustering is to find a small collection 

of nuggets that can be further investigated using human resources. 

Another case study is described by [9] where an analysis of customer retention and insurance claim 

patterns findings is done using data mining. A classification algorithm is used for customer 

retention to group the policy holders as likely to renew and terminate their policies. A holistic 

framework utilizing hypothesis testing, decision tree, clustering and neural network is used for to 

find patterns in the data. 

Statistical techniques has also been used for a long time in claim mining and interpretations.[10] 

demonstrate the use of modern statistical techniques in solving actuaries problems. A hierarchical 

model of three is components is proposed here. A negative binomial regression model for 

accessing claim frequency, a multinomial logit model to predict the type of insurance claim and 

severity component.  

2.1 Machine learning in insurance 

Machine learning is defined as “a field of study (artificial intelligence) that gives computers the 

ability to learn without being explicitly programmed” [11]. There are three major types of machine 

learning algorithms: supervised learning and unsupervised learning and reinforcement learning 

algorithms.  

➢ Labeled training data are analyzed by supervised learning algorithms to produce a model 

used in predicting new data.  

➢ Finding hidden structures in unlabeled data is done using unsupervised learning algorithms.  

➢ Reinforcement learning algorithms is based on each data point and in turns provide 

information on the decision taken (either good or not). From time to time, this algorithm 

changes its learning strategy to achieve a better reward. 

The insurance industry sees machine learning as turning point where most companies focus on 

refining compliance, upgrade cost structures and boost competitiveness. Machine learning appear 

to make change as can answer to these objectives [12]. Machine learning can be applied across 
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many business functions in insurance, including: claims forecasting, customer retention, direct 

marketing, conversion, targeting inspections and audits, predicting litigation and optimal pricing. 

Customers keeps demanding about customizing their insurance purchases to their unique needs, 

leading insurers are evaluate how machine learning can improve customer satisfaction and 

business operations [13]. Insurance companies are able to use their data and machine learning  

algorithms to determine customer purchase patterns  and manage risk due to the advances in 

statistical modeling techniques that are available to companies [14].  

Wipro [15] released a white paper on detecting insurance claims fraud. A comparative analysis of 

machine learning techniques such as Logistic Regression, Modified Multi-variant Gaussian 

(MVG) and Bagging using Random Forest is done based on a data set. 

Machine learning algorithms in prediction 

There exist several machine learning algorithms of which the frequently used to in data analysis 

/data mining are [11]:  

➢  Segmentation Analysis Algorithms: Data are divided into small groups (clusters) of 

items having similar properties. 

➢ Classification Analysis Algorithms: In these algorithms the attributes in the dataset are 

used to predict a value.  

➢  Association Analysis Algorithms: Find correlations and/or relations between unique 

features in a dataset. “Application of these algorithms are in market basket analysis. 

➢  Regression Analysis Algorithms: In these algorithms data attributes in dataset are used 

to predict values for one or more variables that take continuous values. It is also used in 

the process of finding the correlation between variables. 

➢  Sequence Analysis Algorithms: Outlines the occurrences in data. It discovers the patterns 

over time. 

The commonly used machine learning algorithms are listed below [16]: 

1. Linear Regression Algorithm: These algorithms predict values (values for one or more 

variables) based on the attributes that take continuous values from the data set. Linear 

Regression assists evaluate risk involved in insurance or financial domain. It is used in 

health insurance company to analyze the number of claims. This analysis helps insurance 
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companies find, frequencies in insurance claims filling. Such analysis results play a 

significant role risk management as well as in business decisions. 

2. Naïve Bayes Classifier Algorithm: A is a straight forward and powerful algorithm that 

assigns data’s element value from one of the available categories. An example is Spam 

Filter used in email filtering. The spam filter classifies emails as either “spam or not spam”. 

3. K Means Clustering Algorithm: A simple algorithm that operates on a given data set, 

partitioning it into a small number of clusters by minimizing the distance between each 

data point. The result output of this algorithm is “k” clusters with input data distributed 

among the clusters. Search engines like Bing, Google use K Means to group web pages by 

similarity and establish the ‘relevance rate’ of search results. 

4. Random Forest Algorithm: This algorithm makes a small tweak to bagging approach to 

create a group of decision trees (powerful classifier) with random subset of the data. To 

obtain a good prediction performance, the model is trained on several random sample data. 

5. Logistic Regression: Commonly used to predict class probabilities. Predictions are made 

based on logistic function applied to linear combination of attributes. 
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CHAPTER 3 PROBLEM DEFINITION 

 

Insurance bills these days influences drivers on buying a brand-new car. Inaccuracies in car 

insurance company’s claim predictions raise the cost of insurance for good drivers and reduce the 

price for bad ones. In order to tailor prices with respect to each customer and predict claims costs, 

data mining techniques/tools have always been at the center of the analytics. 

The concept of Machine Learning or Artificial Intelligence (AI) is a still not accepted yet by many 

insurance companies but It is making a progression impact in predictive analytics. This  cutting-

edge technology has the power to blow apart old-style thinking and catapult a company into 

generating business ten, a hundred or even a thousand times faster than anything it has done 

before[1]. 

Machine learning has a significant impact in the insurance industry and in this project, we will use 

it to build a model that predicts the probability that a driver will file an insurance claim. 
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CHAPTER 4 SCOPE OF STUDY 

  

This study focuses on machine learning in the insurance industry. How machine learning is used 

to automate predictions and how we can predict if a driver will file a claim. The data collected 

from Brazilian Company on the Kaggle platform help us get some insights into insurance industry. 

The scope of this work is to build an effective the machine learning model to predict if a driver 

will file an insurance claim.   
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CHAPTER 5 OBJECTIVE OF THE STUDY 

 

A clear objective of this work is to demonstrate the use and importance of machine learning in the 

insurance industry that is gradually replacing classic data mining used to find patterns in data. The 

machine learning model built can be used to automate the pattern findings. 

We explore the use of machine learning in the insurance industry, build an automated model the 

will not only rely on data samples but on actual data of the company for predictive analytics. A 

model that can work on both structured and unstructured data. 

A model that will be trained on a partial set of data and parameters tweaked on a testing set.  Several 

models may be used and the performance of each tested to find the most effective. 
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CHAPTER 6 PROPOSED RESEARCH METHODOLOGY 

 

We will adopt the following the methodology to carry out this research work.  

First, relevant journal articles, publications, white papers, and studies were reviewed in order to 

get comprehensive information on insurance claims, insurance fraud and machine learning.  

Second, we follow the flowchart for supervised learning by [17] as depicted on Figure 6:1. The 

common steps in a machine learning model building which are define the problem statement, data 

collection, data cleaning, variable selection, exploratory data analysis, model development, model 

validation and documentation. 

Finally, discussion, conclusion and future work of the study are written down. 
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Figure 6:1 Supervised Learning Flowchart 

6.1 Data collection 

The Brazilian company Porto Seguro hosted a competition called “Porto Seguro’s Safe Driver 

Prediction (Predict if a driver will file an insurance claim next year)”, which was run from October 

2017 to 30th November 2017. The challenge is to build a model that predicts the probability that a 

driver will initiate an auto insurance claim in the next year.  
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The data consist of three files: 

➢ training data in train.csv, where each row corresponds to a driver, and the target columns 

indicates that a claim was filed.  

➢ test data in the test.csv file.  

➢ sample_submission.csv is submission file showing the correct format. 

6.2 Exploratory Data Analysis 

Since the sampling has already been done, the main tasks here will be to descript the data, visualize 

all the different data features, give a statistical summary, find a relation to the target variable, 

explore interactions between multi-parameter, and perform feature engineering (feature selection 

and dimensionality reduction). The target variable here, is conveniently named target because it 

indicates whether this policy holder made an insurance claim in the past. 

6.3 Model development and validation 

At this stage, cross-validation is used since several machine learning algorithms are tested and 

their performance evaluated. The most effective model will be selected based on the performance 

metric. A confusion matrix is generally used in the process of selecting a model 

Figure 6:2 depicts the learning process once the model selected 
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Figure 6:2 Learning algorithm 

Machine learning algorithms are trained on the training data set and a model (Classifier as on the 

Figure 6:2) is built. The test (new) data set is used on this model to produce a new file (prediction) 

as since on Figure 6:1. 

6.4 Model documentation 

A proper documentation of the model is written down. 
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CHAPTER 7 EXPECTED OUTCOMES 

 

The expected outcome of this study is to predict the probability that a driver will file an insurance 

claim using a machine learning model, with the purpose of providing a fairer insurance cost based 

on individual driving habits. 
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CONCLUSIONS 

 

A review of machine learning and data mining in the insurance industry, insurance claims and 

fraud has been discussed. A challenging part was to find research papers, journal articles on 

machine learning in the insurance industry since the it is an emerging field. We collected the data 

for the research work on Kaggle.com. 

In future, the proposed methodology will be used to explore the collected data, selected features 

and build the model in order to meet the expected outcomes of the research work. Data will be 

trained on the model and testing done to predict the probability that a policy holder (driver) will 

file an insurance claim. 
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