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ABSTRACT 

 

State estimation of power system is important for the power system monitoring and control. It 

finds out the optimal estimate for the given system state. System states are the complex bus 

voltages in the power system, based on the network model and the measurements collected 

from the system. It also give best optimal state estimation for the line power flow, generator 

outputs, load flow, transformer taps. But, as the power system is highly non-linear in nature, 

so it will be difficult to state estimate of the system by the conventional methods like weighted 

least square method, maximum likelihood method, Kalman filters etc. These methods are 

useful for the linear system. With the help of extended Kalman filter, non-linearities of the 

system can be estimated. But it will not be reliable when non-linearity are severe in the system. 

So particle filter is the approach to overcome this problem. By using particle filter in the system 

for the state estimation non-linearity of the system can be estimated. Here in this thesis, particle 

filter approach has been used for the state estimation of the measurement obtained from the 

PMU in the six bus system. The estimated state of the system and true state of the system has 

been compared and found to be matching. 
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CHAPTER: 1 INTRODUCTION 

1.1 Background 

Electrical power system is used to generate, transmit and consume power in the network 

by using various electrical components used in the system. These components can broadly 

divide into main three parts. The first part is generator which generates the electricity, the 

second part is transmission line which is used to transmit the power from the source to load 

and the third component is the load which is the one who consumes the power transmitted to 

the load which is again distributed to consumers like home, industries, commercial load etc.  

World’s first power grid was started constructing in England from the year of 1881. 

Now the look and protection devices, methods of generation of power and transmitting methods 

of the generated power all things have been changed. The new improvements in all these 

equipment made the system more reliable and more stable. Though, new research need to be 

carried out to satisfy the needs of the increasing requirement of the power system. So to control 

and measure the parameters of the network under certain condition is hard and it is very 

challenging with the growing demand of the power and after inclusion of the new equipment 

into the system. So the most important aspect in recent power system is: how to measure the 

different parameters of the power system and how to control those parameters of the power 

system.  

 This dissertation is mainly focus on this topic like how to state estimate power system. 

More specially, this dissertation will focus on the data of Phasor Measurement Units and state 

estimation of the power system based on the data available for the system. This can be 

understand with the simple example of the system, one operator at the system who gets the 

measurement from the SCADA system which lacks of the important information, then this 

operator will know the results of detailed analysis from the State Estimation (SE) and Energy 

Management System(EMS).  

 Obviously, this process takes several minutes to complete the process and come out 

with the results depends upon the size of the system. Further, if any issue found with the voltage 

measurement then more time needed to be spend on this extra calculations and some offline 

model helps needed. But with the help of the synchrophasors whole this process takes several 

seconds to complete and control decision can be made by sending online control signals. 
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1.2 SCADA 

SCADA is the abbreviation for Supervision Control And Data Acquisition. In power system, 

SCADA system plays an important role. It is used to perform operation such as controlling of 

the output of the generators, switching of the generators and switching in or out the equipment 

from the system for the maintenance purpose remotely. It is also responsible for the 

measurement of the continuous measurement which is further provided for the safety 

procedures. SCADA systems measures the active power, reactive power, Injected power flow, 

system voltages [1]. A simple architecture of the SCADA system has been shown in the in the 

figure 1.1. 

 

 

Figure: 1.1 Architecture of the SCADA system used in power system [2]. 

However, SCADA system has some disadvantages, such as uncoordinated and not 

synchronized data acquisition, low transmission rate to transfer data from work station or RTU 

and quasi steady state calculation. SCADA system is based on the steady stet power flow, so it 

may not be able to measure the parameters so it can be said that it van not monitor dynamic 

power flow in the system. Data updating rate of the SCADA system is nearly 0.1 to 0.25 Hz 
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[2]. Besides all these things, voltage phase angles cannot be measured for any instantaneous 

bus. Moreover, line flows for the all transmission system is not available while getting data 

from the SCADA. Even it is not economical to transmit all the measured data even if they are 

available from the measuring instruments to the RTU [3]. 

1.3 Phasor Measurement Unit 

Phasor Measurement Unit is the alternative of the SCADA system which also overcome 

all the disadvantages of the SCADA system.  With the invention of the PMU system, 

measurement of the Phase angle of the any instantaneous bus is easy to measure. A PMU is a 

digital device which provides the synchronized current and voltage phasors. The Phasor is a 

vector representation of the magnitudes and phase angle of an AC waveforms. Phase angles of 

different sites can be measured with the PMU as these devices are synchronized with the 

common time source. The common time source can be achieved with the help of the GPS 

system (Global Positioning System) in order of the 1 microsecond, which helps to measure 

very accurate voltage and current measurements of the system from different buses of the 

system at the same time synchronization.  

 The salient feature of the PMU is the synchronized Phasor calculation of the system, 

which makes this device as a very important measuring devices in the nearer future for the 

monitoring and controlling purpose of the power system. Synchronization of the sampling is 

achieved by the common timing signal obtained from the GPS which is available locally at the 

substation. Accuracy of the timing signal is 1 milliseconds which is sufficient for the 

synchronized relay coordinating applications. This same approach of the PMU can be used to 

extend its feature to the monitoring of the power system, state estimation of the power system 

[4]. However calculation time for the phasor is more than the 1milliseconds. Reference [5] 

describes the more detailed analysis of the required synchronization accuracy of PMU 

applications. 

 Figure 1.2 shows a functional block diagram of the PMU. Components of this block 

diagram is: Anti-aliasing Filters, A/D converters, Phasor micro-processor, modems, Phase-

locked Oscillators, GPS receiver. The Anti-aliasing filter is used to filter the input waveforms 

which has the frequencies more than the Nyquist rate. The phase locked loop is used to convert 

the GPS 1 pulse per seconds into the high speed timing pulse train to use it in the sampling of 

the waveform. 
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Figure: 1.2 Functional block diagram of the PMU [4]. 

 The phasor microprocessor block is used to carry out the discrete Fourier transform for 

the phasor calculation. Then this calculated phasor with the time synchronized is uploaded via 

modem for the real time calculation to the data concentrator [6]. The advantages of the PMU 

in the power system includes monitoring, controlling and operation. Reference [7], from the 

EPRI publication has details of the thorough discussion of the current installation of the PMU 

in whole world. The best advantage of the PMU is that it provides the time synchronized 

measurement. For example, for contingency analysis and online load flow, positive sequences 

of the fundamental frequency voltage is used which is further directed by advanced control 

center applications.  

 Figure 1.3 shows the basic diagram of the PMUs. To transfer the data from the one 

substation to another substation, optic fibers are used. The measurements of the PMUs upload 

the measured data in the time stamped signal using mediums like telephonic lines or through 

the wide area network (WAN). 

 A for the reliable performance of the PMU, data collected by the PMU must be 

transferred with the fast streaming communication infrastructure. Placement of the PMU can 

be major topic to cover the all transmission line buses for the measurement of the system and 

for the proper communication of the line. Since the cost of the PMU is very high it is necessary 

to optimize the deployment of PMU at buses, will be major economic undertaking. In the field 

of protection PMU plays an important role, to determine the model of system used by the relays 

from which evolving swing stability can be predicted [8]. 
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Figure: 1.3 Conceptual Diagram of Synchronized PMU system [4] 

 PMUs can be used to determine the accuracy of dynamic model of the system. PMU 

provides the detailed information of the known oscillations that’s couldn’t be observed by 

conventional measuring methods before [9]. Voltage security monitoring based on the decision 

tree using synchronized time stamped phasor measurements could be another desirable 

application [10]. State estimation of the power system based on the PMU is very important 

application of the PMUs, which provides a platform for the most of the advance control 

applications. 

1.4 Applications of the PMU 

There are several applications of the PMUs in order to study the interconnected grid. These 

applications are mentioned below [11]: 

I. Dynamic state estimation 

II. Wide area monitoring of the system 

III. Protection of the power system 

IV. Controlling of the power system 

V. To monitor power system oscillations 

VI. Monitor the electrical stress on the transmission system 
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VII. To determine the available transmission capacity of the transmission line 

VIII. Control actions such as damping needed in case of discrepancies 

IX. Angular stability and voltage stability studies and analysis 

X. Nonlinearities of the measurements and state variables of the system 

XI. Increase in reliability and robustness in bad situations 

XII. Overload monitoring 

1.5 State estimation 

As name indicates, state estimation in power system plays an important role in the estimating 

the control variables of the power system while monitoring it. Control stations use estimators 

measurements derived from the SCADA further implemented to state estimators. These 

estimators are the responsible for the measurement of the phasor voltage measurement for 

assessment of the power system. Now a days Wide Area Measurement System is used which 

is based on the PMUs for advance measurement system. State estimators use the relations 

between the state variable to be measured and the measurements which makes the 

interconnected grid observable at every instance. They are able to measure current phasors, 

voltage phasors and voltage angle measurements. So, the nonlinearities problems of state 

variables and measurements can be solved easily and faster in compare to SCADA 

measurements. In reference [1] it is said that for the precise operation traditional state 

estimators can be upgraded with the PMUs. PMUs are the one who provides phase angle 

difference into the system. State estimators also provide phase angle difference from the system 

but at interval of the few minute. In contrast, PMUs provide the same at very fast rate of time 

such as in difference of milliseconds or microseconds. So, it can be said that PMUs provide 

high resolution time synchronized signals from GPS to measure the magnitude of voltages and 

currents, frequency, phase angle difference. They also help to monitor all high voltage, extra 

high voltage and ultra-high voltage lines [12]. 

The state estimators include the following functions [3]: 

 Topology Processor: It arranges data of the Circuit breakers and switches and set-up a 

single line diagram of the system. 

 Observability analysis: It determines the state estimation for the whole system from 

the available measured values of variables and recognize the unobservable and 

observable branches and islands if exists in the system. 
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 State estimation solution: It finds out the optimal state estimate for the given system 

state, which is composed of complex bus voltages in the whole power system, based on 

the system network models and noted down the measured value of measurement from 

the system. It also give best optimal state estimation for the line power flow, generator 

outputs, load flow, transformer taps. 

 Bad data processing: It finds outs the gross errors which already exist in the measured 

set of parameters. It find outs the bad data from the measure set of measurement and 

eliminates it from the measured value. 

 Parameters and structural error processing:  It estimates different network 

parameters from the system such as tap changing transformer parameters, transmission 

line model parameters, shunt rectors and capacitor.  

 To get the best state estimation state of the power system based on the measurement of 

the model of the system. The state estimator uses: 

 Measurement set available from PMUs. 

 Topological processors supply the system configuration 

 It uses network parameters such as line impedance for the inputs of the estimators 

 It executes the parameters such as it does dynamic weight adjustments 

Figure 4 shows the block diagram of the state estimation process: 

 

Figure: 1.4 Block diagram of the state estimation process [13] 
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 As shown in above figure 1.4, status from the circuit breakers and switches is collected 

and send it to topology processors which is PMUs or SCADA system. Further collected data 

is given to the state estimators at the same time PMUs or SCADA system check the system 

observability for the whole system branches and islanded system which is observable or not 

and given to the state estimator. Analog measurements gathered from the transducers such as 

voltage, current, angle difference between voltage phasors, active power and reactive power 

frequencies etc. is given to the state estimators for the estimation of the state of the system. If 

there is any bad data in the measured values of the system then it will detect those bad data and 

it will eliminates those bad data from the system and use the data after the elimination.  

 The traditional methods used for the state estimation for the commonly encountered 

criteria are: 

 The maximum likelihood criterion 

 The weighted least square criterion 

And non-traditional methods like 

 Evolutionary optimization techniques like fuzzy logy, genetic algorithm, Kalman 

Filters, Particle Filters, differential evolution algorithms. 

1.5.1 Maximum Likelihood Estimation 

 In this type of estimation, measurement errors are assumed to have known PDF 

(probability distribution function) with unknown parameters. So the joint PDF can be written 

for the whole system parameters in terms of the unknown parameters. This function can be 

mentioned as likelihood function and they will attain their maximum value when then unknown 

parameters are very close to their real values [3]. Here it is assumed that errors are in the form 

of Gaussian distribution and the problem of the maximum likelihood criterion can be solve 

with parameters like mean μ and variance σ. The normal probability density function for a 

random variable z is defined as [3]: 

       𝑓(𝑥) =
1

√2𝜋𝜎
𝑒

−1

2
{

𝑥−𝜇

𝜎
}
             (1.1) 

Where σ: standard deviation of z 

 μ: mean of z 

 z: random variable 
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After all the new probability distribution function may become as: 

     𝛷(𝑥) =
1

√2𝜋
𝑒

−𝑦2

2                                                        (1.2) 

For the maximum likelihood formula can be written as 

     [𝐺(𝑥𝑘)∆𝑥𝑘+1 = 𝐻𝑇(𝑥𝑘)𝑅−1[𝑧 − ℎ(𝑥𝑘)]                                      (1.3) 

Where G(x): gain matrix, which is sparse matrix, positive definite and symmetrical provided 

that the system is observable. 

 H(x) = 
𝜕ℎ(𝑥)

𝜕𝑥
  

 R = diag {σ12, σ2
2, …, σm

2} 

1.5.2 Weighted Least Square Estimation Algorithm 

 Weighted Least Square algorithm includes iterative solution for the normal equation 

given by the equation 3. Iterative solution for the WLS state estimation can be outlined as 

shown below: 

I. Set iteration index count k=0 and start the iteration. 

II. Initialize the state vectors xk, it should typically start as a flat start. 

III. Gain matrix G(xk) should be calculated. 

IV. Calculate tk = H(xk)T R-1 (z – h(xk)). 

V. Break down G(xk) and solve for the Δxk. 

VI.  Convergence testing, max | Δ xk | ≤ ϵ ? 

VII. If it is not so then update xk+1 = xk + Δxk , k =k + 1 , and to step number III, and if it is 

so then stop the program there. 

Gain matrix is developed from the Jacobian measurement H and from the error covariance 

matrix R. Matrix R is supposed to be a diagonal matrix which has diagonal elements full of 

measurement variance. Gain matrix G can be written as: 

       𝐺(𝑥𝑘) = 𝐻𝑇𝑅−1𝐻              (1.4) 

Properties of the gain matrix can be described as follow: 

I. It is numerically and structurally symmetric. 

II. It is a sparse matrix, but lesser than the matrix H. 
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III. It is non-negative and definite matrix. It can be said that because all the value of the 

Eigen-values are non-negative. It is fully observable matrix. 

Gain matric can be rewrite as  

                𝐺 =  ∑ 𝐻𝑖
𝑇𝑅𝑖𝑖

−1𝐻𝑖
𝑚
𝑖=1               (1.5) 

1.5.3 Kalman Filter 

 Kalman filtering technique is one the most used technique for the state estimation of 

the linear system. It is widely used for the stet estimation of the system because it is very 

simple, optimal, unbiased and easy to implement. So the Kalman filter is also recognized as 

Best Linear Unbiased Estimator or the BLUE filter [14].  

 The Kalman filter is a good algorithm which is used to make the optimal use of general 

data and it also works on the system which is linear with Gaussian errors. It continuously update 

the state of the system precisely in linear system.  

 The state dynamic model for the Kalman filter can be defined as follow [16]: 

              𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝜔𝑘−1                         (1.6) 

 The measurement model for the Kalman filter can be defined as follows: 

     𝑦𝑘 =  𝐻𝑥𝑘 +  𝑣𝑘                                                       (1.7) 

Where, 

     𝑝(𝜔𝑘) ~ 𝑁(0, 𝑄)                                                      (1.8) 

     𝑝(𝑣𝑘) ~ 𝑁(0, 𝑅)                                                       (1.9) 

𝑥𝑘 is the state vector with the dimension p at time k.  

A has dimension of  p × p and it is state transition matrix, which associated with the state of 

process at times k and k - 1. 

𝜔𝑘 is the noise which is introduced in system due to system process and it almost supposed to 

be Gaussian in nature. 

Q is the covariance of the process noise matrix with the dimension p × p. 

yk is measurement vector with the dimension m. 
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H has m × p dimension. 

vk measurement noise generally in Gaussian form. 

R is the covariance matrix for the measurement noise whose dimension is m × p. 

1.5.3.1 Estimation Technique for the Kalman Filter 

 To get the current state estimation of the system through the help of the Kalman filter 

previous and current measurement of the system is needed. The algorithm for the Kalman filter 

can be very well explained by the figure 1.5 [15]. 

 

Figure: 1.5 Algorithm for the Kalman Filter [15]. 

 Consider prior state estimation at every step k will be �̂�k-1, and measurement yk is given 

by the posterior estimate at step k and it can be given by �̂�k. Priori and posteriori state estimation 

errors can be written as [16]: 

     𝑒𝑘
− =  𝑥𝑘 −  �̂�𝑘

−                                                       (1.10) 

     𝑒𝑘 =  𝑥𝑘 − �̂�𝑘                                                        (1.11) 
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 Error covariance can be given as follow: 

     𝑃𝑘
− = 𝐸 [𝑒𝑘

−𝑒𝑘
−𝑇]                                                     (1.12) 

     𝑃𝑘 = 𝐸 [𝑒𝑘𝑒𝑘
𝑇]                                                       (1.13) 

 Pk is the error covariance matrix which gives the measure of the accuracy of the 

estimation. A weighted difference between the measurement predictions 𝐻�̂�𝑘 and the 

measurements yk. 

        �̂� =  �̂�𝑘
− + 𝐾 (𝑦𝑘 − 𝐻�̂�𝑘

−)                                               (1.14) 

 Where  

 (𝑦𝑘 − 𝐻�̂�𝑘
−) is measurement innovation or the residual, which is the difference between 

predicted and actual measurement. Both actual and predicted measurement will be same if the 

residual is same. 

 In equation 1.14, matric K is also known as Kalman Gain or the blending factor of the system 

which is useful to reduce the posterior error covariance in the system. The Kalman Gain can 

be given by the equation [16]. 

    𝐾𝑘 =  𝑃𝑘
−𝐻𝑇 (𝐻𝑃𝑘

−𝐻𝑇 + 𝑅)−1                                            (1.15) 

 The Kalman filter get the state estimation of the system in the given time and also get 

the noisy measurement as a feedback. So here it can be said that it works as a feedback control. 

The equation used in Kalman filter can be divided in two parts, one is time update equation 

and another one is measurement equation.  

1.5.3.2 Prediction and updation of the State in Kalman Filter 

 Prediction for the Kalman filter start from the guessing of the initial mean x0 and P0. 

The prediction step equation can be written as [17]: 

     �̂�𝑘 = 𝐴�̂�𝑘−1                                                             (1.16) 

     𝑃𝑘
−  = 𝐴𝑃𝑘−1𝐴𝑇 + 𝑄                                               (1.17) 

 Measurement of the output matrix yk is obtained from the predicted measurement 

available. Kalman filter state updation equation can be given by 14 and 15.Improved estimate 

is the given by the covariance matrix and it can be written as: 
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         𝑃𝑘 = (1 −  𝐾𝑘𝐻) 𝑃𝑘
−                                                      (1.18) 

1.5.3.3 Problems with Kalman Filter [18] 

 Kalman filter does not hold the assumption made in all the situations. 

 In Kalman filter, most assumptions are based on the Gaussian errors only. 

 Before going for Kalman filter we should know the variance and mean of the noise for 

all time instant. 

 We should know the process noise covariance because Kalman filter works on the 

design parameter such as process noise, so if these parameters are unknown then it is 

hard to complete successful operation of the Kalman Filter. 

  It is better for the linear state estimation. It will not work efficiently with the non-

linearity into the system. 

1.6 Scope of  The Study 

 In this thesis, mainly the problem of the state estimation of the particle filter is solved 

by using particle filter. For the monitoring purpose of the power system, PMU which is a digital 

measurement device which is used for the measurement of the voltage and current phasors and 

angle difference between two buses, can be done in the observability under PMU. Bu using the 

measurement of the PMU, state estimation process carried out on the measurements. Here it 

should be noted that, power system is highly non-linear in nature. So it is hard to estimate the 

state of the system by using conventional methods like weighted least square method, 

maximum likelihood process, Kalman Filter etc. So to overcome this problem, particle filter 

should be implemented in the system or the state estimation purpose of the power system. By 

using particle filter there are some problems which might be faced during the implementation. 

These problems are degeneracy of the particles and impoverishment of the samples. These 

problem can be reduced by using the resampling. As a resampling algorithm, sequential 

importance resampling algorithm can be used to reduce the problem of the degeneracy and 

impoverishment of the samples. As the result, by using particle filter state estimation of the 

power system can be done easily and results of this state estimation with PF has been discussed 

in the chapter of results and discussion. Algorithm of the particle filters and algorithms for the 

resampling method sequential importance resampling has been discussed in the chapter of the 

research methodology. 
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1.7 Objectives of the Study 

 The main objective of this thesis is to develop algorithm for the advanced power system 

state estimation with the help of the PMU measurements. The topics here covered in this thesis 

are as follows: 

1. Development of the algorithm for the particle filter for the state estimation of the power 

system. Power system is highly non-linear in nature. So, it is complicated when system 

is big and lots of buses are connected to the system. The system monitoring and control 

will be hard. So by using particle filter as the end of the result state estimation of the 

power system will be carried out. 

2. Development of the algorithm for the resampling process of the particle filter. It is a 

part of the particle filter to reduce the degeneracy of the particle and impoverishment 

of the particles. As the end of the result by implementing this algorithm in the particle 

filter the problem of degeneracy and sample impoverishment. 

3. Resampling algorithm is Sequential Importance resampling algorithm. By using this 

algorithm problem discussed in point two can be reduced. By choosing proper weight 

of the particles and by updating it at each iteration problem of the degeneracy and 

samples impoverishment can be reduced. 

4. Comparison of two techniques Extended Kalman Filter and Particle Filter for the state 

estimation will be done and by comparing results which method is the best that can be 

concluded. 
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CHAPTER 2 LITERATURE SURVEY 

Katsuji Uosaki, et al. [19] Now a days particle filter is broadly used for the state estimation 

of the highly nonlinear systems. Basically, particle filters are used to estimate posterior 

probability distribution function of the state variable on the basis of the previous observations. 

This approximation is done with the help of importance sampling method. Anyway, resampling 

process has been introduced to overcome the problem of degeneracy phenomena while using 

importance sampling which deteriorates the performance of filtering process. In this paper, the 

author has suggested using a new strategy on the basis of Gaussian sum filter. This Gaussian 

sum filter combines the idea of Gaussian mixture approximation of the posterior distribution 

and evolution on the basis of the particle filter. In this method selection process which is used 

in evolution, strategy is used into the resampling process of the particle filter. In evolution 

strategy, author has discussed that method generate an initial population of parent vectors 

randomly from the feasible outcome in each dimension and then it will modify them with the 

help of selection processes and perturbation such as mutation which depend on upon the fitness 

of the structure of any individual. Because of this type of system, it can be used with any type 

of system like non-Gaussian noise cases or nonlinear systems. With the help of other evolution 

techniques operation and with help of good choice of designing parameters will have the 

potential to make good filter performance.  

Kianoush Emami, et al. [20] In this paper, the author has described how particle filter is 

powerful over Kalman filters. Author has explained that power system dynamic is nonlinear in 

nature and linearization is not a feasible solution of the power system. Unscented Kalman Filter 

(UKF) has some drawbacks which can be overcome by using particle filters. They are as listed 

below, 

1. With the help of UKF, it is not possible to get a true approximation as a small set of 

sigma points in UKF. 

2. UKF cannot work properly with nearly singular covariance. 

3. If there is not a good estimation of covariance of noise then Cholesky factorization will 

not be completed because of uncorrelated received data. 

4. UKF can only be applied to the systems which have Gaussian noise and unimodal 

distribution. 

In this paper, the author has described the algorithm for the particle filter. The most important 

step in the particle filter is the resampling step. Systematic resampling is very good and 
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favorable because of it is less complex and easy in computational complexity. If resampling 

cannot be done then the weight of the most effective particle will become one and weight of 

the other particles will become zero which will tend to the breakdown of the particle filter.  

Yinan Cui, et al. [21] In this paper, the author has explained dynamic state estimation with the 

help of particle filter method in the multi-machine system. Dynamic state estimation based on 

Particle filter might be improved by manipulating data from the PMUs when data is available 

at the higher sampling frequency. In this paper, the author has used particle filter to dynamically 

estimate the synchronous generator state in a multi-machine with the consideration of the 

excitation system and prime mover control system. Author has used IEEE 14 bus system to 

estimate following things with the help of particle filters are  

1. Sub transient dynamics model of generator 

2. Turbine and governor model used for steam and hydro 

3. Excitation units 

Author has compared results of the particle filter and unscented Kalman filter. And it is found 

that with the help of particle filter the estimation is much more perfect than the unscented 

Kalman filter. 

CHEN Huanyuan, et al. [22] In this paper, the author has described new particle filter for the 

dynamic state estimation of the power system. Here in this paper author has compared the state 

estimation results of the power system of the new particle filter with the Extended Kalman 

Filter (EKF) and Unscented Kalman Filter (UKF). With the help of the particle, filter authors 

have shown that one can obtain more nearest approximate results to the true state. As a new 

particle filter, the author has used a combination of Kalman filter and particle filter which is 

called as Mixed Kalman particle filter. The problem with the only use of EKF is, the load on 

the system is highly non-linear and when use EKF is in the system then EKF ignores the second 

and higher order equations from the system which is a big compromise with the accuracy. Even 

same type of problem arises when UKF is used in the system, because of the lack of linearism 

to non-linear state equations. 

Piotr Kozierski, et al. [23] In this paper, the author has discussed comparison result between 

particle filter and Kalman filter. The particle filter is used for very high nonlinear and complex 

system. In this paper, the author has described the algorithm for the bootstrap filter (Particle 

filter). It is basically one of the Sequential Importance sampling algorithms which are very easy 

to implement. For the weights of particles, the author has used the weighted least square method 
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for the weighing of the particles. Author has introduced one other method that id particle filter 

alone cannot give satisfactory results than multi PDF particle filter can be introduced to the 

system in which more than one particle filter algorithms are working parallel and after taking 

an average of that, it gives results which will reduce the error from the system. 

Petar M. dhurrie, et al. [24] In this paper, it is explained that the man task of particle filtering 

is to estimate the state of x from the observation of y by sequential signal processing. The 

algorithms which follow the distributions very precisely those are called optimal algorithm. 

But, in some cases, these algorithms do not follow the same and it will be practically impossible 

to implement. The problem is caused because distributions updates need to be integrated which 

cannot be performed analytically and summation which is not possible due to large terms for 

the summation. The main problem, for the estimation through it, is that the random measures 

which are discrete in form degenerate quickly. In other words, all the generated particle expect 

some particles has very negligible weights. This may affect the performance of the particle 

filter and it will deteriorate the performance of the particle filter.  To reduce the degeneracy, 

importance filter can be used for resampling. Resampling scheme with importance sampling 

will eliminate particles with small weight and replicates the particles with large weights. 

Safoan M. O. Alhalali, at al. [25] In this paper, the author has used particle filter for the 

estimation of the distribution system. State estimation is a systematic process for the processing 

of pseudo and real measurement in order to estimate the bus voltage and power angles. Author 

has described the WLS method is not sufficient, especially when renewable source are 

interconnected to the grid. Dynamic state estimation is methods have been introduced to 

estimate severe power fluctuation caused by the large load variation and power fluctuation in 

power generation. In this paper, the author has used extended Kalman filter and particle filter 

for the state estimation of the system and compared them. Author has modeled distribution 

system measurement equation and which author has further used as the particle filter equations. 

Sequential importance sampling is performed sequentially at time t such that modifications can 

be done to the previously estimated states and can be updated for the further use. Author has 

used IEEE-34 bus system for the estimation through both of the estimation techniques which 

are Extended Kalman Filter and Particle Filter. At last when the author has compared the both 

the results then obviously results of the particle filter is better than the Extended Kalman Filter. 

Haomiao Zhou, et al. [26] In this paper, the author has described different types of particle 

filters. Particle filter consists three important operations which are a generation of new 
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particles, particle weights computation, and resampling of particles. There are different 

methods for the resampling process which includes systematic resampling process, residual 

resampling, multi-nominal resampling, stratified resampling and so on which helps to deal with 

the degeneracy problems. It has been proven that the weights can increase over a time only. 

After some iteration, all weights will be close to zero or zero, this is called the degeneracy 

problem. To eliminate this thing, the particle should be resampled regularly such that particles 

with the small weights will be eliminated and new particles with the higher weights will be 

updated.   

Lisa Turner, et al. [27] In this paper, the author has explained different types of filters like 

Kalman Filter, Unscented Kalman Filter, and Extended Kalman Filter etc. Author has also 

explained the importance sampling process for the particle filter. The basic principle of the 

particle filter is to update particles sequentially using importance sampling techniques. 

Degeneracy in the particle filter can be minimized by the proper use of the importance function 

and by including it into the resampling step in the Sequential importance sampling algorithm. 

In this process, each and every particle is picked with a probability proportional to the weight 

associated with it.   

David Salmond, et al. [28] The particle filter is viewed as a direct mechanism of the Bayesian 

filter. To update the samples in the measurement of any vector then a weight must be calculated 

for each and every particle. This weights are calculated by likelihood process and then these 

weights are normalized to so they some to unity. Then these particles will be resampled 

according to their normalized weights to produce new particle samples. The impoverishment 

of the particles is the result of the sampling with the discrete form rather than continuous form. 

Osea Zebua, Et al. [29] In power system, voltage instability is a major issue. In some cases, 

voltage instability leads to the blackout of the power system. The problem discussed in this 

paper is how to estimate voltage stability by using particle filter. Reactive power losses in the 

transmission line will increase with the increase in the load connected to it. If reactive power 

is not inadequate amount then it will cause the voltage to start decrease until to its critical value. 

If the load is increased more than that value then voltage starts to become unstable. Author has 

used two bus system as a test system and assumed that both generators are capable of supplying 

any amount of reactive power with any change of the load. Author has explained particle filter 

algorithm step by step. In first step particles should be drawn and updated. In second step 

computation should be done based on likelihood process and weights should be normalized 
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based on the value of the weights. In the third step, resampling should be done. Here the author 

has introduced a Gaussian error which is also called as noise into the system which is added to 

each parameter. Here, it has been said that if the difference between actual voltage and critical 

voltage is used to analyze the voltage stability. At last author has shown different results for 

the different value of particles like 100, 1000, 10000 particles. 

Wei Cai, et al. [30] In Monte Carlo method, entire trajectory of this process will be divided 

into many short trajectories or paths. Most of the paths of the Monte Carlo method starts from 

the bottom of the base of the energy and returns from the same base. In this lecture several 

steps of the Monte Carlo method has been discussed. Author has also explained the flow chart 

of the importance sampling method. 

Ning Zhou, et al. [31] When power system is moving from the traditional grid to smart grid at 

this time the estimation of the dynamic states will not be easier. And it will be more important 

where fast and system wide control is necessary. Firstly for the state estimation of the system 

Supervisory Control and Data Acquisition (SCADA) system was in use which helps to the 

system to be sampled once on every 2 to 4seconds. So it can be said that in this system sampling 

rate of the system is too low to expose the dynamics caused by electromagnetic interference in 

power system. More that thia even SCADA system is not synchronized with the grid properly 

so most of the controller uses local states to achieve controlling. So PMU has been invented 

for the state estimation of the dynamic state of the system. PMU samples the system at the rate 

of 30 to 60 samples per seconds.so the accuracy of the system will increase. Particle Filter is a 

general approach for the dynamic state estimation of the system. It is also applicable for the 

Gaussian and non-Gaussian nonlinear models. In this paper author has discussed the state 

estimation of the state of the synchronous machine with the extended particle filter which 

consists particle filter and Extended Kalman Filter. Author has used the simulation data 

generated by the fourth order model defined by the system. And the sampling rate of the 

simulation is taken at the 1000 samples/seconds. 

N. M. Manousakis, et al. [32]  Now a days, PMU is used worldwide in the field of the power 

system stability, monitoring, controlling, voltage security, power system protection, to protect 

the system from outages and many more applications are being used for the PMU. To full fill 

all this purposes, we install PMU at buses in the sub-stations, but the main problem encountered 

is the placement of the PMU in the system such that whole system becomes observable and we 

get the data from the various buses to monitor the system for all mentioned applications. If the 
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placement of the PMU is not done properly then the system will not be full observable and it 

may cause difficulty to full fill above mentioned applications. As PMUs are very costly so 

optimal placement of the PMU should be done so we can reduce the number of PMUs used in 

the system and we can make the whole system observable in minimum number of the PMUs. 

There are various method to solve optimal placement problems i.e. mathematical 

programming, heuristic and Meta heuristic optimization methods. In this paper author has also 

explained four basic rules for optimal placement of any PMU in the system. 

R. F. Nuqui, et al. [33] In this paper, placement of PMU based on the incomplete observability 

has been described. For the optimal placement of the PMU, power system should be converted 

into spanning tree, this is the method to check the optimal placement of the PMU into the 

system. Author has described that with the depth of the observability, different impacts can be 

seen on the placement of the PMU in the system. In this paper, authors has used simulated 

annealing method to solve the problem of optimal placement of the PMU based on the 

incomplete observability. Authors has ignored the communication constraints while 

transferring data from PMU to RTU and used a tree search method to determine the number of 

the PMUs in the system. In second method recognizes the constraints by imposing the limited. 

K. Joseph. Makasa, et al. [34] In this paper, new methods for voltage stability based on the 

load index estimation from the optimally located PMUs have been explained. In this paper 

authors have carried out voltage stability load bus index by using recurrent neural network 

which is known is ENS (Echo State Network). Here voltage stability indexes can be got from 

the measurements of the PMUs which are voltage and current phasors in addition with the 

phase angles. The minimum numbers of the PMUs that makes the whole system observable 

will be placed in the system from the optimal placement of PMU method and then other 

remaining buses measurements can be calculated from the measurement attained from the 

PMU and transmission line reactance. 

Pankaj Tripathi, et al. [35]  PMU measures the parameters from the system and it transmit 

those data to RTU, control center. This transmitted data may contain the bad data, which should 

be eliminated before processing. To eliminate this bad data, different state estimation 

techniques can be used which will filter out the bad data from the useful data. In this paper, as 

a state estimation method weighted least square method has been introduced. When there is 

bad data present in the system, then the estimated error will be large because of the sum of the 
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square. The best state estimation can be achieved by the weighted least square method, that can 

be seen from the results i.e. accuracy in the state estimation. 

James A. Momoh, et al. [36] For planning and operational engineers, security and stability of 

the power system is the utmost important. Monitoring and controlling of the power system will 

hard when the load demand on the system increases and when interconnection of grid increases. 

In this paper, how to handle challenges of maintaining the stability for online application has 

been described. In this paper, author has used shunt and series compensators to control the 

violations in the system to improve the voltage stability of the system. 

Allan J. Wood [37]  In this book, author has explained most probably three methodsa for state 

estimation 

I. The maximum likelihood criterion, where the objective of the system is to maximize 

the probability to estimate the state of the variables. 

II. The weighted least square method, where objective will be minimized the sum of the 

square of the objective which is to be estimated from the actual measurement, z. 

III. The minimum variance criterion, where  the objective will be minimized the dum of the 

square of the derivatives of the system parameters which is to be estimated from the 

true state variables 

M. Sanjeev Arulampalam, et al. [38] In this paper, author has described Bayesian theorem 

for both linear and nonlinear system. For nonlinear system in this paper they mostly concentrate 

on the particle filter. Here in this paper, authors have explained the generic form of the particle 

filter like SIR, RPF, and ASIR with the help of importance sampling process. As per authors, 

for linear Gaussian system no algorithm is better than the Kalman filters. The same results can 

be derived from the least square method but for this method, mean and covariance for the 

system should be known. In suboptimum Bayesian filter, three filters can be described: 

Extended Kalman Filter, Approximate Grid Based Methods and Particle Filter. EKF has good 

performance as it work with the nonlinearities of the system. As a conclusion of the paper, 

authors has said that particle filters approximates the density of the system state by the number 

of the particles available for the estimation. 

Dan Simon [39] Kalman filter is most widely used in the state estimation purpose a sit is very 

easy to implement so it attract the engineers to use it in the linear system for the state estimation 

purpose. It is also used for the embedded system and control system. In order to use Kalman 

filter in to the system, noise from the system should be eliminated. To requirement for the 
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Kalman filter. First is, average value of the state estimation should be equal to the average 

value of the actual state value. It means filter should not be biased in any way. Seconds is, state 

estimate should be varied a little form its actual state. It is not as we want the average value of 

the state estimation should be equal to the average value of the actual state. For the perfect 

operation of the Kalman filter, some assumption should be made i.e. average value of process 

noise and system should be zero. Authors has explained the algorithm for the Kalman Filter. 

Jitender Kumar, et al. [40]  In this paper, author has explained the state estimation problem 

solved by the full weighted least square method. Authors have used IEEE 6 and IEEE 9 bus 

system for the comparison the results. Full weighted least square method is a nonlinear in nature 

and it is first order equation. Natural approaches for the calculation and state estimation of the 

system parameters will see PMU as a burden on the system for the measurement purpose. In 

conventional methods, we have different equations for the calculation of current, voltage and 

power flowing in the line. In this paper, author tried to correlate the conventional method and 

full weighted least square method with the PMU for the state estimation and as a result full 

weighed least method with the PMU is much more efficient than the normal conventional 

method for the state estimation. 

Ranjana Sodhi, et al. [41] normally, state estimations programs run at every 3 to 5 minutes 

interval in the modern energy management program.  But with the new technology state 

estimations program runs at every 20 to 50 milliseconds.  PMU installed at the substations, say 

a few substations, from where measurement can be fetched and further it will be feed to 

SCADA to improve the state estimation of the measured parameters. Author has used the least 

square method for the state estimate the system parameters. Here author has used phasor 

measurement for making initial guess for the weighted least square method based state 

estimator. Preliminary state estimator has been used to generate initial guess. Including the 

phasor measurements into the system with the conventional method improved the accuracy of 

the state estimator. 

Piotr Kozierski, et al. [42] In this paper, author has explained state estimation of the power 

system based on the particle filter. If there is any error in the measured value then they must be 

one of the following 

 The measured value don’t change with the time, say it stuck at some point. 

 Measured value of the parameter is of opposite sign. 

 Measure value of the specific parameter is biased with the constant value. 
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 The measurement of the parameters always shows reading as 0. 

When particle filter is integrated with the anti-zero bias, then it gives good performance then 

the EKF. If it assumed that some errors are still in the measurement which are small and while 

detecting bad data from the system it stayed unnoticeable then in such type of cases particle 

filter has better advantages. 

Thomas B. Schon [43] The main idea of the particle filter is based on the approximation of 

the filtering density function as a weighted set of samples. Particle filters are based on the 

random numbers where we need to introduce the concept of the importance sampling in the 

system. In this document, author has explained various sampling method such as importance 

sampling, perfect sampling, and systematic sampling process. All this sampling are used for 

the resampling process because  while the first sampling degeneracy of the sampling produced 

in the particles which should be removed and that’s the reason resampling process is done again 

to reduce that degeneracy effect on the particles. 
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Chapter: 3 Research Methodology 

3.1 Background of particle filter 

 Particle filter started using in the early 1940s for the work with Metropolis. Norbert 

Wiener intimated that there is something like particle filtering in early 1940 [44]. But from 

1980, particle filters started using as a computation solutions. And even now to solve many 

computational problems particle filters have started been using. Particle filters are known to 

solve those problems which can’t be solved by the conventional Kalman filter. Particle filter is 

also known by so many other name such as Sequential Importance Sampling, Bootstrap Filter, 

Interacting Particle approximation, Condensation Algorithm, Sequential Monte Carlo Filter. 

Particle filter is based on probability. Extended Kalman Filter (EKF) is most widely used filter 

for the state estimation of the nonlinear system. But there is some problem with the use of this 

filter and that problem is that it cannot be tuned very well and it does not give the reliable 

estimate if the nonlinearities of the system are severe [20]. Unscented Kalman Filter (UKF) 

has significance improvement over the EKF. Though, UKF also gives approximation of the 

state estimation. 

3.2 Bayesian State Estimator 

 Bayesian State estimator is based on the Bayes’ theorem. Nonlinear system can be 

described by the following equation [16]: 

                                                           𝑥𝑘+1 =  𝑓𝑘(𝑥𝑘, 𝑤𝑘)                                                    (3.1) 

                                                              𝑦𝑘 =  ℎ𝑘(𝑥𝑘, 𝑣𝑘)                                                     (3.2) 

Where, 

xk : State to be estimated 

k  : Time index 

wk: Process noise  

vk : Measurement noise induced due to measuring instruments 

yk : Measurements 

At k=1, the first measurement for the state estimation will be measured, so it can be used as the 

initial condition of the state estimator with the PDF of x0 and it can be given as: 

                                                          𝑝(𝑥0) = 𝑝 (𝑥0|𝑌0)                                                   (3.3) 

Where, 

Y0 : the set of no measurement 
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 Consider there are two variables x and y. these variables are independent statically. 

𝑝(𝑥, 𝑦) = 𝑝(𝑦, 𝑥), is called joint commutative probability, which is based on the Bayes 

theorem [15]. 

                                                 𝑝(𝑥|𝑦)𝑝(𝑦) = 𝑝(𝑦|𝑥)𝑝(𝑥)                                               (3.4) 

                                                       𝑝(𝑥|𝑦) =  
𝑝(𝑦|𝑥)𝑝(𝑥)

𝑝(𝑦)
                                                    (3.5) 

If y represents the usable measurement in the system state and x represents the current system 

state, then it can be said that [18] 

 𝑝(𝑥) is the PDF of the system state which is independent of the measurements. This 

function is called prior of x. 

  𝑝(𝑦) is the PDF of the system measurement, which is called evidence which is 

normally derived as the form of normalize factor. 

 𝑝(𝑥|𝑦) is PDF of the state of the system with the given ready measurement, which is 

called posterior of the system. 

 𝑝(𝑦|𝑥) is likelihood condition for the system which says the given model is right. 

In Bayesian theory for the state estimation, stochastic variable named to those variables which 

are unknown. The equation given in 3.5 can also be written as: 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 =  
(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑)(𝑝𝑟𝑖𝑜𝑟)

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 

3.3 Particle Filters (PF) 

 Particle filter is a part of the Bayesian filter. Particle filters were discovered to 

implement Bayesian filter numerically. It works on the basic principle of the sequential Monte 

Carlo method which is used to solve the recursive Bayesian problems. In the starting of the 

state estimation of the system, random particles of number N generated for the initial PDF 

𝑝(𝑥0). The particles generated in time steps will be propagated to next time step by using 

following equation, [16] 

                                    𝑥𝑘,𝑖
− =  𝑓𝑘−1(𝑥𝑘−1

+ , 𝑤𝑘−1
𝑖 )    (𝑖 = 1, … , 𝑁)                                     (3.6) 

Where, 

 𝑤𝑘−1
𝑖  : On the base of the known PDF of randomly generated noise vector 

 These particles can be propagated mainly by using two techniques: Importance sampling and 

resampling. When the number of particles increases used in the state estimation more accurate 

result of the estimation can be obtained and posterior density function of the system can be 
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more accurate. But with the increase in number of particles, more complexity will increase with 

the computation. So, the number of particles are limited up to certain limits [38]. The particle 

filter algorithm is also applicable for the state estimation where non- Gaussian errors noise is 

included into the measurement. 

 After measuring the measurements of the system, relative likelihood of the each 

particles 𝑥𝑘,𝑖
−  will be computed and pdf for the system 𝑝(𝑦𝑘|𝑥𝑘,𝑖

− ) will be evaluated. Suppose 

for the system measurement equation can be given by the 𝑦𝑘 = ℎ(𝑥𝑘) + 𝑣𝑘  , 𝑣𝑘~ 𝑁(0, 𝑅) then 

likelihood qi will be equal to the specific measurement y* and for given 𝑥𝑘 is equal to the 

particle 𝑥𝑘,𝑖
−  and it can be written as: 

𝑞𝑖 = 𝑃[(𝑦𝑘 = 𝑦∗)|(𝑥𝑘 = 𝑥𝑘,𝑖
− )] 

                                                       = 𝑃[𝑣𝑘 =  𝑦∗ − ℎ(𝑥𝑘,𝑖
− )]    

                                                      ~ 
1

(2𝜋)
𝑚
2 |𝑅|

1
2

exp (
−[𝑦∗−ℎ(𝑥𝑘,𝑖

− )]
𝑇

𝑅−1[𝑦∗−ℎ(𝑥𝑘,𝑖
− )]

2
)                 (3.7)    

Normalized relative likelihood for the particle filter can be obtained by the following equation: 

                                                                 𝑞𝑖 =
𝑞𝑖

∑ 𝑞𝑗
𝑁
𝑗=1

                                                           (3.8) 

This is to ensure that, the sum of all the likelihood should be one.  

3.4 Algorithm for Particle Filter[16] 

1) Equation for the system and measurement can be given as below: 

𝑥𝑘+1 =  𝑓𝑘(𝑥𝑘, 𝑤𝑘) 

   𝑦𝑘 = ℎ𝑘(𝑥𝑘, 𝑣𝑘) 

𝑤𝑘 and 𝑣𝑘 are independent process white noise with the known PDF of the system.  

2) Suppose that the initial state of the system PDF 𝑝(𝑥0) is known. N random particles 

will be generated on the basis of the PDF. These particles can be denoted by the 

𝑥0,𝑖
+   (𝑖 = 1, … , 𝑁). N is chosen by the user for the accuracy for more accuracy of the 

state estimation, the value of N should be chosen high. But with the more value of N, 

complexity in computation will be increased. 

3) For k=1, 2, . . . , do the following steps 

a) From the known process equation and from the known PDF of the process noise, 

execute time propagation step to find a priori particles 𝑥𝑘,𝑖
− . 

𝑥𝑘,𝑖
− = 𝑓𝑘−1(𝑥𝑘−1

+ , 𝑤𝑘−1
𝑖 )       (𝑖 = 1, . . . , 𝑁) 

Where, 
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 𝑤𝑘−1
𝑖  is a noise vector which is randomly generated based on the 

known PDF. 

b) Compute the likelihood qi for the each particle 𝑥𝑘,𝑖
−  for the measurement yk.  

c) Find the normalization of the likelihood obtained from the previous step, can 

be written as follows: 

𝑞𝑖 =
𝑞𝑖

∑ 𝑞𝑗
𝑁
𝑗=1

 

It will make the sum of the all likelihood to one. 

d) It’s a resampling step. Here posterior particles 𝑥𝑘,𝑖
+  on the basis of the 

likelihood 𝑞𝑖. 

3.5 Flow chart for particle filtering 

 

Figure: 3.1 Flow chart of Particle Filter [46] 



28 
 

3.6 Sequential Importance Sampling (SIS) 

 Property of the distribution by the generating samples from the different distribution 

can be estimated by using Importance Sampling. Principle of the particle filter can be described 

as follows: suppose a probability density function is 𝑝(𝑥) from which it is hard to draw 

samples. So here another density function 𝜋(𝑥) will be considered which is easy to evaluate, 

on the condition of 𝑝(𝑥) ∝ 𝜋(𝑥). The samples of number N are drawn based on another density 

function 𝑞(𝑥). This another density function 𝑞(𝑥) is called importance density. This function 

is used to express the weights of the function in recursive form. The weights associated with 

the function can be given as [48]: 

                                                                 𝑤𝑖 ∝
𝑝(𝑥𝑖)

𝑞(𝑥𝑖)
                                                             (3.9) 

Where, 

 𝑞(𝑥𝑖) : PDF at 𝑥𝑖 

                                                   𝑝(𝑥) ≈ ∑ 𝑤𝑖𝛿𝑁
𝑖=1 (𝑥 − 𝑥𝑖)                                              (3.10) 

 At the each iteration of the system, samples 𝑥0:𝑘
𝑖  are available and in the next step it 

will be evaluated. The updated weights are given by, 

                                                             𝑤𝑘
𝑖 ∝

𝑝(𝑥0:𝑘
𝑖 |𝑦1:𝑘)

𝑞(𝑥0:𝑘|𝑦1:𝑘)
                                                     (3.11) 

                                  𝑞(𝑥0:𝑘|𝑦1:𝑘) = 𝑞(𝑥𝑘|𝑥0:𝑘−1, 𝑦1:𝑘)𝑞(𝑥0:𝑘−1|𝑦1:𝑘−1)                         (3.12) 

 Posterior density can be calculated as following equation: 

                                      𝑝(𝑥0:𝑘|𝑦1:𝑘) =
𝑝(𝑦𝑘|𝑥0:𝑘, 𝑦1:𝑘−1)𝑝(𝑥0:𝑘|𝑦1:𝑘−1)

𝑝(𝑦𝑘|𝑦1:𝑘−1)
                              (3.13) 

                                                           =
𝑝(𝑦𝑘|𝑥𝑘)𝑝(𝑥𝑘|𝑥𝑘−1)

𝑝(𝑦𝑘|𝑦1:𝑘−1)
× 𝑝(𝑥0:𝑘−1|𝑦1:𝑘−1)                 (3.14) 

                                                          ∝ 𝑝(𝑦𝑘|𝑥𝑘)𝑝(𝑥𝑘|𝑥𝑘−1)𝑝(𝑥0:𝑘−1|𝑦1:𝑘−1)                 (3.15) 

 Weight can be updated by below equation: 

                                                    𝑤𝑘
𝑖 ∝

𝑝(𝑦𝑘|𝑥𝑖
𝑘

)𝑝(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 )𝑝(𝑥0:𝑘−1
𝑖 |𝑦1:𝑘−1)

𝑞(𝑥𝑘
𝑖

|𝑥0:𝑘−1
𝑖 , 𝑦1:𝑘)𝑞(𝑥0:𝑘−1)𝑖|𝑦1:𝑘−1)

                          (3.16)    

                                                         = 𝑤𝑘−1
𝑖

𝑝(𝑦𝑘|𝑥𝑘
𝑖

)𝑝(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 )

𝑞(𝑥𝑘
𝑖 |𝑥0:𝑘−1

𝑖 ,𝑦1:𝑘)
                                         (3.17) 

 One assumption to be while calculating the weights of the particles. This assumption is 

as below:  

                                             𝑞(𝑥𝑘|𝑥0:𝑘−1, 𝑦1:𝑘) = 𝑞(𝑥𝑘|𝑥𝑘−1, 𝑦𝑘)                                    (3.18) 

 So the weights of the particle will be: 
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                                                 𝑤𝑖 ∝ 𝑤𝑘−1
𝑖

𝑝(𝑦𝑘|𝑥𝑘
𝑖

)𝑝(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 )

𝑞(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 ,𝑦𝑘)
                                           (3.19) 

 The chosen importance density plays an important role in obtaining best results from 

the particle filter. The importance density should be chosen in such a way that it could minimize 

the noise variance. Algorithm for the sequential Importance Sampling is explained in below 

[14]. 

Table: 3.1 Algorithm for the Sequential Importance Sampling [14] 

1. Initialization Suppose there are N random samples in the system {𝒙𝒌−𝟏
𝒊 ∶ 𝒊 − 𝟏, . . . , 𝑵} 

 

Here below equation can be written on the basis of the conditional 

probability density function: 

𝒑(𝒙𝒌−𝟏|𝒚𝟏:𝒌−𝟏) 

2. Prediction Propagate N values 

 

{𝑣𝑘−1
𝑖 : 𝑖 = 1, . . . , 𝑁} 

 

from the process noise density function 𝑣𝑘−1, new generated sample 

points will be {𝑥𝑘|𝑘−1
𝑖 ∶ 𝑖 =  1, . . . , 𝑁} using 𝑥𝑘|𝑘−1

𝑖 = 𝑓(𝑥𝑘−1
𝑖 , 𝑣𝑘−1

𝑖 ) 

3. Update  With the measurement 𝑦𝑘 allot each weight of the function 𝑥𝑘|𝑘−1
𝑖 . 

 

Equation for the weight calculation is as below: 

𝑤𝑘
𝑖 =

𝑝(𝑦𝑘|𝑥𝑘|𝑘−1
𝑖 )

∑ 𝑝(𝑦𝑘|𝑥𝑘|𝑘−1
𝑖 )𝑁

𝑡=1

 

 

The posterior density function can be given as follows: 

𝑝(𝑥𝑘|𝑦𝑘) = ∑ 𝑤𝑘
𝑖

𝑁

𝑖=1
𝛿(𝑥𝑘|𝑥𝑘|𝑘−1

𝑖 ) 

 

 Problem arises while implementing the sequential importance sampling for the state 

estimation which is explained in below section. 

3.7 Degeneracy in Importance Sampling Process 

 The main problem arises while implementing sequential importance sampling in the 

particle filter is the degeneracy problem. Degeneracy problem is where few of the particles 
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have significant weight and rest of the particles have very small weights. Because of this, with 

the time, state estimation of the probability distribution becomes very poor and updated 

solution of the particles becomes trivial. The degeneracy has relation with the variance and it 

is measured with the effective sample size Neff [49]. 

                                                          𝑁𝑒𝑓𝑓 =
𝑁

1+𝑉𝑎𝑟(𝑤𝑘
𝑖 )

                                                       (3.20) 

 Degeneracy in the particles can be measured very well by estimating the effective 

sample size. 

                                                             𝑁𝑒𝑓𝑓 =
1

∑ (𝑤𝑘
𝑖 )2𝑁

𝑖=1

                                                     (3.21) 

Where,   

 𝑤𝑘
𝑖  : Weight of the sample 

A severe degeneracy occurs when the 𝑁𝑒𝑓𝑓 will be less than N. This problem can be solved 

by using goof importance density and resampling process. 

3.7.1 Choice of better Importance density 

 Importance density of the particles should be chosen in that manner where the variance 

of the particles are minimized, it will reduce the degeneracy problem. When importance density 

and transition density becomes equal at that time variance becomes zero. 

                                            𝑞(𝑥𝑘|𝑥0:𝑘−1
𝑖 , 𝑧0:𝑘) = 𝑝(𝑥𝑘|𝑥𝑘−1

𝑖 , 𝑦𝑘)                                      (3.22) 

                                                         𝑤𝑘
𝑖 ∝ 𝑤𝑘−1

𝑖 𝑝(𝑦𝑘|𝑥𝑘
𝑖 )                                                  (3.23) 

3.7.2 Resampling 

 One of the best way to reduce the degeneracy is to resample the signal. In the process 

of the resampling, a new set of the particles drawn from the discrete approximation provided 

by the weighted particles as follows [49]: 

                                                     𝑝(𝑥𝑘|𝑧1:𝑘) ≈ ∑ 𝑤𝑘
𝑖 𝛿

𝑥𝑘
𝑖

𝑁
𝑖=1                                               (3.24) 

 When effective sample size 𝑁𝑒𝑓𝑓 reduced then some value of the threshold then 

resampling process will be applicable in the system. Resampling method is carried out with the 

replacement of the particles. So, in this method, particles whose weights are large it will be 

drawn to be multiple times and particles whose weights are small, those particles will not be 
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going to be drawn at all. Here one thing should be noted down that the weights of the all new 

particles will be equal to 1/ N. Thus, here it can be said that, the resampling process can easily 

rid of problem of degeneracy. But this process will introduce a new problem which is called as 

Sample Impoverishment. This problem is introduced in the system because diversity of the 

particles are going to be decreased after the resampling process and this is due to large weights 

particles are going to be drawn multiple time and particles with the small weights are not going 

to be drawn at all [27].  

 This create a negative impact on the system. Whenever sample impoverishment and 

degeneracy introduces in the system due to sampling process at that time this can be reduced 

by using resampling process. The main work area of the resampling process is to wipe out the 

particles whose weights are small and it will choose the particles with the higher weights. The 

main function of the resampling step is to generate new samples by sampling multiple time say 

at every iteration. There are number of methods for the resampling and one of them is explained 

below. 

3.8 Sequential Importance Resampling Algorithm (SIR) 

 The Sequential Importance Resampling Algorithm (SIR) is different than the 

Sequential Importance Sampling Algorithm (SIS). SIR algorithm is first time introduce by the 

reference [47]. Resampling shows practical and theoretical benefits [50]. 

 Sequential Importance Resampling algorithm is a one of the version of the Sequential 

Importance Sampling where proposal distribution 𝑞(𝑥𝑘|𝑥𝑘−1
𝑖 , 𝑧𝑘) is taken as a state transition 

𝑝(𝑥𝑘|𝑥𝑘−1
𝑖 ) and the resampling process will be applied to each and every iteration. So, 

particles’ update equation is reduced as follows [47]: 

                                                          𝑥𝑘
𝑖  ~ 𝑝(𝑥𝑘|𝑥𝑘−1

𝑖 )                                                       (3.25) 

                                                            𝑤𝑘
𝑖  ∝  𝑝(𝑧𝑘|𝑥𝑘

𝑖 )                                                      (3.26) 

 The particles will be updated at each step of the iteration of the resampling step. It 

should be noted that the term 𝑤𝑘−1
𝑖  will be removed in the equation 3.26 used for the weight 

update. It is because, after resampling at time k-1, the all weights at 𝑤𝑘−1
𝑖 will become equal to 

1/N.  

 Advantage of the sequential importance resampling is that it is very easy to implement. 

It resamples at every iterations so samples impoverishment will be reduces. Though this 

algorithm has some disadvantages too. It mentioned as follows: Here state of the particles will 

be updated directly without taking account consideration of the observation information.  
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3.8.1 Algorithm of the Sequential Importance Resampling (SIR) 

Table: 3.2 Algorithm for the Sequential Importance Resampling [27] 

Initialize: At time t=0 

1. For i=1, . . . ,N 

(I) Sample 𝑥0
(𝑖)

~𝑝(𝑥0) 

(II) Assign weights �̃�0
(𝑖)

= 𝑝(𝑦0|𝑥0
(𝑖)

) 

2. For i= 1, . . . , N 

(I) Weight normalization 𝑤0
(𝑖)

=  
�̃�0

(𝑖)

∑ �̃�0
(𝑗)𝑁

𝑗=1

 

Iterate: For t in 1 to T 

1. For i=1, . . ., N 

(I) Resample the term {𝑥𝑡−1
(𝑡)

} by the resampling from {𝑥𝑡−1
(𝑡)

}
𝑡=1

𝑁

 with 

probabilities {𝑤𝑡−1
(𝑡)

}
𝑡=1

𝑁

 

(II) Set {𝑥𝑡−1
(𝑡)

, 𝑤𝑡−1
(𝑖)

}
𝑡=1

𝑁

←  {�̃�𝑡−1
(𝑡)

,
1

𝑁
}

𝑡=1

𝑁

 

(III) Weight propagation �̃�𝑡
(𝑖)

=
𝑝(𝑦𝑡|𝑥𝑡

(𝑖)
)𝑝(𝑥𝑡

(𝑖)
)

𝜋(𝑥𝑡
(𝑖)

|𝑥0:𝑡−1
(𝑖)

,𝑦0:𝑡)
 

2. For i= 1, . . ., N 

(I) Weight normalization 𝑤𝑡
(𝑖)

=
�̃�𝑡

(𝑖)

∑ �̃�𝑡
(𝑖)𝑁

𝑗=1

 

 

3.9 Expected Outcome 

 State estimation in the power system is the most important part of the system to control 

and monitor the system for the future faults, load demand, future state of the system etc. Power 

system id highly nonlinear in terms to estimate it. So it is impossible to estimate it with the 

conventional methods like weighted least square method, likelihood algorithm etc. as they are 

better with the linear system. After completion of the thesis, state estimation of the highly 

nonlinear system can be done. Future state of the system can be known by using the particle 

filter algorithm as it works nicely with the nonlinear system very well. Measurements taken 

from the PMU and it will be further send to the state estimators where particle filter algorithm 

will be used for the estimation of the state of the system.
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CHAPTER 4: EXTENDED KALMAN FILTER 

4.1 Introduction 

Linear filters are used to estimate the liner system and almost all the systems are nonlinear in 

this world. So as the result linear filter will not work nonlinear system. So ultimately to estimate 

the nonlinear system, approach.h should be nonlinear state estimators. When all the parameters 

are propagated for probability distribution, the optimal solution of the nonlinear system can be 

achieved. But problem arises when system is nonlinear, finite number of parameters are not 

sufficient to explain the PDF. State and measurement equation can be given by below equation 

for nonlinear system: 

                                                   𝑥𝑘 = 𝑓(𝑥𝑘−1) + 𝑤𝑘−1(𝑘)                                                  (4.1) 

                                                            𝑦𝑘 = ℎ(𝑥𝑘) + 𝑣𝑘                                                      (4.2) 

Where, 

𝑓 and ℎ: state function and measurement function 

𝜔 and 𝑣: state and measurement noise  

This noises are assumed to be based on Gaussian distribution. Initial mean and covariance for 

the filter which is estimated would be 𝑥0 and 𝑃0.  

4.2 Extended Kalman Filter  

To estimate the nonlinear system, Extended Kalman Filter (EKF) has been used. EKF 

is nonlinear type of the Kalman Filter. Extended Kalman Filter is nothing but the linearization 

of the nonlinear system. Linearization of the nonlinear system is around the former state 

starting with the initial estimation. Linearization procedure is going to be done while deriving 

the filter equation and it can be done by using the new reference state trajectory which uses 

Taylor series expansion. When the measurement models and state must be different then only 

Jacobian can be obtained which has first order partial derivative. 

Kalman filter holds the same values for the prediction and update steps. However, in 

the predict phase, Jacobian is evaluated at each and every iteration. These states are used to 

linearize the nonlinear equation of the system PDF (Probability Density Function) in the 

Kalman Filter. 
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4.2.1 Prediction  

 The prediction phases are measured at best estimate �̂�𝑘−1 as in the case of the Kalman 

Filter.  Considering a linear Taylor approximation of 𝑓 at the point �̂�𝑘−1 and that of ℎ at the 

point �̂�𝑘
− and ignoring the higher order terms before the first derivative, 

                                                             𝐹𝑘−1 =
𝜕𝑓

𝜕𝑥
|

�̂�𝑘−1

                                                         (4.3) 

                                                                𝐻𝑘 =
𝜕ℎ

𝜕𝑥
|

�̂�𝑘

                                                            (4.4) 

Where, 

𝐹𝑘−1 and 𝐻𝑘 : Jacobian Matrix 

These Jacobian matrices are useful for the Kalman Filter equation. 

                                                    �̂�𝑘
− = 𝑓(�̂�𝑘−1)                                                                  (4.5) 

                                                   𝑃𝑘
− = 𝐹𝑘−1𝑃𝑘−1𝐹𝑘−1

𝑇 + 𝑄𝑘−1                                            (4.6) 

4.2.2 Update the Prediction 

 Updation of the state in the Extended Kalman Filter is same as the Kalman Filter 

Technique. Kalman gain is calculated from the predicted measurement noise covariance and 

covariance. The equation used for the updation of the state for the new states can be given by 

the following: 

                                                   �̂�𝑘 =  �̂�𝑘
− + 𝐾𝑘(�̂�𝑘 − 𝐻�̂�𝑘

−)                                                (4.7) 

                                                   𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
−                                                            (4.8) 

The gain of the Kalman Filter ca be given by, 

                                                𝐾𝑘 = 𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘

−𝐻𝑇 + 𝑅)−1                                            (4.11) 

The last term (𝐻𝑃𝑘
−𝐻𝑇 + 𝑅) is dedicated to the innovation or the covariance of the residual. 

4.2.3 Algorithm of the Extended Kalman Filter [53] 

Table 4.1: Algorithm of the Extended Kalman Filter 

1 The equation for the system are given by below equation. This equation shows the 

trajectory of nominal system. 
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     �̇� = 𝒇(𝒙, 𝒖, 𝒘, 𝒕) 

𝒚 = 𝒉(𝒙, 𝒗, 𝒕) 

𝒗 ~ (𝟎, 𝑹) 

𝒘 ~ (𝟎, 𝑸) 

Where, 

𝒖(𝒕) : process noise  

𝒗(𝒕) : measurement noise 

This nominal trajectory is given by the following equation which is ahead of the 

time, 

�̇�𝟎 = 𝒇(𝒙𝟎, 𝒖𝟎, 𝟎, 𝒕) 

𝒚𝟎 = 𝒉(𝒙𝟎, 𝟎, 𝒕) 

2 To evaluate nominal trajectory values, compute partial derivatives as following: 

𝐶 =
𝜕ℎ

𝜕𝑥
|

�̂�
 

𝐿 =
𝜕𝑓

𝜕𝑤
|

�̂�
 

𝑀 =
𝜕ℎ

𝜕𝑣
|

�̂�
 

𝐴 =
𝜕𝑓

𝜕𝑥
|

�̂�
 

3 Compute the following matrix, 

   �̃� = 𝑀𝑅𝑀𝑇 

�̃� = 𝐿𝑄𝐿𝑇 

4 Difference between the true value of the variable and nominal measurement of the 

variable, so need to define ∆𝑦, 

∆𝑦 = 𝑦 − 𝑦0 

5 Following equation of the Kalman Filter should be executed  

∆�̂�(0) = 𝐸[𝑥(0)] 

�̂� = 𝑓(�̂�, 𝑢, 𝑤0, 𝑡) + 𝐾[𝑦 − ℎ(�̂�, 𝑣0, 𝑡)] 

𝑃(0) = 𝐸 [(𝑥(0) − �̂�(0))(𝑥(0) − �̂�(0))
𝑇

] 

𝐾 = 𝑃𝐶𝑇�̃�−1 

�̇� = 𝐴𝑃 + 𝑃𝐴𝑇 + �̃� − 𝑃𝐶𝑇�̃�−1𝐶𝑃 

6 Estimation of the state can be given as follows: 
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�̂� = 𝑥0 + ∆�̂� 

4.2.4 Advantages and Disadvantages 

 The EKF cannot be applied to the system where modelling of the system processes are 

not done accurately. When system processes are not modelled accurately then performance of 

the filter is affected, it diverges and lead to suboptimal performance of the system. When the 

nonlinearity of the system model is high then problem arises while calculating the posterior 

mean and covariance of the system. The performance related issues and more disadvantages of 

the EKF has been explained in the reference [52] 
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CHAPTER 5: RESULTS & DISCUSSION 

 Here for the state estimation of the system, data is used for the 5 Bus practical system. 

The data is taken from the [51]. This data measurement is for one hour and in this data in one 

second PMU has measured data from the all buses 30 times.  

 Here, state estimation using particle filter has been done using the MATLAB. And data 

from the reference [51] has been load to the MATLAB. Here we have used only bus 1 voltage 

data for the state estimation of the system. 

 In next step, we assumed if measured data is linear so we have added some Gaussian 

error into it and after adding Gaussian error into the measured data from the PMU we get some 

voltage waveforms which has error in measurement. The graph obtained by using the 

MATLAB coding is shown in below figure 5.1. 

 From the below figure, it can be said that after adding the Gaussian errors into the 

measurement the waveforms of the voltage for the bus 1 is totally different than the voltage of 

bus 1 before adding the Gaussian error. 

 

Figure: 5.1 Voltage waveforms for Bus-1, before and after adding Gaussian Errors. 

 

Here we have tried to compare particle filter state estimation technique with the 

Extended Kalman Filter Technique. As we have discussed in the chapter 4, Extended Kalman 

Filter is also used for the non-liner system. But when the non-linearity of the system is too high 
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it starts deviating from its true estimation state and gives more error. This can be identified by 

the plotting between True state of the voltage at bus 1 and estimated state of the voltage at bus 

1 by using extended Kalman filter. This is shown in figure 5.2. 

 

Figure 5.2: Voltage estimation at bus 1, plotting between True State and Extended Kalman 

State 

 In the next step, particle filters are initialized and then perform the sampling process. 

But as discussed earlier in the previous chapter, because of the degeneracy and impoverishment 

of the samples, resampling of the particles must be done. Here, Sequential Importance 

Resampling process has been used for the resampling of the particles. Here, 200 random 

particles has been generated for the state estimation purpose of the system. After the whole 

process of the particle filter, when plots of the voltage estimation has been done, the graphs 

obtained is as shown in the Figure 5.2. Here for the plotting purpose, we have used first hundred 

measured value and we have estimated it. Because in reference [51] is hourly data and there 

are more than one lac measured value for the voltage. For the plotting purpose, it will be hard 

to check whether, proper and exact results are obtained for the state estimation of the system 

from the particles filter or not. So for the simplification and better understanding only hundred 

measured and estimated value has been plotted. 
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Figure: 5.3 Estimated voltage graphs with using particle filter for Bus-1 

Figure 5.4: Comparative plotting of the voltage at bus 1, Plotting among true state, error state, 

EKF state and Particle filter state 
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In figure 5.4, we have compared the estimated data with the error state, true state, EKF 

estimation state and particle filter state. As we know that extended Kalman Filter is not that 

much effective when non-linearity of the system is much high. So we have moved to the 

particle filter for the much exact state estimation of the variables and to reduce the error 

between estimated state and true state.  

 From the figure 5.5, it can be conclude that by using particle filter and Extended Kalman 

Filter for the state estimation, the estimated and true value are plotted. Form the figure we can 

say that, estimated values are almost similar to the true values even after adding Gaussian errors 

for particle filter but for the Extended Kalman Filter difference for the true state and estimated 

state is more. It looks like the estimated values are exact to true state value for the particle 

filtering estimation technique. But we are getting some RMS error at the end of the estimation 

which shows there is mismatch somewhere with the true value and estimated value. But by 

using particle filter, we almost got same estimated and true values, which shows it gives better 

results for the state estimation for the nonlinear system. But in case of the Extended Kalman 

Filter has not enough tendency to overcome high non-linearity and give more improved version 

of the estimation which has least error between true state and estimated state. 

 

Figure: 5.5 RMS error between true state and estimated state for Bus-1 

 From the figure 5.5, it can be said that RMS error for the particle filter is 0.27848 and 

for Extended Kalman Filter RMS error is 2.8414. This error is completely based on the random 

number. Because by using the random numbers particles are generated. So these error may 

have some minor variation every time when we run programme. 
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STATE ESTIMATION FOR BUS 2 

 

Figure 5.6: Voltage waveforms for Bus 2, before and after adding Gaussian Errors 

 

Figure 5.7: Voltage estimation at bus 2, plotting between True State and Extended Kalman 

State 
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 Figure: 5.8 Estimated voltage graphs with using particle filter for Bus-2 

 

Figure 5.9: Comparative plotting of the voltage at bus 2, Plotting among true state, error state, 

EKF state and Particle filter state 



43 
 

 

Figure: 5.10 RMS error between true state and estimated state for Bus-2 

 

STATE ESTIMATION OF THE BUS-3 

 

Figure 5.11: Voltage waveforms for Bus 3, before and after adding Gaussian Errors 
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Figure 5.12: Voltage estimation at bus 3, plotting between True State and Extended Kalman 

State 

 

Figure 5.13: Comparative plotting of the voltage at bus 3, Plotting among true state, error 

state and Particle filter state 
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Figure 5.14: Comparative plotting of the voltage at bus 3, Plotting among true state, error 

state, EKF state and Particle filter state 

 

-

 

Figure 5.15: RMS error between true state and estimated state for Bus-3 
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STATE ESTIMATION FOR THE BUS 4 

  

Figure 5.16: Voltage waveforms for Bus 4, before and after adding Gaussian Errors 

 

Figure 5.17: Voltage estimation at bus 4, plotting between True State and Extended Kalman 

State 
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Figure: 5.18 Estimated voltage graphs with using particle filter for Bus-4 

 

 

Figure 5.19: Comparative plotting of the voltage at bus 4, Plotting among true state, error 

state, EKF state and Particle filter state 
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Figure 5.20: RMS error between true state and estimated state for Bus-4 

 

STATE ESTIMATION OF THE BUS-5 

 

Figure 5.21: Voltage waveforms for Bus 5, before and after adding Gaussian Errors 
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Figure 5.22: Voltage estimation at bus 5, plotting between True State and Extended Kalman 

State 

 

Figure: 5.23 Estimated voltage graphs with using particle filter for Bus-5 
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Figure 5.24: Comparative plotting of the voltage at bus 5, Plotting among true state, error 

state, EKF state and Particle filter state 

 

 

 

Figure 5.25: RMS error between true state and estimated state for Bus-5
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CHAPTER: 6 CONCLUSION & FUTURE WORK 

6.1 Conclusion 

 Extended Kalman Filter is used for the state estimation of the non-linear system. But 

the problem of the Extended Kalman Filter is that, it cannot handle high non-linearity of the 

system and because of that the estimated output of the system variables are not that much 

precise and the error between true state and estimated state is higher than the particle filter. By 

using particle filter, as the state estimator algorithm, it will be easy to state estimate the state 

of the power system very precisely. As particle filters handles with the nonlinearities of the 

system very well, the estimation of the finale estimation will be more precise. From the results 

we can conclude that by using particle filter RMS error between estimated and true state is very 

low, which shows that estimated value is close to true value. If estimated values are near to true 

values then based on the state estimation, controlling and monitoring of the power system can 

be done effectively. Result shows the ability of the particle filter for the state estimation of the 

non-linear system.  

6.2 Future Work 

This work can be extended in the following area: 

 Bad data can be eliminated before doing the state estimation of the gathered data from 

the PMUs. 

 Hybrid type filters can be used for the state estimation purpose e.g. Nested particle 

filter, extended Kalman particle filter etc. 
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APPENDIX 

%% Particle Filter 

% Here we are estimmating the state of the voltage for bus 1 and  

% for the estimation we are using PMU data and for that 

% we are loading a file which has PMU measureed data for 5 bus 

%% 

clear all; 

close all; 

clc; 

% load data of PMU data to matlab 

data=xlsread('120103,010000000,UT,Austin,3378,Phasor.csv'); 

% loading voltage data of bus 1 

voltageData=data(:,2);  

% generate no of entries in voltageData 

n=length(voltageData); 

h=ones(1,1); 

    for i=1:n 

        o(1,i)=randn; 

    end 

variable=h*o; 

t=1:(n/1000);  

  

    for d=1:n; 

        voltage(1,d) =voltageData(d,1);   % initial state      
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    end 

     

    voltagehat = voltage;                                                

    Q = 1;                      % it is covariance of the process noise 

    R = 1;                      % it is noise covariance of measurement 

    tf = 200 ;                 % length of simulation 

    N = 200;                  % generation of particles in the particle filter number=200 

    P = 2;                      % initial estimation variance declaration 

    voltagehatPart = voltage;              % define the vectors of particles 

    j= 10*variable.*(sqrt(P)); 

     

    for i=1:n 

        voltagedata(i,1)=(voltage(1,i)) +j(1,i); 

    end 

    figure; 

    plot(t,voltagedata(1:108),'b',t,voltageData(1:108),'r'); 

    legend('Error state','True state'); 

    xlabel('Time Step'); ylabel('Voltage State'); 

  

% Particle Filter Initialization 

  

    for i = 1 : N 

    % generate random particles based on the Guassian Distribution   

    %from the initial Prior 
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        voltagepart(1,i) = voltage(1,i) + sqrt(P) * randn;                   

    end 

     

%generation of the observation based on the given function,  

%from the random particle selection 

     

    voltageArr = [voltage];                     %the actual output vector for measurement values. 

    voltageoutputArr = [voltage.^2 / 20 + sqrt(R) * randn];                    

%the actual output vector for measurement values. 

    voltagehatArr = [voltage];                % time by time output of the particle filters estimate 

    PArr = [P]; 

    voltagehatPartArr = [voltagehatPart];                % the vector of particle filter estimates. 

        % System simulation   

    for k = 1 : tf 

        for kk =1:tf 

            voltage(1,kk) = 0.5 * voltage(1,kk) + 25 * voltage(1,kk) / (1 + voltage(1,kk).^2) + 8 * 

cos(1.2*(kk-1)) + sqrt(Q) * randn; 

            y(1,kk) = voltage(1,kk).^2 / 20 + sqrt(R) * randn; 

        end  

 

        % Extended Kalman filter 

    

        for mm=1:tf 

            F(1,mm) = 0.5 + 25 * (1 - voltagehat(1,mm).^2) / (1 + voltagehat(1,mm).^2)^2; 

            P = F(1,mm)* P * F(1,mm)' + Q; 
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            H = voltagehat(1,mm) / 10; 

            K = P * H' * (H * P * H' + R).^(-1); 

            voltagehat(1,mm) = 0.5 * voltagehat(1,mm) + 25 * voltagehat(1,mm) / (1 + 

voltagehat(1,mm).^2) + 8 * cos(1.2*(k-1)); 

            voltagehat(1,mm) = voltagehat(1,mm) + K * (y(1,mm) - voltagehat(1,mm).^2 / 20); 

            P = (1 - K * H) * P; 

        end 

     

    % Particle filter 

        for i = 1 : N 

                        

            %given the prior set of particle (i.e. randomly generated locations 

            %the quail might be), run each of these particles through the state 

            %update model to make a new set of transitioned particles. 

             

            xpartminus(1,i) = 0.5 * voltagepart(1,i) + 25 * voltagepart(1,i) / (1 + 

voltagepart(1,i)^2) + 8 * cos(1.2*(k-1)) + sqrt(Q) * randn; 

            

            %with these new updated particle locations, update the observations 

            %for each of these particles. 

             

            ypart = (xpartminus(1,i)^2 / 20) + R; 

            %particles weight generation. 

            %These weights are based upon the probability of the given observation for a particle,  

for given the actual observation. 
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            %That is, if we observe a location ypart, here we have added Gaussian error  variance 

R, then the probability of seeing a given 

            %q centered at that actual measurement is  

             

            vhat(1,i) = (y(1,i) - ypart);  

            w(1,i) = (1 / sqrt(R) / sqrt(2*pi)) * exp(-vhat(1,i).^2 / 2 / R);  

        end 

         

       

    % Normalization of the prior estimation 

        wsum = sum(w);    

        for i = 1 : N 

            w(i) = w(i) / wsum; 

        end 

    % Resample 

            %this coding creates randomaly and unifomrmally generated particles sample from  

            %the CDF of the probability distribution 

            %generated by the weighted vector q.  If you sample randomly over 

            %this distribution, you will select values based upon there statistical 

            %probability, and thus, on average, pick values with the higher weights 

 % it will store this newly generated particle and it will iterate for the next iterations     

     

        for i = 1 : N 

            u = rand;   %it will give uniform distribuition between 0 and 1                                           

Wtemporarysum = 0; 
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            for j = 1 : N 

                Wtemporarysum = Wtemporarysum + w(j); 

                if Wtemporarysum >= u 

                    voltagepart(i) = xpartminus(j); 

                    break; 

                end 

            end 

        end 

         

    % The particle filter estimate is the mean of the particles. 

        voltagehatPart = mean(voltagepart); 

         

    % Plot the estimated pdf's at a specific time. 

             

            if k == 100 

  

        % Particle filter pdf 

                pdf = zeros(401,1); 

                for m = -200 : 200 

                      for i = 1 : N 

                          if (m <= voltagepart(i)) && (voltagepart(i) < m+1) 

                                pdf(m+201) = pdf(m+201) + 1; 

  

                          end 
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                      end 

                end 

  

                figure; 

                m = -200 : 200; 

                plot(m, pdf / N, 'r'); 

                hold; 

                title('Estimated pdf at k=100'); 

                disp(['min, max xpart(i) at k = 100: ', num2str(min(voltagepart)), ', ', 

num2str(max(voltagepart))]); 

                 

                % Kalman filter pdf 

                for mm=1:tf 

                    pdf = (1 / sqrt(P) / sqrt(2*pi)) .* exp(-(m - voltagehat(1,mm).^2 / 2 / P)); 

                end 

                plot(m, pdf, 'b'); 

                legend('Particle filter', 'Kalman filter'); 

            end 

         

   % Save data in arrays for later plotting 

        voltageArr = [voltageArr voltage]; 

        voltageoutputArr = [voltageoutputArr y]; 

        voltagehatArr = [voltagehatArr voltagehat]; 

        PArr = [PArr P]; 

        voltagehatPartArr = [voltagehatPartArr voltagehatPart]; 
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     end 

    t = 0 : tf; 

  

    %figure; 

    %plot(t, xArr); 

    %ylabel('true state'); 

     

    figure; 

    plot(t(1:101), voltageArr(1:101), 'b-', t(1:101), voltagehatArr(1:101:10201),'g-'); 

    set(gca,'FontSize',12); set(gcf,'Color','White');  

    xlabel('time step'); ylabel('Voltage State'); 

    legend('True state', 'EKF estimate');  

  

    figure; 

    plot(t(1:101), voltageArr(1:101), 'bs', t(1:101), voltagehatPartArr(1:101), 'k-

',t(1:101),voltagedata(1:101),'y'); 

    set(gca,'FontSize',12); set(gcf,'Color','White');  

    xlabel('Time Step'); ylabel('Voltage State'); 

    legend('True state', 'Particle filter estimate','Error state');  

     

    figure; 

    plot(t(1:101), voltageArr(1:101), 'bs', t(1:101), voltagehatPartArr(1:101), 'k-

',t(1:101),voltagedata(1:101),'y',t(1:101), voltagehatArr(1:101:10201),'g-'); 

    set(gca,'FontSize',12); set(gcf,'Color','White');  

    xlabel('Time Step'); ylabel('Voltage State'); 
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    legend('True state', 'Particle filter estimate','Error state','EKF Estimate'); 

     

    VoltagehatRMS = sqrt((norm(voltageArr - voltagehatArr))^2 / tf)/100; 

    VoltagehatPartRMS = sqrt((norm(voltageArr(1:108001) - 

voltagehatPartArr(1:108001)))^2 / tf); 

    disp(['Extended Kalman filter RMS error = ', num2str(VoltagehatRMS)]); 

    disp(['Particle filter RMS error = ', num2str(VoltagehatPartRMS)]); 
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