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ABSTRACT

There are several techniques that are used in data mining, each one having advantages but
also disadvantages. To find out which one is most appropriate for our case, when we want
to use our databases in a decision-make process we need to have information about our
data business and data mining techniques. Alternatively we can try them all and find out
which one is the best in our case. The dataset used in this research is based on mobile
environment obtained from WirelessMon software. This report is based on the findings
maximum use of mobile service. The results in this report are based on data from mobile
service related. There are various algorithms used for creating decision trees such as ID3,
CART and C4.5. Along with this we can create our own algorithm for making decision
tree which could be used for prediction and analysis. Every algorithm depends on some or
the other splitting criteria and the way how pruning is done. The goal of this research is to
look at one particular self-developed decision tree algorithm called enhanced decision
tree algorithm (EDTA) and compare its results with the existing c4.5 algorithm. The
results would be compared in the terms of accuracy that how accurate are the results
produced by both the algorithms. The tendency to build accurate decision tree will be
same for these algorithms when used with any other dataset.
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Chapter 1

INTRODUCTION

Remote resources such as computers, databases, files etc. along with people like analysts,
professionals, end users are often involved in the complex process of analysis of data.
This analysis is in an omnipresent manner and is very important for applications which
deals in finance, process control, defence and many more domains. The ability to analyse
large data amount is the demand of these applications. Decision tree a data mining
technique which are CART,ID3 and C4.5 as are scalable and fast and are for data streams

monitoring from omnipresent devices such as computers, palmtops etc.

1.1 Databases

The collection of information in such a format that a computer programme is able to
select required data entry quickly is known as databases. The information in a database is
organized in such a manner that it can be easily managed, updated and accessed.
Computer databases contain aggregations of data files or records likes, product inventors,
employee details, costume profiles and other transactions. There are various databases
approaches namely traditional databases, relational databases and an object-oriented
programming databases. Along with this distributed databases is also very common, it is
the database which can be replicated or dispersed among various points in a network. A
system that enables to access, organize and select data in a database in known as
database management system. Many database management systems types are available
from small system which run on personal computers or huge systems that run on

mainframes.

1.2 Data Warehouse

The concept of data extracted from various databases, operational systems and other

resources for use as historical snapshots for schedule reporting and ad-hoc queries is

1
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known as data warehouse. Current and historical data which is used for creating reports
for certain decision of higher management such as annual comparisons is stored in data
warehouse. Basically in computing a system designed for reporting and data analysis is
data warehouse. Basically two types of approaches are used to integrate various

heterogeneous databases namely
1. Query driven approach
2. Update driven approach.

The process of building and using data warehouse is known as data warehousing. Various
processes involved in data warehousing is data cleaning, data consolidations and data

cleaning.

1.3 Difference between Data warehouse and databases.

Both data warehouse and databases contains data and information in the form of tables
and along with this both have indexes, views, keys, joins etc. but yet data warehouse
house is different from databases. The basic difference between both of them is that data
warehouse is optimized to answer questions regarding analysis which is critical and on
the other hand data bases are optimized and designed for record keeping. Database is
application oriented whereas data warehouse is subject oriented. Other difference is
between the processing systems. Data warehouse is designed as an online analytical
processing system (OLAP) which contains read-only data which can be analysed more
efficiently. On the other hand databases are designed as online transaction processing
system (OLTP) where record of every transaction is made. Database is used for day-to-
day operations whereas data warehouse is used for long term operation and decision
support. The users for both database and data warehouse are different. Database is used
by clerks, DBA, database professionals whereas data warehouse has common users as
knowledge workers examples analysts, executive and manager. Apart from all the
differences even the size of both makes a huge difference, database has size of 100 MB
to GB. Lastly, the design of database is Entity-Relationship Diagram based and view of
data in database is flat relational whereas the design of the data warehouse is done using

star/snowflake schema and the view of data in data warehouse is multidimensional.
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1.4 Data Mining

An analytical process which is developed to examine data in form of patterns which are
consistent is known as data mining. From ages only the physical excerption of patterns
from data is going. The data collection, storage and manipulations has increased by the
accretion and prevalence computer technology. Due to the grown size as well as
complexity of datasets the direct manual analysis has amplified with indirect and
automatic processing of data. These are various methods as clustering, neural networks,
other genetic algorithms, vector support machines and decision trees which are applied to
data with aim of not hiding the patterns which are hidden. Data mining is sometimes
turns as knowledge discovery and its tools are here to predict behaviours and future
trends making proactive business and knowledge driven decisions. These sophisticated
data analysis tools used by data mining are to discover not the known, patterns and
relationships of them in large datasets. Various models as statistical and mathematical
along other machine learning methods can be involved as tools of data mining. These are
basically the algorithms which improves their performance automatically by experience

such as neural networks and decision trees.

There are basically three stages of data mining process.
1. Initial Exploration.

2. Model building and validation.

3. Final deployment.

Variety of parameter are used by data mining applications to examine the data. Hence
data mining can be performed on data which is represented on any form like quantitative,

textual or even multimedia form. These various parameters includes

1. Associations rules where connecting of event is there that is one connected with other
example the events of purchasing bread and butter.

2. Path or sequence analysis pattern where one event is leaded by another event, such as

child brother and diapers which are purchased that time.

3. Classification-In which new patterns are identified such as the coincidence made by

purchasing plastic sheet and also cello tapes.
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4. Clustering-Where various clusters are made of unknown puts to know them better such
as geographical locations and perfumes.

5. Forecasting- Which is discovering of patterns for making reasonable predictions for the

future activities such as people may buy automatic washing machines in rainy season.

1.5 Techniques of Data Mining
The three main techniques of data mining are

1. Clustering- Clustering is the process in which the objects of similar kind are grouped
together into various classes which are termed as clusters. Various customer groups are
discovered by the cluster analysis and the characteristics of each group is also analysed.
This is the common technique used for market analysis.

2. Classification- The technique involved in predicting certain outcome based on any
given input is known as classification. This approach involves certain processes of mining
which are made to discover rules which are used to define the sub processes of the
technique which bare model building and predicting. In this terms are belonged to class or

particular subset of data.

3. Association Analysis- The analysis which shows the association rules discovery giving
value conditions of attribute which are constantly occurred in a given dataset. This

analysis is very much popular in transaction data analysis and market basket.

1.6 Decision trees

There are variety of algorithms being used in classification technique. One if these is the
decision tree approach. To represent both the regression models and classifiers decision
tree in the state of predicative model is used. Decision tree basically us the hierarchal
model of decisions and their consequences. The structure of decision tree includes branch,
root node and leaf node. Attributes test is denoted on each interval node, the test outcome
is denoted by branch and class labels are shown by leaf node. The topmost node is the
root node of the tree. The tree learning is done by dividing the source into set which are
generally based on a test of attribute value. The top down approach of decision tree sets
4
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an example of greedy algorithm. Apart from this bottom-up approach is also common
these days.

Definition of decision trees can also be on the basis of combination of computational and
mathematical techniques for getting the categorisation, description and generalisation of a
given dataset.

There are mainly two types of data trees used in data mining.

1. Classification tree analysis- It is done when the class to which data depends in the

predicted outcome.

2. Regression tree analysis-It is done when a real number can be taken as the predicted

outcome example (The cost of a building)

To refer both of these procedures the term classification and regression tree CART
analysis is used. Trees used for both regression and classification are same at some
perspective but along with this they have differences too such as procedures which are

used to determine the split point.

is sex male?

is age > 9.57

I,r \ 0.73 36%
@ is sibsp > 2.57

017 61%

@ survived

0.05 2% 0.89 2%

Figure 1.1 Example of decision tree
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Many decision tree algorithms are as follows:

e ID3 Algorithm — The beginning of the algorithm is done by simply setting the root
node to the original set. Basically the strategy of this algorithm is selecting the
attribute with highest information gain and consider that attribute for split. The
probability of occurrence is related to the information amount which is
collaborated with the attribute value. After the selection of attribute the entropy is
measured which is basically the amount of information. The uncertainty amount
and randomness of an attribute is measured using entropy. If all the data belongs

to same class then the entropy will be zero.

e (C4.5 Algorithm — C4.5 is basically the ID3 algorithm’s extension. It creates tree
of any depth. The decision tree made by c4.5 is the result of recursively data
partitioning of data present in the dataset. C4.5 uses depth first strategy for its
decision. This algorithm takes into account all the tests which are feasible for
splitting the dataset and out of them it selects the one that gives most suitable
information gain. C4.5 considers both discrete and continuous attributes. One test
with all the number of outcomes of distinct values is examined for discrete
attributes and binary test is considered with distinct value of attributes for
continuous attribute. The training data which belongs to the node is being sorted
for continuous attribute for gathering the entropy gain efficiently for the binary
tests. C4.5 performs post-pruning that is after the tree creation it goes back again
through the tree for removing extra branches which are not useful by replacing

them with leaf node.

e CART — It is a decision tree technique which is non-parametric and produces
either regression trees or classification trees. If the dependent variable is numeric
then regression tree is produced and if the dependent variable is categorical then
classification tree is produced. The collection of rules which are based on
variables of dataset are used to create the decision tree. The best split is selected
by the rules based on value variables. After this the node is split into two which is
further continued to all the child nodes. When no further gain is detected by
CART then the splitting ends.
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e CHAID - CHAID algorithm only uses nominal data. Along with this it also uses
ordinal categorical data. If the predicates are continuous then for using them in
this algorithm they are first converted to ordinal categorical data. Splitting
attribute is selected by comparing the p-value which is adjusted with an associated
variable. Multi-way splits are used by this algorithm. This algorithm is based on
bonferroni testing. Along with prediction and classification CHAID can also be
used for detecting the amount of interaction between the variables. The major
advantage of this algorithm is that its output is easy to interpret and is highly able

to visualise.

e MARS - In this algorithm flexible models are made using piecewise linear
regression. This algorithm is based on the concept of spline knot, which is where
one model of local regression is given to other model and there the point of
intersection of spline is created. The search of knots are generalised using basis
functions, these functions are basically the set of various functions used to present
the information laying in various variables. This model creates the basis functions
in pairs. Firstly the tree is over-fitted and then it is pruned for the solution which is

optimal. An upper limit is described on the maximum number of basis functions.

1.7 Pruning in Decision Trees

Pruning is a technique used for reducing the size of the tree by removing those tree
sections which do not provide any useful information for classifying the instances. By the
process of pruning the complexity by which the accuracy of the prediction is increased.
Pruning can be done by two types basically top down pruning and bottom up pruning. In
top down pruning the nodes will be traversed starting from the top that is from the root

itself, and in the bottom up pruning the traversing is started from the child node.
There are two forms of pruning used for error and cost of the tree.

e Reduced error pruning — this form of pruning is the simple pruning. In this type of
pruning replacement of each node is done by its immediate upper class. If after
doing so there is no change in the accuracy of the prediction then the change is

kept. This type of pruning is good for speed and simplicity.

7
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e Cost complexity pruning — A tree series is generated from Do.. . Dm Where Dy is
the root and Do is the initial tree. In this the creation of tree is done by removing
the sub trees and replace it with the chosen value leaf, which is done by any
algorithm. From the tree series the best tree is selected by calculating the accuracy

by the training data set and with the help of cross-validation.

There are two types in which the tree pruning can be done

e Pre-pruning — In this type of pruning the tree is pruned while it is building. It

looks for the unwanted nodes and remove them while building of tree only.

e Post-pruning — In this type of pruning first the tree is constructed and then the tree
is traversed again for pruning. It is more beneficial as it gives the liberty to the

tree to classify the dataset and then remove the unwanted nodes.
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Chapter 2

REVIEW OF LITERATURE

Qiang Yang et al (2007): Qiang Yang have discovered an unique algorithm that suggest
actions which changes customers undesired status to a desired status such as from
attractors to loyal. They have achieved this by maximizing the net profit which is
expected and this is their main objective function that is the expected net profit. The main
purpose for designing the algorithm was that certain technique which were applied to
various problems of industry such as customer relationship management requires human
experts for post processing the manually generated knowledge. And many of the post
processing technigue do not suggests actions directly which would lead to profit inverse
rather these are limited to production of visualization results and interesting ranking. The
approach used in this integrator decision making and data mining tightly by developing
the decision making problems directly on top of results of data mining in the post
processing step. They have conducted the factual tests on both UCI benchmark data and a
realistic insurance application. As the data set used by them in form UCI. The final

objective of their algorithm in research is to maximize the profit while reducing the cost.

[1]

Mingquan Ye et al (2013): In this paper an innovative multi-level rough set model
(MLRs) which is based on attribute value taxonomies and a program of full sub tree
generalization is presented. The researchers have compared the results of MLRs with that
of the Pawlak's rough set model. Along with this another different concept of cut
reduction which is based on MLRs is introduced. According to researchers a cut reduction
has the ability to reduce the multi-level decision table which is more abstract, the
reduction is done with the classification ability which is same on the decision table which
is raw. The main focus of the researchers is to enhance the simple-level Pawlak's rough
data set model on a concept of multi-level rough set model(MLRs).The cut reduction in
MLRs evaluation has n-hard problem and for computing the cur reduction a CRTDR

algorithm is presented. The experimented results of the research proved the powerfulness
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of the methods proposed by the researchers. Further they have researched on the
extension of the proposed model for discovering multi-level decision rules and how other

rough sets can be extended in association with attribute value taxonomies. [2]

Gilad Katz et al (2014): Gilad Katz have developed a method named confDtree
(confidence-based decision tree) which can be used for the three drawbacks of decision
tress. According to the researchers there are these problems which effects decision trees
which are performance reduction while dealing with the small training set; criteria of
decision tree is very solid and exact; and that a single uncharacteristic attribute sometimes
results in derailing of the process of classification. ConfDtree is a post processing method
which has the liberty to classify the instances outliers of decision tress in a better way.
The researcher stated that the predictive performance of decision trees is increasing
steadily and powerfully. The average improvement calculated for minor, in equal or
multi-level class dataset is from 5% tom 9%.When reported in the performance of AUC.
For making the method able to select appropriate algorithm for particular dataset along
with maintaining the gained benefits which are introduced by using confidence intervals,
it is important that the method has the facility to integrate with every algorithm of
decision tree. There are mainly two drawbacks of the proposed algorithm: firstly the
algorithm makes a small increase in the computer that cost used for classification of new
instance and secondly the reduction of the comprehensibility of the model is done by also.

[3]

Jasna Soldic-Aleksic et al (2012): Jasna Soldic-Aleksic have provided the results of the
application which is a combination of two models of data mining namely Kohonen Self-
Organizing map (SOM) and CHAID. The result provided was for the problem of
clustering in the marketing sphere. Kohonen SOM model was used by the researcher for
visualizing and making clusters of market data. Further the researcher used the results for
the analysis using the CHAID algorithm. The combination of two models was used
because according to the researcher CHAID model is an efficient interpreter of visuals for
the cluster results depicted by SOM. This two phase technique can be used in studying

various aspects of markets, as open survey of market will help to get the output according

10
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to customer needs because customer needs can be studied easily by using this approach of
two different models which are combined together. [4]

Ji Dan et al (2010): Ji Dan have developed an incorporated algorithm of data mining
named as CA. This algorithm improves the initial methods of C4.5 and LURE. The
algorithm uses the principle component analysis (PLA), parallel processing and grid
partition to get reduction of feature and scale for data sets which are large. The
researchers have developed this algorithm for maize seed breeding and their experimental
result proves that original methods are not that better as their approach. For this research
they have assembled large amount of agricultural information data which is used for vast
territory and diversity of crop resources. Due to agricultural distinctiveness such as crop
resources complexity, consequences among thickness, climate, fertilize thickness and lack
of useful tools researches used only small quantity of data. The main objective of their
research is to help people in order to analyse and collect useful information for seed
breeding .And according to them data mining development to agriculture is a new
research point. [5]

Minas A. Karaolis et al (2010): Minas A.Karaolis developed a system in data-mining
which was used for the judgement of risk factors which related to the events of heart,
aimed in reducing the coronary heart disk factors. Coronary Heart Disease nowadays is
one of the main cause of death in many countries. The researchers used 528 cases which
they assembled from the pathos district which is in cypress. They used the C4.5 algorithm
of decision tree for the events by using five criteria of splitting. The necessary risk factors
which were collected from the analysis were for MI for PCI (Percutaneous coronary
intervention) and for CABG (coronary artery bypass graft) surgery. The right
classifications percentages got were 66% for MI model, 75%for PCI model and 75% for
CARB model. By their paper the researcher stated that for diagnosis of high and low risk
factors, data mining techniques could be used. [6]

11
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Hillol Kargupta et al (2001): Hillol Kargupta presented a new Fourier analysis based
technique is presented on this paper. This technique is used to enhance the connection
between the mobile network and decision trees. In this paper the researcher found that the
numeric functional representation of the function as decision trees has many advantages
in Fourier basis. They observed that the representation of the function is easy to compile
and is more profitable. According to the paper the approach described by the authors
provides a new angle to look and understand about decision tree which is totally opposite
from that of the original decision tree presentation which was used in various soft wares
of data mining. The main purpose for this research was to develop an approach which
could be used in various small screen mobile devices. They named this approach as touch
screen and ticker-based approach and found that touch screen approach can be used in
touch screen devices. The researchers approach can be used in touch screen devices. The
researchers now are further working on the ticker approach to mine precision financial
data online. This can be considered as the future scope for this research and further work

can be easily done on this approach. [7]

Duong Van Hieu et al (2014): In this paper Doung Van Hieu used decision tree
techniques to predict behaviour of various facebook users by analysing the factors like
internet, their age, gender, income education and other personal details. The main aim of
this research was to calculate the amount of time which the users will spend on facebook
in next year as compared to the time spent this year, and another was to calculate the
impact level of facebook on users in next year as compared the impact of current year.
The researcher concluded that people of age greater than 39 years will spend same time as
are spending now, the people of age between 20 to 39 years will spend more time on
facebook and the people of age less than 20years and they do not use facebook on mobile
devices will spend less time. Along with this he concluded that the men with higher
education higher impact level whereas the men with lower education will have same
impact level and the female who have do not have child under 18 will get more impact
level. For this research the data was collected by pew research centre. There was no new
technique proposed rather the researcher used the existing technigue WEKAJ48 classifier,
which is generally an implementation of C4.5 algorithm. By this technique researchers
got a decision tree having 74.79% accuracy. [8]

12
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Chapter 3

PRESENT WORK

Present work is mainly targeted on a proposed technology which is typically based on the
algorithms of data mining are used for decision trees induction which is an algorithm of
classification approach

3.1 Problem Formulation
The proposed technology is very well suited for various reasons

1. Enhanced decision tree algorithm which will work on large scale high
dimensional dataset- there is a problem of data mining in the classification of
large datasets. There is no such algorithm stated that performs well in this
problem. An algorithm can be made with certain split selection methods involved
from the literature which includes algorithms like C4.5.

2. Enhancement in the efficiency of decision tree construction- various techniques
are proposed which can help in the improvement of decision tree construction.

3. Analysis between the computation times- the computation time can be reduced by
making alterations in the number of node and leaves. Lesser the no of nodes lesser
will be the computation time of the algorithm.

4. Reducing present error rate- the errors rates produced by a predictive model can

be reduced by the algorithms. Basically error rate is one minus accuracy.

3.2 Scope

This proposed technology will help the mobile service providers to analyse the amount of
services present at any location and will tell that which services are more used by users.
This will include all the services which are generally provided by the mobile networks
and with this they will get to know that which service has less frequency at which
location. By this analysis the service providers will be able to have required services at all
various possible locations. The proposed technology will use an enhanced algorithm of
decision trees which is an algorithm of classification approach and will perform a

predictive analysis to analyse the services at various locations. This algorithm will predict
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that which service is used more. The prediction is done on various stations like airport,
store, movie, restaurant, station. This analyses is done to predict that where the users are
using more services and what kind of services are more wanted in these locations. The
results for this can also be provided by other algorithms but the results by EDTA are
probably more accurate, this is proved by the comparison of this algorithm with another

one.
3.3 Objectives of the study

The main objectives for the research focuses on the analysis of data in mobile

environment with the help of decision tree technique are as follows

1. To propose an idea of complex activities which study the continuously changing
behaviour patterns of mobile users. The idea will predict more accurate results
when compared to other algorithms.

2. To analyse different activities which may exhibit dependencies that affect user
behaviours.

3. To propose new methods for analysis of the services and predict results.

4. To analyse users activities which will help service providers to provide high

quality of services to user at right place and right time.

3.4 Research Methodology

Research methodology is the organized way to solve a research problem. It is a
conceptual way which tells that how the research is done by the researcher. When we
talk about research methodology, the logic behind the methods we use in our research
study and also the reason why we are using this method and why we are not using others
is discussed. Quantitative research methodology is used in our research to get good

results.

The methodology of the research is easy to understand using a flow chat. Therefore a

proper flow chart of our research methodology is provided
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Start

Collect
dataset

No

Import the data set in data
analyser tool

Over-fittedUnder-fitted

Define class variables

v

Use data mining decision tree algonthm,
calculate nodes and generate split points

Knowledge?

Rejected

Figure 3.1 Flow chart of research methodology
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The basic strategy defined in this flow chart is as follows:

e Start with the collection of data set, which is collected by the software named as
WirelessMon.

e The data set will include the attributes as strength, Authentication Type,
Threshold and Frequency etc. of the mobile network.

e Check whether the data is numeric or not as the splitting of data in nodes will
correspond to this only. If the data is not numeric then go back and collect the
data set again but if the data is numeric then move further.

e Import dataset to the data analyser tool.

e Check whether the data is over-fitted/under-fitted. If the data is over-
fitted/under-fitted then go back to the collect of dataset else move further.

o Define class variable. Then generate the tree based on that class variable by using
a tree generation algorithm by specifying the number of nodes and children.

¢ Calculate the computation time, error rate and correctly classified instances of the
C4.5 tree making algorithm.

e Now use the same dataset with EDTA to create a decision tree for prediction and
calculate the computation time, error rate, correctly and incorrectly classified
instances.

¢ Finally, computing both the results of the existing algorithm and the proposed
technique (EDTA).

The proposed technology will use an enhanced algorithm of decision trees which is an
algorithm of classification approach and will perform a predictive analysis to analyse the
services at various locations. EDTA constructs many number of decision trees. This
algorithm works for both categorical feature such as gender and continuous feature such
as income. In decision path the categorical feature is chosen for once whereas the
continuous feature can be chosen for more than once. As soon as the node is empty that is
there is no attribute left to split then the tree constructions stops over there and even if the

tree depth is exceeded by some defined limit the tree stops further construction.
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The platform used for development of the algorithm is used as NetBeans. The dataset
collected for this research is done by the software known as WirelessMon and the output
of the research is taken in the tool known as WEKA. This research will compare the

results with other algorithm.
Below is the brief description of the tools used in this research:-

e NetBeans — NetBeans is a platform used for software development. There are
some modular software components set, these components are known as modules.
This software allows the development of the applications from modules. Third
party developers can extend the NetBeans based applications including the
applications of NetBeans IDE. It is basically used for java applications
development but along with this other languages like PHP, HTML and C/C++ are
also supported. It runs on maximum all the operating system platforms which
have a compatible java virtual machine. The NetBeans version used in this
research is NetBeans IDE 8.0.2.

File Edit View Navigate Source Refactor Run Debug Profile Team Tools Window Help

PEESHE o  JFTH DB G

Projects # | Files | Services | a|[ strtroge [y manjava u][E edtajova u[[S cisjava w
B-& weka
[ fg Source Packages
(-1 Libraries
@Nemea“smf Leam & Discover My NetBeans Whats New Show On Startup [f]
|
e - JEES
Recent Projects sl
Add support for other languages and technologies by installing plugins from the
<o recent project> NetBeans Update Center,
toString - Navigator % =]
Output % =
<No View Available >

Fig 3.2 NetBeans
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e WirelessMon — WirelessMon is used for collecting the dataset for this research. It
is a software tool developed by Pass Mark software. It basically helps in locating
the interference sources of the network. It creates maps of signal strength of a
particular area and wireless antenna is located which is used to check the coverage
and range of Wi-Fi and signal levels of the connect Wi-Fi network and other
networks which are in range. WirelessMon is also used for measuring speed,
throughput and available data rates of the network. It runs on all windows
operating system both for 32 bits and 64 bits and needs compatible 802.11wireless

adaptor. The WirelessMon version used in this research is WirelessMon 3.0.

& WirelessMon Professional ’ l=[@] % |
———— - PassMark WirelessMon
File Configuration Help 3
e ?
HT0%%, WirelessiVion
Select Network Card [ |ntel(R) version 3.0 v] LFleIoad CardsJ
&
g . 1 Channel Use
£ SSID nikul
= | E——
& S 28
—.~ MACAddress 00 25 5¢ :
8 | 4
§ Strength  -17 dBm g_
—  Speed(Mbis) 54 |  —
< | 9
§ Auth Type  Open -
s - < . g -
5 Frag Thieshold N/& . i oo ]
& | g A 14
; oTHE
£ [0 Theehod h0 § PASSMARK SOFTWARE '
o Frequency 2412 MK www, passmark.com Channel Use [B/G) v
§ Status &  SSID ddr.. Network T... Infrastruct.. Firs ©
T | @notava. |- L-apynight 201U Eassark[TM) Sotware 23 A[OFDMS) Infrastuct. 09—
. Not Ava... . - = e 3... A[OFDMS]  Infrastuct.. 09
@ Notéva.. i Frofessional Edition 3. A(DFDMS) Infrastuct.. 09
. Not Ava... r = 6 a.. A[OFDMS)  Infrastruct.. 09
User: Black Rid
@ Nothva.. SEln HARE IR 20.. G(OFDM24) Infrastruct.. 09
'NotAvam e - al0.. G(OFDM24) Infrastruct.. 03
" Mt Aus ielesshion Y3 T Buld U 2N RIOENMIN  Infracket NG
4 — | »

56 access points detected (20 securg

Fig 3.3 WirelessMon
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e WEKA - WEKA is a data analysis and predictive modelling tool which includes
clustering, classification, regression, pre-processing, and association rules. Java
database connectivity is used by WEKA to provide SQL connectivity and the
result is easily processed which is returned by query. WEKA have different
panels, to use classification and regression algorithms classify panel is used, for
association rule learners associate panel is used and for clustering techniques

cluster panel is used. Due to its graphic user interface it is easy to use. The WEKA
version used in this research is WEKA 3.4.

+ Weka Explorer R o= o > o

Preprocess | Classifyl Clusterl Associatel Select altributes' Visualizel
£ oOpenfile.. | [ Open URL... ] [ Open DB... ] l Generate... ] Undo l Edit... ] [ Save... I
Filter
| Current relation Selected attribute
Relation: PlayTennis Name: playTennis Type: Nominal
Instances: 14 Attributes: 6 Missing: 0 (0%) Distinct: 2 Unique: 0 (0%)
Attributes No. Label Count
1]Yi 9
All ] [ None ] [ Invert ] [ Pattern ZINzS {5
No. Name
1| |day
2|V |outlook =
3|V [temperature Class: playTennis (Nom) v | Visualize All
4| |humidity :
5|V |wind
6 pla = a
Remove
Status
5 e

Fig 3.4 WEKA
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C4.5 Algorithm

The pseudo code for the C4.5 is given below along with the input and output

requirements
Input:
e Set s of variables either continuous or discrete attribute
e Each variables belongs to a class
Output:
e Decision tree
Steps:
e Base case is checked
e Highest information gain attribute is found

e Partition the values of set s into s1, s2... according to the highest information gain

attribute value
e Steps are repeated for s1, s2...
e End

C4.5 is a pre-existing decision tree algorithm developed by Ross Quinlan. C4.5 is
basically the ID3 algorithm’s extension. It creates tree of any depth. The decision tree
made by c4.5 is the result of recursively data partitioning of data present in the dataset.
C4.5 uses depth first strategy for its decision. This algorithm takes into account all the
tests which are feasible for splitting the dataset and out of them it selects the one that
gives most suitable information gain. C4.5 considers both discrete and continuous
attributes. One test with all the number of outcomes of distinct values is examined for
discrete attributes and binary test is considered with distinct value of attributes for
continuous attribute. The training data which belongs to the node is being sorted for
continuous attribute for gathering the entropy gain efficiently for the binary tests. C4.5
performs post-pruning that is after the tree creation it goes back again through the tree for

removing extra branches which are not useful by replacing them with leaf node.
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Enhanced Decision Tree Algorithm (EDTA)
The pseudo code for EDTA is given below along with the input and output requirements
Input:
e Set s of variables either continuous or discrete attribute
e Each variables belongs to a class
Output:
e Decision tree
Steps:
e Training instances proportions at each branch
e Tree constructing class which considers k chosen attributes at each node.
e Calculate in the leaf the minimum instances weight
e Set instances of minimum number for each leaf
e End

EDTA constructs many number of decision trees. This algorithm works for both
categorical feature such as gender and continuous feature such as income. In decision
path the categorical feature is chosen for once whereas the continuous feature can be
chosen for more than once. As soon as the node is empty that is there is no attribute left to
split then the tree constructions stops over there and even if the tree depth is exceeded by
some defined limit the tree stops further construction. No pruning is performed in this
decision tree algorithm but still the unwanted nodes are removed. Expansion of node is
not that necessary, if any of its children do not have different class distribution from node,
then the node expansion is removed and made it as leaf node. While building the tree

recursively all the necessity checking is done when return of recursion is there.
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Chapter 4

RESULTS AND DISCUSSIONS

System evaluation is as important as development of the system and the results of this
research is based on the evaluation of enhanced decision tree algorithm (EDTA) and its
comparison with the pre-existing C4.5 algorithm. The platform used to implement and
evaluate the algorithm is WEKA and the dataset used is generated by WirelessMon
software. The attribute values displayed on the screen are written manually to an excel

sheet. The code of this algorithm is written in java using NetBeans as the java platform.

<

* WekaGUIC. = | B | X

Waikato Environment for :
Knowledge Analysis C:\Windows\system32\cmd.exe - java -Dfile.enc... [—L:‘ | = —Ez-,l
) ———Registering lWeka Editors
Version 3.4.19 Trying to add database driver <(JDBC):
2
{c) 1999 - 2011 vy add database driver (JDBC):
University of Waikato i add database driver (JDBC):

New Zezland add ‘database deiver CJDBEY:

add database driver <(JDBC): org.hsgld

Simple CLI Explorer

Experimenter KnowledgeFlow

Fig 4.1 WEKA interface
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WirelessMon is used to collect the data set. Below is the interface of WirelessMon
software and displayed values are the collected data services over a particular location.
WirelessMon is also used for measuring speed, throughput and available data rates of
the network. It runs on all windows operating system both for 32 bits and 64 bits and
needs compatible 802.11wireless adaptor. The WirelessMon version used in this

research is WirelessMon 2.1.

5 WirelessMon Evaluation Copy g@@
File Configuration Help
= ¢ N -
HIQM& s s QRO
Select Network Card | NETGEAR WG111v3 54Mbps Wireless USB 2.0 Adaple - Packet Scheduler Miniport v | [Reload Cards 2)
- - : Signal Strength Channel Use
SSID  |passmark | Channet [11 i
——  MACAddress |001d92c22950 | TxPower &
— == : 4
Stength |56Bm  ||75% | Antennas M—
= Speed (Mbis) 36 | using@Ps |M i
h % — omm
% Auth Type  |WPA2 |GPS Signal IO
o | J - )
128 ———— 12
c  Frag Theeshold ‘2:?41 ‘ Satelites 13-
14
RTS Thieshold |2346 | Wisey | oTH
S Freauency [2462MHz | (ChermelUse /6] v |
@ | Stetus SSID Channel| Secuity RSS| Nel. & RatesSuppoted | MACA.. | Infiastuc., | First Tim )|
= .NolAvav,. 6 \‘3 Required 3 N/& (Last signal -92) B (DSSS) 11.0/55/20A1.... 0030120, Infrastuct., 081309
Tl .No!Ava.. BwC 13 \3 Required [ N/A (Last signal -95) B (DSSS) 11.0/55/20/1.... 00022d0.. Infrastuct.. 081325
@ Connec.. passmark 1 &) Requied ED 56 G(OFDM24) 54.0/48.0/36.0/.. 001d92c.. Infrastruct.. 08:14:14
O svalsble Network 6 &) Requied D .82 G(OFDM24)  54.0/480/36.0/.. 00QbS1.. Infrastuct. 08:0354
eAvalable fatpublisher 8 ;3 Requied B0 -66 G (OFOM24) 54.0/480/36.0/.. 001d92c.. Infrastuct.. 08:09:54
O Avalsble pe 1 & Requied ED 54 G(OFDM24) 54.0/48.0/36.0/.. 0011956.. Infrastuct.. 08:09.54
@ Avalzble 9001-wireless.. 11 &) Requied 3 63 G(OFDM24)  54.0/48.0/36.0/.. 0018336, Infrastuct. 08:0354
@ avaisble Zivango n & Requied I .70 G (OFOM24)  54.0/480/36.0/.. 00146ce.. Infrastuct.. 08:0354
© Avaisble  tippingpoint 6 3 Requied [ 83 G(OFDM24) 54.0/48.0/36.0/.. 00173(1. Infrastuct.. 08:09.54
@ avalsble MarketPulsed.. 6 & Requied [ .@2 G(OFDM24)  54.0/48.0/36.0/.. 001b11a.. Infrastuct. 08:0354
@ Notava.. chunk 1 &) Requied 3 N/A(Lastsignal 92) G(OFOM24) 54.0/480/36.0/. 00146c5. Infrastuct. 08:0354
O avalsble ICUR 5 & Required 3 91 G(OFDM24) 54.0/48.0/36.0/.. 0012176.. Infrastuct.. 08:09.54
B Not dua  Renactar [y a Romied [0 NZ& 11 act cianal 951 R INFNM 241 R4 N4R NAR N/ NN RR & Infeachn et nmn?n"
< >
30 access poinks detected (29 secure - 1 unsecured) - 11 available

Fig 4.2 WirelessMon interface

There are in total 11 attributes in this dataset namely Strength, Authentication,
Threshold, Frequency, antennas, GPS signals, satellites, Transmitted frame, Multicast

frame, ACK failure count, services.
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Dataset written to excel sheet and the format used is .csv as WEKA reads this file

format
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW
o ¥, Cut Arial lio A A | =E=E ®- EcfwapTet General = B 0
Paste E Sogy S ) =l = <0 .00 Conditional Forrf;t as
- ~ FormatPainter | B I U - Hi- S A - | === Merge & Center ~ - % »* el ol
Clipboard [ Font ] Alignment = Number [ Styles
H1104 as]| > I 3.23
[ A [ B | c [ D | E | F | (] H I [ J | K
1 |Strength Authenticat Threshold Frequency Antennas GPS Signal Satellites Transmittec Multicast F ACK failur¢ Services
2 97.2 1734 65.2 547 2324 120 3.33 347 8.5 97 airport
3 957 158.7 63.6 545 2015 92 3.05 3.03 9 62 store
4 | 951 162.4 63.8 533 2008 97 3.15 3.29 94 69 movie
5 | 104.3 188.8 67.2 56.2 3045 130 3.62 3.15 7.5 162 restaurant
6 110 190.9 703 56.5 3515 183 3.58 3.64 215 123 station
74 959 173.2 66.3 50.2 2811 156 36 39 7 145 movie
8 | 97.2 1734 652 547 2302 120 3.33 347 8.5 97 restaurant
9 | 101.2 176.8 648 54 3 2710 164 3.31 3.19 9 121 station
10 | 96.3 1724 654 51.6 2405 122 335 3.46 8.5 88 airport
11 93.7 1573 63.8 50.8 1876 90 297 3.23 9.41 68 store
12| 109.1 188.8 68.8 555 3049 141 378 3.15 8.7 160 movie
13| 103.5 189 66.9 557 3230 209 3.62 3.39 8 182 restaurant
14 | 945 170.2 63.8 535 2024 T4 3.15 329 94 69 station
15| 93:F 1573 63.8 506 1967 90 297 3.23 94 68 movie
16 | 994 176.6 66.4 543 2824 136 3.19 34 8 115 restaurant
17| 973 171.7 655 55.7 2212 109 3.19 34 9 85 station
18 | 97 172 654 54 3 2510 108 3.62 264 7.7 111 movie
19| 957 166.3 64 .4 53 2275 110 3.27 3.35 225 56 restaurant
20 | 93.7 157.3 63.8 506 1967 90 297 3.23 94 68 station
21 | 120.9 208.1 TAA, 56.7 3900 308 38 3.35 8 184 airport
22 | 991 186.6 665 56.1 2847 121 354 3.07 9 160 store
23 1043 188.8 67.2 56.2 2935 141 3.78 3.15 95 114 movie
24 100.4 180.2 66.9 55.1 2661 136 3.19 34 8.5 110 movie
25 | 105.8 192.7 714 55.7 2844 136 3.19 34 85 110 restaurant
26 98.4 175.7 723 50.5 3366 203 3.94 3.11 10 288 station
27 98.4 176.2 65.6 52 2679 146 3.62 35 93 116 airport
28 AN E 120 fE Q RE. 7 2ANEE 164 221 210 Q 121 ctorn
‘ > Autos () 5 ER
Fig 4.3 Dataset (1)
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW
“ [':%c“t Calibri i AR =E=E - BwepTet General - [}‘_‘ [;'4 ’;3 gﬂj E‘IIE?‘
@ Co x B B B - 4
o S Fo::atpainter B I U - |- |B-A- === Merge & Center - | &~ % » %8 5% Fiﬁ:“:i;&;a" b ;;'; Inscrr. Defee
Clipboard [ Font [F) Alignment 7] Number [F} Styles Cells
L1s5 Y 5 X N I
A B C D E F G H 1 J K
!079‘ 107.9 186.7 68.4 56.7 3075 120 3.46 2.19 8.4 95 restaurant
'080| 94.5 165.3 63.8 54.5 2017 103 2.99 3.47 21.9 55 station
081 112 199.2 72 55.4 3715 304 3.8 3.35 8 184 movie
'082| 113 199.6 69.6 52.8 4066 258 3.63 4.17 8.1 176 restaurant
1083| 103.3 174.6 64.6 59.8 2535 122 3.35 3.46 8.5 88 station
084| 115.6 202.6 7.7 56.3 3770 183 3.58 3.64 215 123 movie
085 94.5 168.7 64 52.6 2169 98 3.19 3.03 9 70 restaurant
1086 102.4 175.6 66.5 53.9 2458 122 3.31 3.54 8.7 92 station
1087 94.5 168.7 64 52.6 2204 98 3.19 3.03 9 70 airport
‘088 91.3 170.7 67.9 49.7 3071 181 3.43 3.27 9 160 store
'089| 96.3 172.4 65.4 51.6 2403 110 3.17 3.46 7.5 116 movie
1090| 89.5 168.9 65 51.6 2756 194 3.74 2.9 9.5 207 restaurant
091| 89.5 168.9 65 51.6 2800 194 3.74 2.9 9.5 207 station
092| 97.2 172 65.4 52.5 2145 108 3.62 2.64 9.5 82 movie
093] 107.9 186.7 68.4 56.7 3252 152 3.7 3.52 21 95 restaurant
1094| 99.2 178.5 67.9 49.7 3139 181 3.43 3.27 9 160 station
1095 95.7 166.3 64.4 52.8 2140 98 3.19 3.03 9 70 airport
1096 97.3 171.7 65.5 55.7 2261 97 3.01 3.4 23 52 store
1097| 94.5 159.3 64.2 55.6 2254 109 3.19 3.4 8.5 90 movie
098 | 98.8 177.8 66.5 53.7 2385 122 3.39 3.39 8.6 84 store
1099| 86.6 144.6 63.9 50.8 1819 92 2.91 3.41 9.2 76 movie
1100| 93.7 150 64 52.6 1837 79 2.91 3.07 10.1 60 restaurant
1101 102.7 178.4 68 54.8 2910 140 3.78 3.12 8 175 station
« mobile envior (O] R

Fig 4.4 Dataset (2)
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The csv file of the dataset in opened in WEKA and by that all the attributes and there
values are extracted for performing the analysis.

| £ Weka Explorer = | = = |
Preprocess |Classify, [ Gluster [ Assocate [ Select stiributes, [ Visualize |
( Open file. L[ Open URL. L[ Open DB. L Undo Ll Edit..
Filter l&] Open
[ chosse i i = @ m-
Current relati —
R:;J::: :A:‘ T 4 c4.5r8 = mobile enviornment
Instances: Nor ;D .. paper || mobile enviernmentl23
Attributes Recent Ttems | 2 Odeec520b1284f41f8000000 || mobile envormrmt
» T3 1310.2071 B result
All _ ™ 10749395_1565946850292922 1120242843 _n
il - 'El basepaper 3-1
Desktop E c4.5algo

Q c4.5r8.tar

L | c45

& Ca5

'@ c45algol

- mobile envio22r.csv
ﬁ:j mobile envior

ﬁ:j mobile envior

B- mobile enviornment II

< | m |
~ File name: 'mobile envio22r.csv.arff
Fies ot te:  [Atries ]

Status

Welcome to the Weka Explorer ‘ x0

Fig 4.5 File open in WEKA

The dataset mobile envio22r.csv is opened in WEKA and after opening it will
automatically calculate the number of attributes and number of instances present in the
dataset and this is known as pre-process of the dataset done by WEKA before analysis.

£,| Weka Explorer L] e j—c—

|| Preprocess | classify | Cluster | Associate | Select attributes | visualize |

[ Open file... ][ Open URL... )| Open DB... ] “Undo 1 Edit... ] [ save... ]
Filter
[ Choose }%None i[ Apply ]
Current relation Selected attribute
Relation: mobile envior Name: Strength Type: Numeric
Instances: 2126 Attributes: 11 Missing: 0 (0%6) Distinct: 53 Unique: 1 (0%:)
Astribites. Statistic value
[ All ] [ None ] [ ek ] Minimum 86.6
imum 120.9
Mean 98.705
Do Dicane. |StdDev 6.065
1 [l Strength
2| JAuthentication type
3| [Threshold
4| |Frequency
SiEiAntennas | Class: Services (Nom) -~ visualize All
6| IGPS Signals L - . =
7| |sateliites
8|[ |Transmitted Frame
9|[IMulticast Frame
10|[" JACK failure count
11| |Services
[ Remove ]
Status
OK

Fig 4.6 Pre-process in WEKA
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The class attribute is the attribute for which the prediction is to be done. For this
research the class attribute is selected as services.

|£:| Weka Explorer |\5@.‘$
I| Preprocess [ Classify | Cluster | Assodiate | Select attributes | Visualize |
[ Open file... ] [ Open URL... ] [ Open DB... ] Undo [ Edit... ] [ save... ]
Filter
Choose | None
Current relation Selected attribute
Relation: mobile envior Name: Services Type: Nominal
Instances: 2126 Attributes: 11 Missing: 0 (0%) Distinct: 5 Unique: 0 (0%)
Attributes Label Count
[ All ] [ None ] [ Invert ] aiport 259
store 260
movie 593
No: ) Nawe restaurant 505
1/ |Strength station 509
2| |Authentication type
3|[|Threshold
4| |Frequency
5[ JAntennas Class: Services (Nom) - visualize All
6| |GPS Signals . -
7| m
8| |Transmitted Frame 593
9|[|Multicast Frame 505 500
10|[ |ACK failure count
11 Services
259 260
| | - -
Status
ox P

Fig 4.7 Attribute service as class attribute

WEKA calculates the number of instances each value parameter of the class attribute
contains. The class attribute services has five parameters namely airport, store, movie,
restaurant and station. These are the places where network availability is searched and

prediction that which place the services are used more.
The number of instances corresponding to each service are
e Airport :- 259
e Store :- 260
e Movie :- 593
e Restaurant :- 505
e Station :- 509

Hence the total number of instances are 2126.
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Along with classification WEKA is also used for clustering and association analysis. So
for moving further selection is needed whether to classify, make cluster or association
analysis is to be done. As this research is mainly focusing on classification so classify is

to be selected.

After importing the dataset and selecting the classify option we need to check for the
class attribute. All the eleven attributes are shown and as already defined the class
attribute is same as services but if in case the class attribute needs to be changed it can

be done by selecting from the list of attributes which are present in the dataset.

| £:| Weka Explorer (= B S
| Preprocess| Classify | Cluster | Associate | Select attributes | visualize |

Classifier

Test options Classifier output

(7) Use training set
() Supplied test set Set...
@ Cross-validation  Folds |10

() Percentage split % |66

[ More options...

(Nom) Services -

(Num) Frequency -
(Num) Antennas

(Num) GPS Signals

(Num) Satellites

(Num) Transmitted Frame
(Num) Multicast Frame
(Num) ACK failure count

Fig 4.8 Class attribute selected as services
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There are number of algorithm under classification that is under decision trees. WEKA
already have these algorithms installed in it. Along with this WEKA also gives the
liberty to add more algorithms to its package. All the algorithms are written in java
language. Every algorithm gives different prediction results on same dataset. In this

research the comparison is done between new and already existing algorithm.

To select an algorithm an option “choose” is given. Under which all the algorithms are

there. The required algorithm is selected from there.

|£:| Weka Explorer (= | B [
[ Preprocess | Classify | Cluster | Associate | Select attributes | Visualize |
Classifier
. weka
=~} dassifiers
- |, bayes r output
& functions
(£33 lazy
B L) meta
[ misc
@ L) rules
Bl trees
# ADTree
# DedsionStump
] # 1d3
E ® 148
® LMT
( ® M5
F # NBTree
l # REPTree
# RandomForest
# RandomTree
# UserClassifier
® c45
.
Status
OK -Log @ x0

Fig 4.9 Selection of an algorithm
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The proposed algorithm EDTA is selected to predict for the given dataset.

i | £:| Weka Explorer LE[M

! ] Preprocesl Classify | Cluster I Associate I Select attributes I Visualize

[ choose Jedta-k1-m1.0-51

Test options Classifier output
() Use training set === Run information === ot
(") Supplied test set Set... |j|
K — Scheme: weka.classifiers.trees.edta -K 1 -M 1.0 -5 1
@ Cross-validation  Folds 1}0 ‘ Relation: mobile envior
() Percentage split % |66 \ Instances: 2128
- Attributes: X
( More,0plions,.» J Strength
Authenticaticn type
[ (MNom) Services - l Threshold
Frequency
ser ] F—
Result list (right-dlick for options) ceS Sic_;nals
12:53:04 - trees.c45 gatellioen
12:53:52 - trees.edta e

Multicast Frame
ACK failure count
Services

Test mode: 10-fold cress-validation

=== Classifier model (full training set) =—=

The EDTA Decision Tree Algorithm has developed by Sunakshi Sharma, M.Tech-CS -
< | i | >

Status

o [Lies ] _gge o

Fig 4.10 Output of EDTA algorithm

EDTA shows the tree which is built for the analysis. There are only few algorithms

which shows tree in the output window.

|£:| Weka Explorer = B |-
! | Preprocess | Classify | cluster | Associate | select attributes | visualize
Classifier
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Test options Classifier output

() Use training set I | | | | | Antennas >= 1903.5 : store ( 4
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Frequency < 53.8 : movie (10/0)
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Fig 4.11 Decision tree by EDTA in output window
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The result summary for the EDTA algorithm shows the total number of correctly
classified instances and total number of incorrectly classified instances and the more
number of correctly classified instances will give more accurate result. For EDTA the
total number of correctly classified instances are 2027 and the incorrectly classified

instances are 99.

Along with this the error rate is also shown, less the error rate means prediction or
classification is accurate. Basically accuracy is one minus error rate. The mean squared
error is 0.0154 and the root mean squared error is 0.956. Along with this relative
absolute error was calculated as 4.9538% and the root relative squared error is
24.2238%.

|5 Weka Explorer T =] e
| preprocess| Classify | Cluster | Associate | Select attributes | Visualize
Classifier
[ choose Jedta-k1-M1.051
Test options Classifier output
(7) Use training set === Stratified cross-validation === -
= === Summary ===
() Supplied test set Set... ¥
@ Cross-validation  Folds |10 Correctly Classified Instances 2027 95.3434 3
) Percentage split o 66 Incorrectly Classified Instances 99 4.6566 %
Kappa statistic 0.9402
[ More options... ] Mean absolute error 0.0154
Root mean squared error 0.0958
[(Nom) Services - ] Relative absolute error 4.9538 %
Root relative squared error 24.2238 %
Start Stop Total Number of Instances 2126

Result list (right-click for options)
15:05:04 - trees.c45

=== Detailed Accuracy By Class ===

15:05:14 - trees.edta

TP Rate FP Rate Precision Recall F-Measure Class

0.985 0.007 0.951 0.985 0.968 airport

0.923 0.01 0.93 0.923 0.927 store

0.975 0.011 0.971 0.975 0.973 movie

0.96 0.021 0.934 0.96 0.947 restaurant

0.921 0.011 0.985 0.921 0.943 station
=== Confusion Matrix === E
< m = »

Status

oK .ﬁxo

Fig 4.12 Result summary of EDTA
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Prediction is done by the EDTA, and the prediction involves less errors. It includes
instance number, actual value, predicted value, error, probability and distribution.

The instance which have error in its prediction has + marked under it. This also shows
the time taken to build the model.

FICTT (CLtee &

| Preprocess| Classify | Cluster | Associate: £
Classifier Time taken to build model: 0.03 seconds
[ Shoose ]‘edta k1M 18551 === Predictions on test data ===
Test options
= . inst#, actual, predicted, error, probability distribution
(TR 1 S:station S:station 0 0 0 0 *1 —
() Supplied test set Set... 2 S:station l:airport + *0.529 0 0 0 0.471 1=
o R ‘107 3 S5:station S:station 1] 0 0 0 *1
— 4 S5:station S:station 0 0 0 0 *1
() Percentage split % |66 | 5 S:station S:station 0 0 0 0 *1
[ More opions.. J [ S:Statz}on s:statz}cn 0 0 0 0 ®1
7 S:station 5S:station 0 0 0 1] *3
& S:station 5S:station 0 0 0 0 i 3
l (Nom) Services b JI 9 S5:station S:station 1] 1 0 1] *1
‘ : 10 S:station S:station 0 0 0 0 *1
Start Stop 11 S:station  3:movie + 0 0 *0.579 0 0.421
Result list (right-click for options) 12 S:station S:station 0 0 0 0 et 3
13 S5:station S:station 0 0 0 0 ]
14 S:station S:station 0 0 0 0 NT
| 15 S:station S:station 0 0 0 0 *3
| 16 S:station S:station 0 0 0 0 *1
17 S:station S:station 0 0 0 0 *1
18 S:station S:station 0 0 0 0 *3:
19 S:station S:station 0 0 0 0 *1
20 S:station S:station 0 0 0 0 3
21 S:station S:station 0 0 0 0 e
22 S:station S:station 0 0 0 0 R1
23 S:station S:station 4] 0 0 0 *1
24 S:station S:station 0 0 0 0 *1
Status 25 S:Stat.l:.on sttat%on 0 0 0 0 *1
oK 26 S:station S:station 0 0 0 0 *1
27 S:station S:station 0 0 0 0 *1
28 S:station S:station 0 0 0 0 *T
29 S:station S:station 0 0 0 0 3
30 S:station S:station 0 0 0 0 RT
31 S:station S:station 0 0 0 0 3
32 b5:station l:airport + *0.529 0 0 4] 0.471
33 S:station S:station 0 0 0 0 *1 8
24 Cesoratrinn Cesorat+inn n n n n *1
< mn | »

Fig 4.13 EDTA Predictions
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For comparison of EDTA with another algorithm one pre-existing algorithm is selected
in the similar way as EDTA was selected. In this research for comparing the

performance the algorithm C4.5 is used. Which is selected from the “choose” option.

Then its results are compared. This algorithm does not show the tree in its result
window. This algorithm also shows the number of instances and number of attributes.

The dataset used is also mentioned in the result window.

| £| Weka Explorer o=

|[ Preprocess | Classify | Cluster | Associate | Select attributes | visualize|
Classifier

[ Choose Jedta-k1-m1.0-51

Test options Classifier output

(7) Use training set === Run information ===

() Supplied test set Set... |
Scheme: weka.classifiers.trees.c45
© Cross-validation ~ Folds |10 Relation: mobile envior |
() Percentage split % |66 Instances: 2126 [=
S Attributes: 11
[ More options.... ] Strength ‘
Authentication type i
[ (Nom) Services ~ ] Threshold
Frequency
Start Stop Antennas
Result list (right-click for options) GPS Signals
B
12:53:52 - trees.edta Iranamitied Erane

Multicast Frame
ACK failure count
Services

Test mode: 10-fold cross-validation

=== (Classifier model (full training set) ===

Decision Stump

< | 1 »

Status

Fig 4.14 Output of C4.5 algorithm
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The total number of correctly classified instances for C4.5 are 661 and the total number
of incorrectly classified instances are 1465. Along with this the mean absolute error is
0.3055, the root mean squared error is 0.3909 and relative absolute error is 98.0812,
root relative squared error is 99.065.

|| Weka Explorer - TT——_— e )

| preprocess| Classify | Cluster | Associate | Select attributes | visualize |

Classifier
[ Choose Jedta-k1-M1.051
Test options Classifier output
@ sedraiing set === Stratified cross-validation === =
(7) Supplied test set Set... === Summary ===
L EEIAE LT LS b Correctly Classified Instances 661 31.0913 %
(7) Percentage split % |66 Incorrectly Classified Instances 1465 68.9087 %
Ki isti A
’ e ] appa statistic 0.0668
Mean absolute error 0.3055
Root mean squared error 0.3909
[(NM) Services v ‘ Relative absolute error 98.0812 %
Root relative squared error 99.065 %
Stop Total Number of Instances 2126
Result list (right-click for options)
15:05:04 - frees.c45 === Detailed Accuracy By Class === '8
15:05:14 - trees.edta
TP Rate FP Rate Precision Recall F-Measure Class
0 0 a 0 0 airport
0 0 0 0 0 store £
0.573 0.581 0.276 0.573 0.373 movie
0.55¢6 0.288 0.377 0.556 0.45 restaurant
0.079 0.0869 0.265 0.079 0.121 station -
=== Confusion Matrix ===
< | 1] | 3
Status
o 5

Fig 4.15 Result summary of C4.5 algorithm

From both the above result summaries it can be seen that the total number of correctly
classified instances are more of EDTA than C4.5. The total number of incorrectly
classified instances are less of EDTA from that of C4.5 algorithm. Along with this the
error rate calculated in EDTA is far much less than that of C4.5 algorithm. Due to the
more number of correctly classified instances and less error rate the accuracy of the
classification result is more of EDTA than that of C4.5 algorithm.
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Prediction is done by the C4.5 algorithms. It includes instance number, actual value,
predicted value, error, probability and distribution.

The instances which have error in its prediction have + marked under it. This also
shows the time taken to build the model.

| Preprocess | Classify | Cluster | Assodate || | Time taken to build model: 0.04 seconds
Classifier o ':]
[ ]}“5 === Predictions on test data === =
Test options inst#, actual, predicted, error, probability distribution
@) Use training set 1 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
= 2 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
(7) Supplied test set Set... 3 5S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
@ Crossvalidation  Folds 1107‘ 4 ©5:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
e . 5 ©5:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
() Percentage split % |66 | 6 S:station  3:movie +  0.157 0.124 *0.284 0.161 0.274
[ More options. .. ] 7 5S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
& S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
9 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
‘ (Nom) Services Y, l 10 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
. 11 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
Sl sy 12 5:station  3:movie +  0.157 0.124 *0.284 0.161 0.274
Result list (right-click for options) 13 5S:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
14:25:48 - trees.edta 14 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
| 14:28:36 - trees.c45 15 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
16 5S:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
17 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
18 5S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
19 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
20 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
21 ©5:station 3:movie + 0.157 0.124 *0.284 0.181 0.274
22 b5S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
23 5:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
24 5S:station 4:restaura o+ 0.056 0.119 0.27 *0.382 0.173
25 ©5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
Status 26 5S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
oK 27 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
28 5:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
= 29 ©5:station 3:movie + 0.157 0.124 *0.284 0.181 0.274
30 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
31 5:station 4:restaura + 0.056 0.119 0.27 *0.382 0.173
32 5:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
33 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274
34 S:station 3:movie + 0.157 0.124 *0.284 0.161 0.274 A
T R AN ,.._";._._ : A aen RI an4 4n ARs A ara A Ama N

Fig 4.16 C4.5 Algorithm Predictions
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WEKA shows the curves for threshold and cost of each parameter of the class attribute.
The difference between the outcomes of both the algorithms can also be made with the

help of threshold and cost curves

| £ Weka Classifier Visualize: ThresholdCurve. (Class value airport) C=SE= I—&j
X: False Positive Rate (Num) ! w | Y: True Positive Rate (Num) -
Colour: Threshold (Num) w | Select Instance -

i Clear H Save ] Jitter U
Plot: ThresholdCurve (Area under ROC = 0.9951)
o .
Class colour
I T 1
fu} 0.5 1

Fig 4.17 Threshold curve of class value airport for EDTA
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Fig 4.18 Threshold curve of class value airport for C4.5 algorithm
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|
| £ Weka Classifier Visualize: CostCurve. (Class value airport) | == l-EE—]
X: Probability Cost Function (Num) { w ||Y: Normalized Expected Cost (Num) -
Colour: Threshold (Num) v | Select Instance v
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Fig 4.19 Cost curve of class value airport for EDTA
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Fig 4.20 Cost curve of class value airport for C4.5 algorithm
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| £| Weka Classifier Visualize: ThresholdCurve. (Class value store) l = | = Iﬁj
X: False Positive Rate (Num) i w || Y: True Positive Rate (Num) -
Colour: Threshold (Num) v | Select Instance -
J. Eless H Saye | Jitter |J
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Fig 4.21 Threshold curve of class value store for EDTA
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Fig 4.22Threshold curve of class value store for C4.5 algorithm
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| £5| Weka Classifier Visualize: CostCurve. (Class value store) I = (=] ‘ﬂ-J
X: Probability Cost Function (Num) { w || Y: Normalized Expected Cost (Num) -
Colour: Threshold (Num) v | Select Instance v
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Fig 4.23 Cost curve of class value store for EDTA
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Fig 4.24 Cost curve of class value store for C4.5 algorithm
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Fig 4.25 Threshold curve of class value movie for EDTA
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Fig 4.26 Threshold curve of class value movie for C4.5 algorithm
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| £5| Weka Classifier Visualize: CostCurve. (Class value movie) I = |ulE] ‘iz-J
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Fig 4.27 Cost curve of class value movie for EDTA
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Fig 4.28 Cost curve of class value movie for C4.5 algorithm
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| £| Weka Classifier Visualize: ThresholdCurve. (Class value restaurant) | = | =) 1—53-]
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Fig 4.29 Threshold curve of class value restaurant for EDTA
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Fig 4.30 Threshold curve of class value restaurant for C4.5 algorithm
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| £5| Weka Classifier Visualize: CostCurve. (Class value restaurant) I == ‘—E’S—J
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Fig 4.31 Cost curve of class value restaurant for EDTA
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Fig 4.32 Cost curve of class value restaurant for C4.5 algorithm
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Fig 4.33 Threshold curve of class value station for EDTA
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Fig 4.34 Threshold curve of class value station for C4.5 algorithm
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Fig 4.35 Cost curve of class value station for EDTA
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Fig 4.36 Cost curve of class value station for C4.5 algorithm
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Likewise there are threshold and cost curves for all the other parameters of the class
attribute. WEKA stores the log also, this log is generated gives the details of what all
operations were performed with the current used session. It tells the starting and

execution of an algorithm and tells that which algorithm was executed first.

: Weka Explorer

(c) 1999-2010 The University of Waikato, Hamilton,
: web: http://www.cs.waikato.ac.nz/~ml/weka

Started on Thursday, 23 April 2015

: Base relation is now mobile enwvior (2126 instances)

Started weka.classifiers.trees.c45
Finished weka.classifiers.trees.c45
Started weka.classifiers.trees.edta
Finished weka.classifiers.trees.edta

LSS Y Y S Y Y ST Y

Fig 4.37Log generated by WEKA

Hence the results computed from this research are:

1. The EDTA algorithm is able to work on the large scale high dimensional
dataset. Along with this EDTA is also able to work for both discrete and
continuous data. It also works on both the nominal and alphabetical data.

2. The number of correctly classified instances of EDTA is more than that of c4.5
and the incorrectly classified instances are less than that of c4.5.

3. The EDTA algorithm have reduced error rate resulting to more accuracy as
compared to the c4.5 algorithm. EDTA have relative absolute error rate as
24.2238%.
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The results for the comparison of correctly classified instances can easily be computed in
a tabular form and bar chart form.

Table 4.1 Number of correctly classified instances

Algorithm C4.5 Algorithm EDTA

Number of correctly 661 2027

classified instances

Correctly Classified Instance

120

100 95.34
80
60

40 31.09

Percentage of CCl

20

C45 EDTA
Algorithms

Fig 4.38 Bar graph showing correctly classified instances percentage
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The results for the comparison of incorrectly classified instances can easily be computed
in a tabular form.

Table 4.2 Number of incorrectly classified instances

Algorithm C4.5 Algorithm EDTA

Number of incorrectly 1465 99
classified instances

Incorrect Classified Instance
80

68.9

70
60
50
40
30

Percentage of ICI

20

10 4.65

c45 EDTA
Algorithms

Fig 4.39 Bar graph showing incorrectly classified instances percentage
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The results for the comparison of error rate can easily be computed in a tabular form.

Table 4.3 Error Rate

Algorithm C4.5 Algorithm EDTA
Error Rate 99.06% 24.22%
Error Rate

0 20 40 60 80 100 120

Algorithms

Percentage of Error Rate

Fig 4.40 Error rate of EDTA and C4.5 algorithm
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Chapter 5

SUMMARY AND CONCLUSION

The proposed approach is based on the analysis of mobile networks services and data.
The analysis is done with the help of decision tree technique of data mining. The
prediction is done on the basis of mobile services that where the particular services are
present. The class attribute selected was services which have further five class values and
the services for each instance was predicted that where the high usage of network is there
out of the three services. This research is based on the analysis of mobile networks
services and data. The analysis is done with the help of EDTA algorithm. This research
proves that the result from the EDTA algorithm are more accurate than that of c4.5. This
is done by the number of classified instances both correctly and incorrectly. This gave the
result as well as gave the threshold and cost curves for each class value. This research
proved to be a helpful because of the development of new algorithm as it helped to
predict the decision in more accurate way with having accuracy of approximately 76%.
The results of the algorithm are better when compared with the pre-existing C4.5

algorithm.
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APPENDIX

List of Abbreviations

WEKA - Waikato Environment for Knowledge Analysis
ID3 - Iterative Dichotomiser 3

CART - Classification and Regression tree

CHAID - Chi-squared automatic interaction detector
MARS - Multivariate Adaptive Regression Splines

IDE - Integrated Development Environment
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