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ABSTRACT 

 

There are several techniques that are used in data mining, each one having advantages but 

also disadvantages. To find out which one is most appropriate for our case, when we want 

to use our databases in a decision-make process we need to have information about our 

data business and data mining techniques. Alternatively we can try them all and find out 

which one is the best in our case. The dataset used in this research is based on mobile 

environment obtained from WirelessMon software. This report is based on the findings 

maximum use of mobile service. The results in this report are based on data from mobile 

service related. There are various algorithms used for creating decision trees such as ID3, 

CART and C4.5. Along with this we can create our own algorithm for making decision 

tree which could be used for prediction and analysis. Every algorithm depends on some or 

the other splitting criteria and the way how pruning is done. The goal of this research is to 

look at one particular self-developed decision tree algorithm called enhanced decision 

tree algorithm (EDTA) and compare its results with the existing c4.5 algorithm. The 

results would be compared in the terms of accuracy that how accurate are the results 

produced by both the algorithms. The tendency to build accurate decision tree will be 

same for these algorithms when used with any other dataset.  
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Chapter 1 

INTRODUCTION 

 

Remote resources such as computers, databases, files etc. along with people like analysts, 

professionals, end users are often involved in the complex process of analysis of data. 

This analysis is in an omnipresent manner and is very important for applications which 

deals in finance, process control, defence and many more domains. The ability to analyse 

large data amount is the demand of these applications. Decision tree a data mining 

technique which are CART,ID3 and C4.5 as are scalable and fast and are for data streams 

monitoring from omnipresent devices such as computers, palmtops etc. 

 

1.1 Databases 

The collection of information in such a format that a computer programme is able to 

select required data entry quickly is known as databases. The information in a database is 

organized in such a manner that it can be easily managed, updated and accessed. 

Computer databases contain aggregations of data files or records likes, product inventors, 

employee details, costume profiles and other transactions. There are various databases 

approaches namely traditional databases, relational databases and an object-oriented 

programming databases. Along with this distributed databases is also very common, it is 

the database which can be replicated or dispersed among various points in a network. A 

system that enables to access, organize and select data in a database in known as 

database management system. Many database management systems types are available 

from small system which run on personal computers or huge systems that run on 

mainframes. 

 

1.2 Data Warehouse 

The concept of data extracted from various databases, operational systems and other 

resources for use as historical snapshots for schedule reporting and ad-hoc queries is 
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known as data warehouse. Current and historical data which is used for creating reports 

for certain decision of higher management such as annual comparisons is stored in data 

warehouse. Basically in computing a system designed for reporting and data analysis is 

data warehouse. Basically two types of approaches are used to integrate various 

heterogeneous databases namely  

1. Query driven approach  

 2. Update driven approach. 

The process of building and using data warehouse is known as data warehousing. Various 

processes involved in data warehousing is data cleaning, data consolidations and data 

cleaning. 

 

1.3 Difference between Data warehouse and databases. 

Both data warehouse and databases contains data and information in the form of tables 

and along with this both have indexes, views, keys, joins etc. but yet data warehouse 

house is different from databases. The basic difference between both of them is that data 

warehouse is optimized to answer questions regarding analysis which is critical and on 

the other hand data bases are optimized and designed for record keeping. Database is 

application oriented whereas data warehouse is subject oriented. Other difference is 

between the processing systems. Data warehouse is designed as an online analytical 

processing system (OLAP) which contains read-only data which can be analysed more 

efficiently. On the other hand databases are designed as online transaction processing 

system (OLTP) where record of every transaction is made. Database is used for day-to-

day operations whereas data warehouse is used for long term operation and decision 

support. The users for both database and data warehouse are different. Database is used 

by clerks, DBA, database professionals whereas data warehouse has common users as 

knowledge workers examples analysts, executive and manager. Apart from all the 

differences even the size of both makes a huge difference, database has size of 100 MB 

to GB. Lastly, the design of database is Entity-Relationship Diagram based and view of 

data in database is flat relational whereas the design of the data warehouse is done using 

star/snowflake schema and the view of data in data warehouse is multidimensional. 
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1.4 Data Mining 

An analytical process which is developed to examine data in form of patterns which are 

consistent is known as data mining. From ages only the physical excerption of patterns 

from data is going. The data collection, storage and manipulations has increased by the 

accretion and prevalence computer technology. Due to the grown size as well as 

complexity of datasets the direct manual analysis has amplified with indirect and 

automatic processing of data. These are various methods as clustering, neural networks, 

other genetic algorithms, vector support machines and decision trees which are applied to 

data with aim of not hiding the patterns which are hidden. Data mining is sometimes 

turns as knowledge discovery and its tools are here to predict behaviours and future 

trends making proactive business and knowledge driven decisions. These sophisticated 

data analysis tools used by data mining are to discover not the known, patterns and 

relationships of them in large datasets. Various models as statistical and mathematical 

along other machine learning methods can be involved as tools of data mining. These are 

basically the algorithms which improves their performance automatically by experience 

such as neural networks and decision trees. 

There are basically three stages of data mining process. 

1. Initial Exploration. 

2. Model building and validation. 

3. Final deployment.  

Variety of parameter are used by data mining applications to examine the data. Hence 

data mining can be performed on data which is represented on any form like quantitative, 

textual or even multimedia form. These various parameters includes  

1. Associations rules where connecting of event is there that is one connected with other 

example the events of purchasing bread and butter. 

2. Path or sequence analysis pattern where one event is leaded by another event, such as 

child brother and diapers which are purchased that time. 

3. Classification-In which new patterns are identified such as the coincidence made by 

purchasing plastic sheet and also cello tapes. 
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4. Clustering-Where various clusters are made of unknown puts to know them better such 

as geographical locations and perfumes. 

5. Forecasting- Which is discovering of patterns for making reasonable predictions for the 

future activities such as people may buy automatic washing machines in rainy season. 

 

1.5 Techniques of Data Mining 

The three main techniques of data mining are 

1. Clustering- Clustering is the process in which the objects of similar kind are grouped 

together into various classes which are termed as clusters. Various customer groups are 

discovered by the cluster analysis and the characteristics of each group is also analysed. 

This is the common technique used for market analysis. 

2. Classification- The technique involved in predicting certain outcome based on any 

given input is known as classification. This approach involves certain processes of mining 

which are made to discover rules which are used to define the sub processes of the 

technique which bare model building and predicting. In this terms are belonged to class or 

particular subset of data. 

3. Association Analysis- The analysis which shows the association rules discovery giving 

value conditions of attribute which are constantly occurred in a given dataset. This 

analysis is very much popular in transaction data analysis and market basket. 

 

1.6 Decision trees 

There are variety of algorithms being used in classification technique. One if these is the 

decision tree approach. To represent both the regression models and classifiers decision 

tree in the state of predicative model is used. Decision tree basically us the hierarchal 

model of decisions and their consequences. The structure of decision tree includes branch, 

root node and leaf node. Attributes test is denoted on each interval node, the test outcome 

is denoted by branch and class labels are shown by leaf node. The topmost node is the 

root node of the tree. The tree learning is done by dividing the source into set which are 

generally based on a test of attribute value. The top down approach of decision tree sets 
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an example of greedy algorithm. Apart from this bottom-up approach is also common 

these days.    

Definition of decision trees can also be on the basis of combination of computational and 

mathematical techniques for getting the categorisation, description and generalisation of a 

given dataset. 

There are mainly two types of data trees used in data mining. 

1. Classification tree analysis- It is done when the class to which data depends in the 

predicted outcome. 

2. Regression tree analysis-It is done when a real number can be taken as the predicted 

outcome example (The cost of a building) 

To refer both of these procedures the term classification and regression tree CART 

analysis is used. Trees used for both regression and classification are same at some 

perspective but along with this they have differences too such as procedures which are 

used to determine the split point. 

 

Figure 1.1 Example of decision tree 
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Many decision tree algorithms are as follows: 

 ID3 Algorithm – The beginning of the algorithm is done by simply setting the root 

node to the original set. Basically the strategy of this algorithm is selecting the 

attribute with highest information gain and consider that attribute for split. The 

probability of occurrence is related to the information amount which is 

collaborated with the attribute value. After the selection of attribute the entropy is 

measured which is basically the amount of information. The uncertainty amount 

and randomness of an attribute is measured using entropy. If all the data belongs 

to same class then the entropy will be zero.  

 C4.5 Algorithm – C4.5 is basically the ID3 algorithm’s extension. It creates tree 

of any depth. The decision tree made by c4.5 is the result of recursively data 

partitioning of data present in the dataset. C4.5 uses depth first strategy for its 

decision. This algorithm takes into account all the tests which are feasible for 

splitting the dataset and out of them it selects the one that gives most suitable 

information gain. C4.5 considers both discrete and continuous attributes. One test 

with all the number of outcomes of distinct values is examined for discrete 

attributes and binary test is considered with distinct value of attributes for 

continuous attribute. The training data which belongs to the node is being sorted 

for continuous attribute for gathering the entropy gain efficiently for the binary 

tests. C4.5 performs post-pruning that is after the tree creation it goes back again 

through the tree for removing extra branches which are not useful by replacing 

them with leaf node. 

 CART – It is a decision tree technique which is non-parametric and produces 

either regression trees or classification trees. If the dependent variable is numeric 

then regression tree is produced and if the dependent variable is categorical then 

classification tree is produced. The collection of rules which are based on 

variables of dataset are used to create the decision tree. The best split is selected 

by the rules based on value variables. After this the node is split into two which is 

further continued to all the child nodes. When no further gain is detected by 

CART then the splitting ends.  
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 CHAID – CHAID algorithm only uses nominal data. Along with this it also uses 

ordinal categorical data. If the predicates are continuous then for using them in 

this algorithm they are first converted to ordinal categorical data. Splitting 

attribute is selected by comparing the p-value which is adjusted with an associated 

variable. Multi-way splits are used by this algorithm. This algorithm is based on 

bonferroni testing. Along with prediction and classification CHAID can also be 

used for detecting the amount of interaction between the variables. The major 

advantage of this algorithm is that its output is easy to interpret and is highly able 

to visualise. 

 MARS – In this algorithm flexible models are made using piecewise linear 

regression. This algorithm is based on the concept of spline knot, which is where 

one model of local regression is given to other model and there the point of 

intersection of spline is created. The search of knots are generalised using basis 

functions, these functions are basically the set of various functions used to present 

the information laying in various variables. This model creates the basis functions 

in pairs. Firstly the tree is over-fitted and then it is pruned for the solution which is 

optimal. An upper limit is described on the maximum number of basis functions. 

 

1.7 Pruning in Decision Trees  

Pruning is a technique used for reducing the size of the tree by removing those tree 

sections which do not provide any useful information for classifying the instances. By the 

process of pruning the complexity by which the accuracy of the prediction is increased. 

Pruning can be done by two types basically top down pruning and bottom up pruning. In 

top down pruning the nodes will be traversed starting from the top that is from the root 

itself, and in the bottom up pruning the traversing is started from the child node.  

There are two forms of pruning used for error and cost of the tree. 

 Reduced error pruning – this form of pruning is the simple pruning. In this type of 

pruning replacement of each node is done by its immediate upper class. If after 

doing so there is no change in the accuracy of the prediction then the change is 

kept. This type of pruning is good for speed and simplicity. 
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 Cost complexity pruning – A tree series is generated from D0. . . DM where DM is 

the root and D0 is the initial tree. In this the creation of tree is done by removing 

the sub trees and replace it with the chosen value leaf, which is done by any 

algorithm. From the tree series the best tree is selected by calculating the accuracy 

by the training data set and with the help of cross-validation. 

 

There are two types in which the tree pruning can be done 

 Pre-pruning – In this type of pruning the tree is pruned while it is building. It 

looks for the unwanted nodes and remove them while building of tree only. 

 Post-pruning – In this type of pruning first the tree is constructed and then the tree 

is traversed again for pruning. It is more beneficial as it gives the liberty to the 

tree to classify the dataset and then remove the unwanted nodes. 
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Chapter 2 

REVIEW OF LITERATURE 

 

Qiang Yang et al (2007): Qiang Yang have discovered an unique algorithm that suggest 

actions which changes customers undesired status to a desired status such as from 

attractors to loyal. They have achieved this by maximizing the net profit which is 

expected and this is their main objective function that is the expected net profit. The main 

purpose for designing the algorithm was that certain technique which were applied to 

various problems of industry such as customer relationship management requires human 

experts for post processing the manually generated knowledge. And many of the post 

processing technique do not suggests actions directly which would lead to profit inverse 

rather these are limited to production of visualization results and interesting ranking. The 

approach used in this integrator decision making and data mining tightly by developing 

the decision making problems directly on top of results of data mining in the post 

processing step. They have conducted the factual tests on both UCI benchmark data and a 

realistic insurance application. As the data set used by them in form UCI. The final 

objective of their algorithm in research is to maximize the profit while reducing the cost. 

[1] 

 

Mingquan Ye et al (2013): In this paper an innovative multi-level rough set model 

(MLRs) which is based on attribute value taxonomies and a program of full sub tree 

generalization is presented. The researchers have compared the results of MLRs with that 

of the Pawlak's rough set model. Along with this another different concept of cut 

reduction which is based on MLRs is introduced. According to researchers a cut reduction 

has the ability to reduce the multi-level decision table which is more abstract, the 

reduction is done with the classification ability which is same on the decision table which 

is raw. The main focus of the researchers is to enhance the simple-level Pawlak's rough 

data set model on a concept of multi-level rough set model(MLRs).The cut reduction in 

MLRs evaluation has n-hard problem and for computing the cur reduction a CRTDR 

algorithm is presented. The experimented results of the research proved the powerfulness 
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of the methods proposed by the researchers. Further they have researched on the 

extension of the proposed model for discovering multi-level decision rules and how other 

rough sets can be extended in association with attribute value taxonomies. [2] 

 

Gilad Katz et al (2014): Gilad Katz have developed a method named confDtree 

(confidence-based decision tree) which can be used for the three drawbacks of decision 

tress. According to the researchers there are these problems which effects decision trees 

which are performance reduction while dealing with the small training set; criteria of 

decision tree is very solid and exact; and that a single uncharacteristic attribute sometimes 

results in derailing of the process of classification. ConfDtree is a post processing method 

which has the liberty to classify the instances outliers of decision tress in a better way. 

The researcher stated that the predictive performance of decision trees is increasing 

steadily and powerfully. The average improvement calculated for minor, in equal or 

multi-level class dataset is from 5% tom 9%.When reported in the performance of AUC. 

For making the method able to select appropriate algorithm for particular dataset along 

with maintaining the gained benefits which are introduced by using confidence intervals, 

it is important that the method has the facility to integrate with every algorithm of 

decision tree. There are mainly two drawbacks of the proposed algorithm: firstly the 

algorithm makes a small increase in the computer that cost used for classification of new 

instance and secondly the reduction of the comprehensibility of the model is done by also. 

[3] 

 

Jasna Soldic-Aleksic et al (2012): Jasna Soldic-Aleksic have provided the results of the 

application which is a combination of two models of data mining namely Kohonen Self-

Organizing map (SOM) and CHAID. The result provided was for the problem of 

clustering in the marketing sphere. Kohonen SOM model was used by the researcher for 

visualizing and making clusters of market data. Further the researcher used the results for 

the analysis using the CHAID algorithm. The combination of two models was used 

because according to the researcher CHAID model is an efficient interpreter of visuals for 

the cluster results depicted by SOM. This two phase technique can be used in studying 

various aspects of markets, as open survey of market will help to get the output according 
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to customer needs because customer needs can be studied easily by using this approach of 

two different models which are combined together. [4] 

 

Ji Dan et al (2010): Ji Dan have developed an incorporated algorithm of data mining 

named as CA. This algorithm improves the initial methods of C4.5 and LURE. The 

algorithm uses the principle component analysis (PLA), parallel processing and grid 

partition to get reduction of feature and scale for data sets which are large. The 

researchers have developed this algorithm for maize seed breeding and their experimental 

result proves that original methods are not that better as their approach. For this research 

they have assembled large amount of agricultural information data which is used for vast 

territory and diversity of crop resources. Due to agricultural distinctiveness such as crop 

resources complexity, consequences among thickness, climate, fertilize thickness and lack 

of useful tools researches used only small quantity of data. The main objective of their 

research is to help people in order to analyse and collect useful information for seed 

breeding .And according to them data mining development to agriculture is a new 

research point. [5] 

 

Minas A. Karaolis et al (2010): Minas A.Karaolis developed a system in data-mining 

which was used for the judgement of risk factors which related to the events of heart, 

aimed in reducing the coronary heart disk factors. Coronary Heart Disease nowadays is 

one of the main cause of death in many countries. The researchers used 528 cases which 

they assembled from the pathos district which is in cypress. They used the C4.5 algorithm 

of decision tree for the events by using five criteria of splitting. The necessary risk factors 

which were collected from the analysis were for MI for PCI (Percutaneous coronary 

intervention) and for CABG (coronary artery bypass graft) surgery. The right 

classifications percentages got were 66% for MI model, 75%for PCI model and 75% for 

CARB model. By their paper the researcher stated that for diagnosis of high and low risk 

factors, data mining techniques could be used. [6] 
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Hillol Kargupta et al (2001):  Hillol Kargupta presented a new Fourier analysis based 

technique is presented on this paper. This technique is used to enhance the connection 

between the mobile network and decision trees. In this paper the researcher found that the 

numeric functional representation of the function as decision trees has many advantages 

in Fourier basis. They observed that the representation of the function is easy to compile 

and is more profitable. According to the paper the approach described by the authors 

provides a new angle to look and understand about decision tree which is totally opposite 

from that of the original decision tree presentation which was used in various soft wares 

of data mining. The main purpose for this research was to develop an approach which 

could be used in various small screen mobile devices. They named this approach as touch 

screen and ticker-based approach and found that touch screen approach can be used in 

touch screen devices. The researchers approach can be used in touch screen devices. The 

researchers now are further working on the ticker approach to mine precision financial 

data online. This can be considered as the future scope for this research and further work 

can be easily done on this approach. [7] 

 

Duong Van Hieu et al (2014): In this paper Doung Van Hieu used decision tree 

techniques to predict behaviour of various facebook users by analysing the factors like 

internet, their age, gender, income education and other personal details. The main aim of 

this research was to calculate the amount of time which the users will spend on facebook 

in next year as compared to the time spent this year, and another was to calculate the 

impact level of facebook on users in next year as compared the impact of current year. 

The researcher concluded that people of age greater than 39 years will spend same time as 

are spending now, the people of age between 20 to 39 years will spend more time on 

facebook and the people of age less than 20years and they do not use facebook on mobile 

devices will spend less time. Along with this he concluded that the men with higher 

education higher impact level whereas the men with lower education will have same 

impact level and the female who have do not have child under 18 will get more impact 

level. For this research the data was collected by pew research centre. There was no new 

technique proposed rather the researcher used the existing technique WEKAJ48 classifier, 

which is generally an implementation of C4.5 algorithm. By this technique researchers 

got a decision tree having 74.79% accuracy. [8] 
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Chapter 3 

PRESENT WORK 

 

Present work is mainly targeted on a proposed technology which is typically based on the 

algorithms of data mining are used for decision trees induction which is an algorithm of 

classification approach 

3.1 Problem Formulation 

The proposed technology is very well suited for various reasons 

1. Enhanced decision tree algorithm which will work on large scale high 

dimensional dataset- there is a problem of data mining in the classification of 

large datasets. There is no such algorithm stated that performs well in this 

problem. An algorithm can be made with certain split selection methods involved 

from the literature which includes algorithms like C4.5. 

2. Enhancement in the efficiency of decision tree construction- various techniques 

are proposed which can help in the improvement of decision tree construction. 

3. Analysis between the computation times- the computation time can be reduced by 

making alterations in the number of node and leaves. Lesser the no of nodes lesser 

will be the computation time of the algorithm. 

4. Reducing present error rate- the errors rates produced by a predictive model can 

be reduced by the algorithms. Basically error rate is one minus accuracy. 

 

3.2 Scope 

This proposed technology will help the mobile service providers to analyse the amount of 

services present at any location and will tell that which services are more used by users. 

This will include all the services which are generally provided by the mobile networks 

and with this they will get to know that which service has less frequency at which 

location. By this analysis the service providers will be able to have required services at all 

various possible locations. The proposed technology will use an enhanced algorithm of 

decision trees which is an algorithm of classification approach and will perform a 

predictive analysis to analyse the services at various locations. This algorithm will predict 
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that which service is used more. The prediction is done on various stations like airport, 

store, movie, restaurant, station. This analyses is done to predict that where the users are 

using more services and what kind of services are more wanted in these locations. The 

results for this can also be provided by other algorithms but the results by EDTA are 

probably more accurate, this is proved by the comparison of this algorithm with another 

one. 

3.3 Objectives of the study 

The main objectives for the research focuses on the analysis of data in mobile 

environment with the help of decision tree technique are as follows 

1. To propose an idea of complex activities which study the continuously changing 

behaviour patterns of mobile users. The idea will predict more accurate results 

when compared to other algorithms. 

2. To analyse different activities which may exhibit dependencies that affect user 

behaviours. 

3. To propose new methods for analysis of the services and predict results. 

4. To analyse users activities which will help service providers to provide high 

quality of services to user at right place and right time. 

 

3.4 Research Methodology 

Research methodology is the organized way to solve a research problem. It is a 

conceptual way which tells that how the research is done by the researcher. When we 

talk about research methodology, the logic behind the methods we use in our research 

study and also the reason why we are using this method and why we are not using others 

is discussed. Quantitative research methodology is used in our research to get good 

results. 

The methodology of the research is easy to understand using a flow chat. Therefore a 

proper flow chart of our research methodology is provided 
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Figure 3.1 Flow chart of research methodology 
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The basic strategy defined in this flow chart is as follows: 

 Start with the collection of data set, which is collected by the software named as 

WirelessMon. 

 The data set will include the attributes as strength, Authentication Type, 

Threshold and Frequency etc. of the mobile network. 

 Check whether the data is numeric or not as the splitting of data in nodes will 

correspond to this only. If the data is not numeric then go back and collect the 

data set again but if the data is numeric then move further. 

 Import dataset to the data analyser tool. 

 Check whether the data is over-fitted/under-fitted. If the data is over-

fitted/under-fitted then go back to the collect of dataset else move further. 

 Define class variable. Then generate the tree based on that class variable by using 

a tree generation algorithm by specifying the number of nodes and children. 

 Calculate the computation time, error rate and correctly classified instances of the 

C4.5 tree making algorithm. 

 Now use the same dataset with EDTA to create a decision tree for prediction and 

calculate the computation time, error rate, correctly and incorrectly classified 

instances. 

 Finally, computing both the results of the existing algorithm and the proposed 

technique (EDTA). 

 

 

The proposed technology will use an enhanced algorithm of decision trees which is an 

algorithm of classification approach and will perform a predictive analysis to analyse the 

services at various locations. EDTA constructs many number of decision trees. This 

algorithm works for both categorical feature such as gender and continuous feature such 

as income. In decision path the categorical feature is chosen for once whereas the 

continuous feature can be chosen for more than once. As soon as the node is empty that is 

there is no attribute left to split then the tree constructions stops over there and even if the 

tree depth is exceeded by some defined limit the tree stops further construction. 
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The platform used for development of the algorithm is used as NetBeans. The dataset 

collected for this research is done by the software known as WirelessMon and the output 

of the research is taken in the tool known as WEKA. This research will compare the 

results with other algorithm.  

Below is the brief description of the tools used in this research:- 

 NetBeans – NetBeans is a platform used for software development. There are 

some modular software components set, these components are known as modules. 

This software allows the development of the applications from modules. Third 

party developers can extend the NetBeans based applications including the 

applications of NetBeans IDE. It is basically used for java applications 

development but along with this other languages like PHP, HTML and C/C++ are 

also supported. It runs on maximum all the operating system platforms which 

have a compatible java virtual machine. The NetBeans version used in this 

research is NetBeans IDE 8.0.2. 

 

 

Fig 3.2 NetBeans 
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 WirelessMon – WirelessMon is used for collecting the dataset for this research. It 

is a software tool developed by Pass Mark software. It basically helps in locating 

the interference sources of the network. It creates maps of signal strength of a 

particular area and wireless antenna is located which is used to check the coverage 

and range of Wi-Fi and signal levels of the connect Wi-Fi network and other 

networks which are in range. WirelessMon is also used for measuring speed, 

throughput and available data rates of the network. It runs on all windows 

operating system both for 32 bits and 64 bits and needs compatible 802.11wireless 

adaptor. The WirelessMon version used in this research is WirelessMon 3.0. 

 

 

Fig 3.3 WirelessMon 
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 WEKA - WEKA is a data analysis and predictive modelling tool which includes 

clustering, classification, regression, pre-processing, and association rules. Java 

database connectivity is used by WEKA to provide SQL connectivity and the 

result is easily processed which is returned by query. WEKA have different 

panels, to use classification and regression algorithms classify panel is used, for 

association rule learners associate panel is used and for clustering techniques 

cluster panel is used. Due to its graphic user interface it is easy to use. The WEKA 

version used in this research is WEKA 3.4. 

 

 

Fig 3.4 WEKA 
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C4.5 Algorithm 

The pseudo code for the C4.5 is given below along with the input and output 

requirements 

Input: 

 Set s of variables either continuous or discrete attribute 

 Each variables belongs to a class 

Output: 

 Decision tree 

Steps: 

 Base case is checked 

 Highest information gain attribute is found 

 Partition the values of set s into s1, s2… according to the highest information gain 

attribute value 

 Steps are repeated for s1, s2… 

 End 

C4.5 is a pre-existing decision tree algorithm developed by Ross Quinlan. C4.5 is 

basically the ID3 algorithm’s extension. It creates tree of any depth. The decision tree 

made by c4.5 is the result of recursively data partitioning of data present in the dataset. 

C4.5 uses depth first strategy for its decision. This algorithm takes into account all the 

tests which are feasible for splitting the dataset and out of them it selects the one that 

gives most suitable information gain. C4.5 considers both discrete and continuous 

attributes. One test with all the number of outcomes of distinct values is examined for 

discrete attributes and binary test is considered with distinct value of attributes for 

continuous attribute. The training data which belongs to the node is being sorted for 

continuous attribute for gathering the entropy gain efficiently for the binary tests. C4.5 

performs post-pruning that is after the tree creation it goes back again through the tree for 

removing extra branches which are not useful by replacing them with leaf node. 

http://en.wikipedia.org/wiki/Ross_Quinlan
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Enhanced Decision Tree Algorithm (EDTA) 

The pseudo code for EDTA is given below along with the input and output requirements 

Input: 

 Set s of variables either continuous or discrete attribute 

 Each variables belongs to a class 

Output: 

 Decision tree 

Steps: 

 Training instances proportions at each branch 

 Tree constructing class which considers k chosen attributes at each node. 

 Calculate in the leaf the minimum instances weight 

 Set instances of minimum number for each leaf 

 End  

EDTA constructs many number of decision trees. This algorithm works for both 

categorical feature such as gender and continuous feature such as income. In decision 

path the categorical feature is chosen for once whereas the continuous feature can be 

chosen for more than once. As soon as the node is empty that is there is no attribute left to 

split then the tree constructions stops over there and even if the tree depth is exceeded by 

some defined limit the tree stops further construction. No pruning is performed in this 

decision tree algorithm but still the unwanted nodes are removed. Expansion of node is 

not that necessary, if any of its children do not have different class distribution from node, 

then the node expansion is removed and made it as leaf node. While building the tree 

recursively all the necessity checking is done when return of recursion is there. 

 

 

. 
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Chapter 4 

RESULTS AND DISCUSSIONS 

 

System evaluation is as important as development of the system and the results of this 

research is based on the evaluation of enhanced decision tree algorithm (EDTA) and its 

comparison with the pre-existing C4.5 algorithm. The platform used to implement and 

evaluate the algorithm is WEKA and the dataset used is generated by WirelessMon 

software. The attribute values displayed on the screen are written manually to an excel 

sheet. The code of this algorithm is written in java using NetBeans as the java platform. 

 

 

Fig 4.1 WEKA interface 
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WirelessMon is used to collect the data set. Below is the interface of WirelessMon 

software and displayed values are the collected data services over a particular location. 

WirelessMon is also used for measuring speed, throughput and available data rates of 

the network. It runs on all windows operating system both for 32 bits and 64 bits and 

needs compatible 802.11wireless adaptor. The WirelessMon version used in this 

research is WirelessMon 2.1. 

 

 

Fig 4.2 WirelessMon interface 

There are in total 11 attributes in this dataset namely Strength, Authentication, 

Threshold, Frequency, antennas, GPS signals, satellites, Transmitted frame, Multicast 

frame, ACK failure count, services. 
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Dataset written to excel sheet and the format used is .csv as WEKA reads this file 

format 

 

Fig 4.3 Dataset (1) 

 

 

Fig 4.4 Dataset (2) 
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The csv file of the dataset in opened in WEKA and by that all the attributes and there 

values are extracted for performing the analysis. 

 

Fig 4.5 File open in WEKA 

The dataset mobile envio22r.csv is opened in WEKA and after opening it will 

automatically calculate the number of attributes and number of instances present in the 

dataset and this is known as pre-process of the dataset done by WEKA before analysis. 

 

Fig 4.6 Pre-process in WEKA 
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The class attribute is the attribute for which the prediction is to be done. For this 

research the class attribute is selected as services. 

 

Fig 4.7 Attribute service as class attribute 

 

WEKA calculates the number of instances each value parameter of the class attribute 

contains. The class attribute services has five parameters namely airport, store, movie, 

restaurant and station. These are the places where network availability is searched and 

prediction that which place the services are used more. 

The number of instances corresponding to each service are 

 Airport :- 259 

 Store :- 260 

 Movie :- 593 

 Restaurant :- 505 

 Station :- 509 

Hence the total number of instances are 2126. 
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Along with classification WEKA is also used for clustering and association analysis. So 

for moving further selection is needed whether to classify, make cluster or association 

analysis is to be done. As this research is mainly focusing on classification so classify is 

to be selected. 

After importing the dataset and selecting the classify option we need to check for the 

class attribute. All the eleven attributes are shown and as already defined the class 

attribute is same as services but if in case the class attribute needs to be changed it can 

be done by selecting from the list of attributes which are present in the dataset. 

 

 

Fig 4.8 Class attribute selected as services 

 



An Analysis on the Performance of Enhanced Decision Tree Algorithm (EDTA) and Comparison with C4.5 Algorithm 

 

28 

 

There are number of algorithm under classification that is under decision trees. WEKA 

already have these algorithms installed in it. Along with this WEKA also gives the 

liberty to add more algorithms to its package. All the algorithms are written in java 

language. Every algorithm gives different prediction results on same dataset. In this 

research the comparison is done between new and already existing algorithm.  

To select an algorithm an option “choose” is given. Under which all the algorithms are 

there. The required algorithm is selected from there. 

 

 

Fig 4.9 Selection of an algorithm 
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The proposed algorithm EDTA is selected to predict for the given dataset.  

 

Fig 4.10 Output of EDTA algorithm 

EDTA shows the tree which is built for the analysis. There are only few algorithms 

which shows tree in the output window. 

 

Fig 4.11 Decision tree by EDTA in output window 
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The result summary for the EDTA algorithm shows the total number of correctly 

classified instances and total number of incorrectly classified instances and the more 

number of correctly classified instances will give more accurate result. For EDTA the 

total number of correctly classified instances are 2027 and the incorrectly classified 

instances are 99. 

Along with this the error rate is also shown, less the error rate means prediction or 

classification is accurate. Basically accuracy is one minus error rate. The mean squared 

error is 0.0154 and the root mean squared error is 0.956. Along with this relative 

absolute error was calculated as 4.9538% and the root relative squared error is 

24.2238%. 

 

 

Fig 4.12 Result summary of EDTA 
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Prediction is done by the EDTA, and the prediction involves less errors. It includes 

instance number, actual value, predicted value, error, probability and distribution.  

The instance which have error in its prediction has + marked under it. This also shows 

the time taken to build the model. 

 

 

Fig 4.13 EDTA Predictions 
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For comparison of EDTA with another algorithm one pre-existing algorithm is selected 

in the similar way as EDTA was selected. In this research for comparing the 

performance the algorithm C4.5 is used. Which is selected from the “choose” option. 

Then its results are compared. This algorithm does not show the tree in its result 

window. This algorithm also shows the number of instances and number of attributes. 

The dataset used is also mentioned in the result window. 

 

 

Fig 4.14 Output of C4.5 algorithm 



An Analysis on the Performance of Enhanced Decision Tree Algorithm (EDTA) and Comparison with C4.5 Algorithm 

 

33 

 

The total number of correctly classified instances for C4.5 are 661 and the total number 

of incorrectly classified instances are 1465. Along with this the mean absolute error is 

0.3055, the root mean squared error is 0.3909 and relative absolute error is 98.0812, 

root relative squared error is 99.065. 

 

Fig 4.15 Result summary of C4.5 algorithm 

 

From both the above result summaries it can be seen that the total number of correctly 

classified instances are more of EDTA than C4.5. The total number of incorrectly 

classified instances are less of EDTA from that of C4.5 algorithm. Along with this the 

error rate calculated in EDTA is far much less than that of C4.5 algorithm. Due to the 

more number of correctly classified instances and less error rate the accuracy of the 

classification result is more of EDTA than that of C4.5 algorithm. 
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Prediction is done by the C4.5 algorithms. It includes instance number, actual value, 

predicted value, error, probability and distribution.  

The instances which have error in its prediction have + marked under it. This also 

shows the time taken to build the model. 

 

 

Fig 4.16 C4.5 Algorithm Predictions 
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WEKA shows the curves for threshold and cost of each parameter of the class attribute. 

The difference between the outcomes of both the algorithms can also be made with the 

help of threshold and cost curves 

 

Fig 4.17 Threshold curve of class value airport for EDTA 

 

 

Fig 4.18 Threshold curve of class value airport for C4.5 algorithm 
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Fig 4.19 Cost curve of class value airport for EDTA 

 

 

Fig 4.20 Cost curve of class value airport for C4.5 algorithm 
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Fig 4.21 Threshold curve of class value store for EDTA 

 

 

Fig 4.22Threshold curve of class value store for C4.5 algorithm 
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Fig 4.23 Cost curve of class value store for EDTA 

 

 

Fig 4.24 Cost curve of class value store for C4.5 algorithm 
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Fig 4.25 Threshold curve of class value movie for EDTA 

 

 

Fig 4.26 Threshold curve of class value movie for C4.5 algorithm 
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Fig 4.27 Cost curve of class value movie for EDTA 

 

 

Fig 4.28 Cost curve of class value movie for C4.5 algorithm 
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Fig 4.29 Threshold curve of class value restaurant for EDTA 

 

 

Fig 4.30 Threshold curve of class value restaurant for C4.5 algorithm 
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Fig 4.31 Cost curve of class value restaurant for EDTA 

 

 

Fig 4.32 Cost curve of class value restaurant for C4.5 algorithm 



An Analysis on the Performance of Enhanced Decision Tree Algorithm (EDTA) and Comparison with C4.5 Algorithm 

 

43 

 

 

Fig 4.33 Threshold curve of class value station for EDTA 

 

 

Fig 4.34 Threshold curve of class value station for C4.5 algorithm 
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Fig 4.35 Cost curve of class value station for EDTA 

 

 

Fig 4.36 Cost curve of class value station for C4.5 algorithm 
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Likewise there are threshold and cost curves for all the other parameters of the class 

attribute. WEKA stores the log also, this log is generated gives the details of what all 

operations were performed with the current used session. It tells the starting and 

execution of an algorithm and tells that which algorithm was executed first. 

 

Fig 4.37Log generated by WEKA 

 

Hence the results computed from this research are:  

1. The EDTA algorithm is able to work on the large scale high dimensional 

dataset. Along with this EDTA is also able to work for both discrete and 

continuous data. It also works on both the nominal and alphabetical data. 

2. The number of correctly classified instances of EDTA is more than that of c4.5 

and the incorrectly classified instances are less than that of c4.5. 

3. The EDTA algorithm have reduced error rate resulting to more accuracy as 

compared to the c4.5 algorithm. EDTA have relative absolute error rate as 

24.2238%.  
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The results for the comparison of correctly classified instances can easily be computed in 

a tabular form and bar chart form. 

 

Table 4.1 Number of correctly classified instances 

 

Algorithm C4.5 Algorithm EDTA 

Number of correctly 

classified instances 

661 2027 

 

 

 

 

 

Fig 4.38 Bar graph showing correctly classified instances percentage 
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The results for the comparison of incorrectly classified instances can easily be computed 

in a tabular form. 

 

 

Table 4.2 Number of incorrectly classified instances 

 

Algorithm C4.5 Algorithm EDTA 

Number of incorrectly 

classified instances 

1465 99 

 

 

 

 

 
 

 

Fig 4.39 Bar graph showing incorrectly classified instances percentage 
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The results for the comparison of error rate can easily be computed in a tabular form. 

 

 

Table 4.3 Error Rate 

 

Algorithm C4.5 Algorithm EDTA 

Error Rate 99.06% 24.22% 

 

 

 

 

 

 

Fig 4.40 Error rate of EDTA and C4.5 algorithm 
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Chapter 5 

SUMMARY AND CONCLUSION 

 

The proposed approach is based on the analysis of mobile networks services and data. 

The analysis is done with the help of decision tree technique of data mining. The 

prediction is done on the basis of mobile services that where the particular services are 

present. The class attribute selected was services which have further five class values and 

the services for each instance was predicted that where the high usage of network is there 

out of the three services. This research is based on the analysis of mobile networks 

services and data. The analysis is done with the help of EDTA algorithm. This research 

proves that the result from the EDTA algorithm are more accurate than that of c4.5. This 

is done by the number of classified instances both correctly and incorrectly. This gave the 

result as well as gave the threshold and cost curves for each class value. This research 

proved to be a helpful because of the development of new algorithm as it helped to 

predict the decision in more accurate way with having accuracy of approximately 76%. 

The results of the algorithm are better when compared with the pre-existing C4.5 

algorithm. 
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APPENDIX 

 

List of Abbreviations 

WEKA - Waikato Environment for Knowledge Analysis 

ID3 - Iterative Dichotomiser 3 

CART - Classification and Regression tree 

CHAID - Chi-squared automatic interaction detector 

MARS - Multivariate Adaptive Regression Splines 

IDE – Integrated Development Environment 


