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ABSTRACT 

 

Graph partitioning is a traditional problem with many applications and a number of high 

quality algorithms have been developed. Graph partitioning by multilevel scheme is more 

popular, which includes three phases coarsening, initial partitioning and uncoarsening. Graph 

partitioning is also applied on road network graphs, where the main aim is to minimize the 

cut size. In road network graph, the nodes or vertices can be road junctions, endpoint, etc and 

the edges are the path, road length. Road networks have various natural cuts as bridges, 

mountain passes. In this algorithm multilevel scheme of graph partitioning is used and 

implemented on road network graphs. Recently multilevel hybrid graph partitioning 

algorithm was proposed using local search refinement strategy and balanced big method for 

initial partition. In this algorithm simulated annealing is being used as refinement strategy to 

improve the quality of partition on road network graphs.     
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Chapter 1 

INTRODUCTION 

1.1 Algorithm 

Algorithm is a combination of sequence of finite steps to solve a particular problem. Every 

algorithm takes some data as input and gives some value as output. An algorithm should take 

zero or more input but should produce at least one output. An algorithm should be 

deterministic, programming independent and should give correct output. Different data 

structures are used for storing and managing different types of data. Algorithm can be 

analyzed by its time and space complexity.  Algorithm can be used as a tool for solving a 

well-defined computational problem. There are different types of problem to be solved. A 

problem is in P- class if there exist a deterministic algorithm to solve that problem and that 

problem can be solvable in polynomial time example Binary search, Quick sort etc. A 

problem is in NP- class if non-deterministic polynomial algorithm is possible for that 

problem.  

 

  

 

 

 

 

 

Fig 1.1: NP-complete problems 

A problem is said to be in NP-class if it can be proved in polynomial time.  A problem which 

is NP but not P is NP-complete problem. If G is unknown and H is NP-complete problem and 
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if H is polynomially reduced to G then G is said to be NP-hard problem. It is easier to harder 

conversion.  

1.2 Graph Partitioning 

1.2.1 Definition 

Graph partition is a problem in which a graph G(V, E, We, Wv) is given where, 

V= number of vertices, 

E= number of edges, 

We= weight of the edges, 

Wv= weight of the vertices. 

 

 

 

 

 

 

 

 

Fig 1.2 Graph for partitioning 
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b) The number of edges between the partitions should be minimized. 

1.2.2 Description 

Graph partitioning falls under the category of NP-hard problem. In graph partition problem, a 

graph G is given in the form of vertices and edges G (V, E) that needs to be partitioned into 

different smaller graphs. A k-way partition is a technique that divides the graph into k 

number of components. A partition is better if there is less number of edges cut between the 

components. 

1.2.3 Techniques of graph partitioning  

 There are several graph partitioning techniques exist. For example Breadth first search 

(BFS) is the simplest graph partitioning technique, which is used to partition the graph into 

two components k=2.Geometric partitioning method exploits the network flow technique and 

identify the cut of the graph. Spectral partitioning method is efficient and most widely used 

technique. But due to the fact that it consumes more time in computing Eigen values for the 

adjacency matrix of the graph it is less in use. A multilevel scheme is a new method for 

graph partitioning which is based on multilevel paradigm. Balanced graph partitioning is the 

strategy in which the main concern is to partition the graph into partitions of almost same 

size with less number of edge cut between the partitions. According to it for a parameter v >= 

1 no components of the partition should contain more than v.n/k number of vertices. For k=2 

and v=1 this problem becomes similar to minimum bisection problem. There are different 

approaches for graph partitioning as the size of graph grows in size. There is streaming 

algorithm for graph partitioning, which uses their approach to partition the distributed graph 

of large size. As the graph size increases it becomes complex to cluster it or to analyze it so it 

requires to be broken done into components. Multilevel scheme of graph partitioning is 

considered to be better approach of graph partitioning. 

Multilevel graph partitioning scheme  

 A Multilevel graph partitioning algorithm includes three steps. Initially Coarsening the 

edges and vertices, then partitioning the graph and finally uncoarsen it with refinement to 
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construct the final partition of the graph. Coarsening phase involves transforming the given 

graph G into smaller graphs G1, G2, G3…so on these newly formed graphs are taken as 

input for the next phase i.e. partitioning phase. Partitioning phase is followed by some 

refinement strategies to get the finest partition. The last phase is uncoarsening of the graphs it 

is the reverse of the coarsening phase. After this phase we get the final partition of the 

original graph. For example the three steps in multilevel graph partitioning are shown below: 
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Initial partitioning phase 

Fig 1.3: Three steps of multilevel graph partitioning 
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There are different methods for coarsening phase. Two main approaches to coarsen the graph 

are based on random matching and other is matching heavy edges. To coarsen the graph, first 

matching is computed which is set of edges that do not incident on the same vertex. 

Matching should be maximal matching and a matching is said to be maximal if any edge of 

the graph which is not in the matching set has alteast one of its end point matched. 

Random Matching: in random matching algorithm a matching is generated using random 

algorithm. Vertices are visited randomly. If a vertex u is not matched then we find its 

adjacent vertex v if it is also unmatched then we choose the edge uv in the matching set. If no 

adjacent vertex is found unmatched then the vertex u remain unmatched in random matching. 

Heavy edge matching: in heavy edge matching, a matching set consists of edges with heavy 

weight. Their main goal is to minimize the edge cut and also the cut cost. The weight of the 

edges of the matching set is let W (Mi) and the weight of the edges of the graph is W (E) 

then the weight of the new coarsen graph will be W (E) – W (Mi). The new coarsen graph 

does not contain the edges matched in the matching set and the vertices matched are 

collapsed in the new graph. The vertices which are not matched are kept same in the next 

graph. Here the heavy edge matching helps to prevent the heavy edge cut in the partitioning. 

Light edge matching: Here instead of choosing the heavy weight edges we choose light 

weight edges. The new coarsen graph has less reduction in the total weight of the graph. 

Though it does not have much significance but in this case the degree of the new coarsen 

graph is higher than the original graph. Light weight matching helps in certain partitioning 

heuristics like KL. 

Heavy clique matching: in this method matching is computed by collapsing the vertices 

whose edge density is high. Here matching set consist of edges whose edge density is 

maximal. This scheme helps to generate a good bisection of the graph. Randomized 

algorithm is used to generate the heavy clique matching. 
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Fig 1.4 Coarsening of graph 

 

There are different algorithms used for partitioning the graph: 

Spectral bisection: in this algorithm spectral information is used for graph partitioning. It 

uses the concept of eigenvector also called as Fiedler vector. Eigen vector is computed using 

Lanczos algorithm which is an iterative method. This approach cannot be used for large 

graphs as it consumes much time in calculating the eigen vector. 

KL algorithm: KL algorithm is an iterative method, it initially partition the graph into two 

parts. In each iterative process it searches for the vertices from each part of the graph by 

swapping the vertices such that the edge cut is reduced. If such partition exits then it becomes 

the partition for the next iteration. This process continues until two partitions are obtained 

equal. Each iteration of this algorithm takes O (|E| log |E|) time. Several improvements are 

done to this algorithm by Fiduccia and Mattheyses which reduces its complexity to O (E) . 

Graph growing partitioning algorithm: this algorithm is one the algorithm used for bisecting 

the graph. It initially chooses one vertex and use BFS to cover the vertices around to create 

the component of the graph. 

Greedy graph growing partitioning algorithm: here in this algorithm, they choose the initial 

vertex for partitioning such that the edge cut is low. They start by initially choosing four 

2 

2 
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vertices and select the partition for which the edge cut is minimum. It is observed that it takes 

less time than GGP for partitioning the graph and produces better cut than by GGP.  

Balance big method: this method of graph partitioning is based on partitioning the graph into 

components of almost same size. The difference between number of vertices in the partitions 

should not be large. This method includes two algorithms in it- 

1. Balanced 

2. Deterministic Greedy 

According to balanced algorithm the vertex with higher degree will be assigned to partition 

of smaller size. And according to deterministic greedy method vertices with low degree will 

be assigned to partition of bigger size. 

 

Several techniques are being used for refinement: 

KL refinement             

Boundary KL refinement 

FM refinement 

Tabu search 

Hill climbing: hill climbing is one of the refinement algorithm used for improving the quality 

of the partition. Once the initial partition is done on coarsen graph refinement algorithm is 

applied on it so that the edge cut is reduced. In this algorithm move gain is computed for the 

vertices present in the partitions. The vertices which are at the boundary of the partition are 

used for computing move gain. The vertex with highest move gain is choosen from the 

partition of higher size to move to the partition of smaller in size. Thus in this way the edge 

cut cost is reduced.  
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Simulated annealing: Simulated Annealing is the optimization approach based on physical 

annealing, an enhanced version of local optimization. It works under the random number 

generator and a control parameter called the temperature, cooling ratio r, temperature length. 

There are certain generic parameters used as- 

INITPROB: it is used to determine the initial temperature for the set of runs. The value of 

INITPROB is considered as the starting temperature. 

TEMPFACTOR: it is also named as cooling ratio r whose value lies between 0 and 1. 

SIZEFACTOR: it is used to set the temperature length L as N*SIZEFACTOR, where N is 

the size of the expected neighbor.  

MINPERCENT: it is used for testing whether annealing run is frozen or not. A counter is 

maintained which is incremented each time when temperature is reduced and is set to zero 

when optimum solution is achieved. 

 

 

1.2.4 Applications of graph partitioning 

 Designing telephone network 

 In load balancing while minimizing communication 

 VLSI layout 

 Used in data mining and clustering 

 Image segmentation 

 Physical mapping of DNA 

 Helps in finding communities 

 Parallel computing 
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1.3 Road network graphs 

Road network graph is the graph G (V, E) with V vertices E edges where vertices are the end 

points or the junctions and edges are the path connecting between them. If W (E) is the 

weight of the edges then in road network graphs the distance between the edges or the time 

taken to travel from one junction to another can be considered as the weight of the edge.   

 

 

Fig 1.5 Road network graph 
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In the above figure the vertices are the cities and the edges are the path between them. It is 

showing the network graph where the edge weights are the distance between the cities. The 

road network graph is being partitioned using the method of natural cuts in PUNCH 

algorithm. They defined natural cuts as bridges, mountain passes etc. This algorithm works 

well for the road network graphs. Road network graphs are used to analyze the network flow 

or control the network management. As the graph grows in size it becomes complex to 

analyze it, so the graphs are needed to be divided into subgraphs to simplify the accessing of 

the graphs. Road network graphs are used to monitor traffic control, planning routes etc. 
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        Chapter 2 

REVIEW OF LITERATURE 

Dr.S.Padmavathi et al (2014) proposed a multilevel hybrid algorithm for balanced 

graph partitioning. In this paper a graph is initially partitioned using balanced big method in 

order to improve the initial solution quality. Further local search refinement procedures are 

used to improve the quality of partition. They compared the balanced big method for initial 

partitioning followed by local search (Hill Climbing) refinement with the existing random 

initial partition with tabu search refinement. They concluded that the proposed approach 

improves the partition quality compared to the existing method.  They implemented their 

algorithm in Microsoft C#.Net and compiled in Microsoft .Net Framework 4.5. 

 

Somayeh Sobati moghadam (2013) proposed two methods for automatic 

visualization of the metro map. They used the concept of simulated annealing for changing 

the position of the node. Their first method produced good quality metro map and second 

method works well for dense graphs.   

 

Isabelle Stanton et al (2012) proposed streaming algorithm for graph partitioning, they 

used simple, natural heuristics and compared with hashing and METIS and has found 

significant improvement. In this paper they mainly focused on balanced graph partitioning 

using different methods for partitioning, such as Balanced method, Deterministic Greedy 

method etc. They have used different techniques for their stream order, as BFS, DFS and 

random for partitioning the graph. They concluded that their heuristic can improve the edge 

cut in the distributed graph. 
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Una Benlic et al (2011) used tabu search approach for balanced graph partitioning in 

multilevel graph partitioning. They included coarsening phase, initial partition, refinement 

using tabu search and then uncoarsening phase. Their approach of tabu search has resulted 

better than the partitioning schemes such as METIS or CHACO. In this paper they have 

explained how vertices are moved across the partitions to improve their quality.   

 

Daniel Delling et al (2011) developed new algorithm called PUNCH for  partitioning 

the graph  which is based on natural cuts. This algorithm contains two steps, the first step 

performs minimum cut computation that reduces the graph size and second phase uses 

greedy and local search method to assemble the final partition. This algorithm performs well 

on road network graphs. As a conclusion this algorithm PUNCH preserves the original 

structure of the graph, also reduces its size which helps to run the more time consuming 

routines used for assembling the graph. They obtained the best partition method for road 

networks improving the previous bound by 10% on average, but it is slower than previous 

existing graph partitioning algorithm.      

 

Cedric Chevalier et al (2009) compared two different methods for graph partitioning 

geometric and algebraic. Graph partitioning is used in applications like VLSI designing, in 

parallel computing, proper task scheduling, etc. The main purpose of partitioning is to divide 

the graph into number of components of almost same size, so that the cut count is reduced. 

The main objective of a multilevel based algorithm is to divide the problem into different 

levels i.e coarsening that represents the problem but with less degree of freedom. In this 

paper two coarsening schemes AMG (algebraic multigrid) scheme is compared with heavy 

edge matching (HEM). As a result of the experiment without the use of any refinement 

strategy WAG performs better than HEM. The second experiment was performed using FM 

and hill-climbing. Here also WAG proved better than HEM with smaller standard deviation. 

Finally based on some more experiments it was observed that HEM was less efficient than 

WAG. As a result they recommended use of WAG instead of classical HEM. WAG schemes 
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seem more powerful than SAG (strict aggregation) coarsening since they provide good 

quality results but with poor refinement. The partitioning obtained during their experiments 

can be improved by using some more refinement strategies.  

 

Robert Krauthgamer et al (2008) proposed an algorithm for k-balanced partitioning 

problem. Their main goal was to partition the graph into k partitions of almost equal size. 

The problem is to partition the graph with minimum number of edge cut and balanced cut. In   

this algorithm they improved their previous work. They used semi defined relaxation which 

combines l
2

2  metrics with spreading metrices. 

 

Sanjeev Arora et al (2008) surveyed some techniques that results with some progress in 

the problem of graph partitioning, which is an NP-hard problem. They described two 

approaches to graph partitioning one was geometrical approach and second approach was 

routing flows in the graph for which they used traffic flows in a road network. These both 

approaches are dual views of each other resulting in an algorithm which is fast and produces 

high quality cuts. 

 

George Karypis et al (1998) presented and studied a graph partitioning algorithm in 

which the size of the graph is reduced by merging vertices and edges, they found a k-way 

partition for the original graph in O(|E|) time, which is faster than the previously proposed 

multilevel recursive bisection  algorithm by a factor of O(log k). Their main contribution in 

this was to find a high quality and less expensive refinement algorithm. There are three 

stages in this algorithm coarsening, initial partitioning and refinement. During the coarsening 

phase three methods are used to find the maximal matching for coarsening, heavy edge 

matching (HEM),random matching (RM)and modified heavy edge matching (HEM*). For 

initial partitioning they used multilevel recursive bisection algorithm that produces good 

initial partitioning. In uncoarsening phase local refinement algorithms based on Kernighan-
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Lin (KL) partitioning algorithm is used. New refinement algorithm has developed. Their 

experiments have shown that multilevel k-way partitioning algorithm is significantly faster 

than recursive bisection based k-way partitioning schemes. 

 

George Karypis et al (1998) presented a new coarsening method named as heavy edge 

heuristic in the (multilevel scheme of graph partitioning). In the coarsening phase the vertices 

are collapsed to get a new vertex. In heavy edge method they collapse based on some 

matching i.e heavy edge matching. They also presented a new version of (KL) algorithm 

used for refining during the uncoarsening phase. In this paper they have perform different 

methods for coarsening ,initial partition and refinement schemes and concluded that 

multilevel partitioning scheme work quite well. The multilevel algorithm that uses HEM and 

BKL for refinement can be parallelized effectively. 

  

Dimitris Bertslmas et al (1993) have introduced about simulated annealing, its 

behavior how it works and its applications. Simulated annealing is a probabilistic method for 

finding global minimum of cost function, it uses temperature parameter and perform its work 

in iterations and continue until it gets frozen. Temperature is reduced in each iteration. 

Simulated annealing is also used for optimization procedure. They said that simulated 

annealing is mostly used in image processing and also mentioned that simulated annealing is 

used for graph partitioning, graph coloring, travelling salesman problem. It is shown that 

simulated annealing is proved better than KL algorithm for graph partitioning. 

 

L TAO et al (1992) proposed new algorithm for graph partitioning based on simulated 

annealing and tabu search and has compared with LPK algorithm. Their experimental study 

shows that their algorithm produced better solution than LPK algorithm. In this approach 

they have given the idea of neighborhood structure and believed that the combination of 

these two algorithms can reduce the running time of the algorithm. 
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David S. Johnson et al (1989) studied how simulated annealing works as optimization 

for certain problems. They investigated how it works better than the existing traditional 

algorithms. All the parameters used for simulated annealing is discussed in detail in this 

paper. They concluded that simulated annealing is a competitive approach for graph 

partitioning problem, for random graphs they proved better than KL algorithm. 
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Chapter 3 

PRESENT WORK 

3.1 SCOPE OF STUDY 

The study undergoes is to develop an algorithm for graph partitioning based on multilevel 

scheme. As it is concluded from the literature review that though there are more schemes for 

graph partitioning but multilevel scheme is the best one. But there are different techniques 

for different stages of this scheme. The study aims to identify and understand what 

techniques are being used and how they work. Which techniques are better and efficient?  

The main objective of partitioning the graph is to reduce the edge cut by using proper 

partitioning algorithm, refinement strategies. The study also identifies how they implemented 

certain algorithms using the real world graphs. 

3.2 PROBLEM FORMULATION AND OBJECTIVES 

As we know the graph partitioning problem is NP-hard algorithms are designed to partition 

the graph in appropriate manner with fine quality. There are several algorithms designed for 

graph partitioning which are being used in different applications. Road network graphs are 

the graphs which are also needed to be partitioned. The problem is to generate an algorithm 

to partition the road network graphs with some more improved refinement strategy that can 

improve the quality of graph partition. 

The objectives are: 

1. To propose a new algorithm with better refinement procedure for road network 

graphs. 

2. To reduce the edge cut. 

3.3 RESEARCH METHODLOGY 

The algorithm will be implemented in MATLAB and real road network graphs will be used 

for partitioning. The algorithm will work as: 
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Fig 3.1: Flow chart of the activities to be performed during graph partition. 

 

In the first phase graph G (V, E) will be taken as an input, it will be represented as adjacency 

list. Next phase is coarsening the graph i.e creating the smaller graph G1, G2..So on from the 

original graph with reduced number of vertices using graph coarsening method. Then initial 

partitioning of the coarsened graph is performed. Fourth phase is refining phase which is 

very important phase to improve the quality of the partition. In the new algorithm we are 

using simulated annealing for refining the graph and will compare it with other local search  

refining technique .The last phase is uncoarsening which is the reverse of the coarsening 

phase the output of this phase is the final partitioned graph. All the phases are discussed in 

detail below: 

I. Coarsening phase 

Coarsening phase takes the graph G as input with V vertices and E edges and convert it into 

smaller graph G1,G2,G3…..so on such that |V|>| V1|>|V2|>|V3| ….and |E|>|E1|>|E2|>|E3|.In this 

taking graph as input coarsening the graph  performing initial 
partition 

refinening the graph 
uncoarsening the 

graph 
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algorithm Heavy Edge Matching is used for coarsening the graph. Matching Mi is set of 

edges such that no two edges have same end points on either side. Heavy edge matching 

considers the heavy edges in the matching set. We use random algorithm to find this 

matching by visiting the vertices. For any graph G(V,E) ,W(eij) is the sum of the weight of 

the edges in G. 

Mi = {set of edges} 

w(eij) is the sum of weight of the edges belonging to Mi  . 

The new coarsened graph Gi(Vi, Ei) have edges Ei =E- Mi and 

W1(eij) = W(eij)- w(eij) 

The vertices are collapsed in the new coarsened graph using the matching Mi and the vertices 

which are not matched are kept as it is in the new graph. Vertices are assigned weight 

initially and each time when the vertices are collapsed its weight also increases. Vertex 

weight determines the number of vertices collapsed with it. Heavy Edge Matching is used so 

that the edges with heavy weight can be avoided from being cut. Coarsening phase is 

continued until it reaches the coarsening threshold or less than it.Thus in this way coarsening 

of graph is done to get the final reduced graph. 

II. Initial partition 

Balanced Big method is used for graph partitioning. After the coarsening phase now the 

coarsened graph needs to be partitioned such that the size of the graph is balanced. The 

difference between the size of the partition should not be large. Coarsen degree determines 

the number of vertices in each partition. 

 According to balanced big method- 

I. The vertices with high degree or weight should be assigned to the partition with 

smaller size. 

II. The vertices with low degree or weight are assigned to partition with bigger size. 
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We can use BFS, DFS or Random approach for traversing the graph. After partitioning the 

edge cut cost is computed.  

Edge cut cost= ∑ w(eij)  , 

Such that eij connects the vertex vi belonging to partition Pi and vertex vj belonging to 

partition Pj. 

III. Refinement 

Refinement is the phase which is used after the initial partition so as to improve the quality of 

the partition. The main objective of this phase is to reduce the edge cut or the edge cut cost. 

There are various different techniques for refinement, but in this algorithm Simulated 

Annealing is used. Simulated Annealing is the optimization approach based on physical 

annealing, an enhanced version of local optimization. It works under the random number 

generator and a control parameter called the temperature, cooling ratio r, temperature length 

L, there are certain generic parameters used as- 

INITPROB: it is used to determine the initial temperature for the set of runs. The value of 

INITPROB is considered as the starting temperature. 

TEMPFACTOR: it is also named as cooling ratio r whose value lies between 0 and 1. 

SIZEFACTOR: it is used to set the temperature length L as N*SIZEFACTOR, where N is 

the size of the expected neighbor.  

MINPERCENT: it is used for testing whether annealing run is frozen or not. A counter is 

maintained which is incremented each time when temperature is reduced and is set to zero 

when optimum solution is achieved. 

Simulated Annealing working:  

1. Find the initial solution S. 

2. Take an initial temperature T >0. 

3. Continue until not frozen 



 21      

3.1 Perform following steps L times 

3.1.1 Find a random neighbor S’ of S. 

3.1.2 Calculate ∆ = cost(S’) - cost (S). 

3.1.3 If ∆<= 0 (downhill move), set S=S’. 

3.1.4 If ∆ > 0 (uphill move), set S=S’ with probability e
-∆/ T  

.
    

 

3.2 Set T= rT. 

4. Return S. 

Here the initial solution S is taken from the output of the initial partition and the final 

solution is obtained with improved quality. 

IV. Uncoarsening phase 

The final phase is uncoarsening phase, it is reverse of coarsening. The final partition obtained 

after refinement is projected back to the previously obtained graphs. Here partition is done on 

G1, G2, G3 …..and finally on the original graph G. 

Algorithm: Multilevel Graph Partition(Graph G) 

1. Take the weighted undirected graph as input. 

2. While (|V|> coarsening threshold)  perform 

Coarsening (Gi to Gi+1) 

3. For all v in V 

If vertex degree (v) is high perform 

Balanced partitioning 

Else 

Perform Greedy partitioning 

4. Simulated annealing(initial partition) 

5. While (Gi!= G) perform 

Uncoarsening (Gi to Gi-1) 
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         Chapter 4 

RESULTS and DISCUSSION 

We have taken15 connected vertices from road network graph of USA from 9
th

 DIMACS 

implementation challenge. This opened graph is used for partitioning for k=2 and is 

implemented it in matlab. 

For coarsening phase we considered coarsening threshold= 7,in refining phase for simulated 

annealing, we set its parameters as INITPROB=0.2,TEMPFACTOR=0.5,MINPERCENT=1 

and SIZEFACTOR=1. The partition obtained after simulated annealing is compared with hill 

climbing local search technique and is considered better then it with reduced edge cut cost. 

The fifteen vertices are connected as- 

Vertex vertex Weight 
 

1 2 
803 

1 5 842 

1 6 2428 

2 4 591 

2 3 617 

2 1 803 

3 2 617 

4 2 591 

5 1 842 

6 1 2428 

6 7 1178 

6 8 1095 

7 14 1827 

7 15 889 

7 6 1178 

8 6 1095 

8 9 1741 

8 10 515 

9 8 1741 

10 8 515 

10 11 1611 

10 12 335 
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11 10 1611 

12 13 2039 

12 10 335 

13 12 2039 

14 7 1827 

15 7 889 

 

 

Original graph taken as input is shown below: 

   

  

Fig 4.1: Original road network graph 

 

Graph in coarsening phases are shown below: 
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Fig 4.2: Graph during coarsening phase 
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Fig 4.3: Final Coarsened Graph 

 

Graph obtained after initial partitioning is shown below: 
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Fig 4.4 Graph after initial partition 

 

Graph after refinement using Simulated Annealing is shown below: 
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Fig 4.5: Partition after refinement using simulated annealing 

 

Graph obtained using hill climbing is shown below: 
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Fig 4.6: Partition after refinement using hill climbing 

 

Graph obtained after uncoarsening phase is shown below: 
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Fig 4.7: Graph during uncoarsening phase 

 

Finally the partitioned on the original graph 
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Fig 4.8: Final partitioned Graph 

 

 

Fig 4.9: Edge cut cost using hill climbing and simulated annealing. 
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The edge cut cost using Simulated Annealing is 1095; while edge cut cost using Hill 

Climbing is 2027. So Simulated Annealing has given better result than Hill climbing.     
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            Chapter 5 

 CONCLUSION AND FUTURE SCOPE 

5.1 CONCLUSION 

Graph partitioning is basically an NP-hard problem in which a graph G (V, E) is to be 

partitioned into different components such that the cut size is minimized, i.e the number of 

edges linking to vertices of different components should be minimum. Multilevel graph 

partitioning is the proper approach for partitioning the graph which includes three stages. In 

our algorithm we have used simulated annealing which works well for partitioning the graph 

into two components. The edge cut is better and edge cut cost is reduced than the hill 

climbing refinement algorithm. 

5.2 FUTURE SCOPE: 

We can use this approach for more number of partitions. 

Dynamically any graph can be used for partitioning. 
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APPENDIX 

 

List of Abbreviations 

 
 

P- Polynomial time 

 

NP- Non Deterministic polynomial time 

 

BFS- Breadth first search 

 

KL- Kernighan- Lin 

 

FM- Fiduccia-Mattheyses 

 

VLSI- Very large scale integration 

 

PUNCH- Partitioning using natural cut heuristics 

 

 HEM- Heavy edge matching 

 

LPK- Lee, Park and Kim 

 


