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ABSTRACT 
 

Lexicon based approach for discovering sentiments. Our lexicon is built from tokenization 

taxonomy consists of positive, negative, negation, stop words and phrases. A typical tweet 

contains word variations, emoticons, hashtags etc. We use pre-processing steps such as 

stemming, emoticon detection and normalization, exaggerated word shortening and hashtag 

detection. In this we evaluate the public response on the TV serials using the social data 

obtained from Twitter, Facebook and other similar sources are entirely based upon the 

combination of the knowledge based sentiment analysis with word stemming (Non-Root to 

Root conversion).  As ecommerce has become so popular, numbers of reviews are increasing 

day by day. It is difficult for viewer to read all the sentiment and emotions manually while 

using emotions we can analysis the text while extracting grammars. So, this approach includes 

every aspect of the grammatical and no grammatical words and the root words which are 

putting impact on viewers and getting their views through sentiments evaluation. 
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Chapter 1 

INTRODUCTION 
 

Sentiment Analysis (SA) is one amongst the foremost wide studied applications of natural 

language process (NLP) and Machine Learning (ML). The web has provided a platform for 

individuals to specific their views, emotions and sentiments towards product, individuals 

and life generally. Thus, the web is currently a massive resource of opinion wealthy matter 

knowledge. The goal of Sentiment Analysis is to harness this knowledge so as to get vital 

data relating to belief that will facilitate create smarter business choices, political 

campaigns and higher product consumption. Sentiment Analysis focuses on distinctive 

whether or not a given piece of text is subjective or objective and if it's subjective, then 

whether or not it's negative or positive 

The recent trends in Sentiment Analysis techniques have touched towards building 

generative models which will capture complicated discourse phenomena. Conversely, as a 

result of the inconvenience of annotated knowledge, the main target is moving towards 

unsupervised approaches that use the facility of co-occurrence to unravel the matter. Since, 

the net encompasses a vast quantity of opinionated knowledge, within the variety of blogs, 

reviews, etc., the unsupervised approaches flourish. 

Sentiment Analysis is the study of opinions, attitude emotions gathered from the people to 

extract an entity identification .Sentiment analysis is also known as opinion mining .The 

entity can be the form of individual, event or sentence or phrase along with their 

grammatical meaning in a normalized form.  They express a mutual meaning or kind of 

same meaning words. Some of the experts predicted that sentiment analysis and opinion 

mining have slightly different notion during repreesntation.Opionion miming can extracts 

and analyses human opinion in form of text or through words from mouth about an phrases 

while Sentiment Analysis identifies the sentiment expressed in a text then analysis it and 

through these emotions also being calculated in the form of negative and positive. 

Sentimental analysis basically, identify the sentiments they express in the form of sentences 

they use & (Walaa Medhat, Ahmed Hassan, Hoda Korashy, 2014) expression through their 

emotions, and then classify their polarity as shown in Fig. 1. 
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                 Figure 1: Working of Sentimental analysis 

 

Sentiment analysis is divided into three main classification levels stated as: document level, 

sentence level, and aspect level sentiment analysis. The main goal of Document level whose 

goal is to classify an opinion document present in form of text or phrase as expressing a 

positive or negative opinion or sentiment by finding its root. It considers the whole 

document a basic information unit in one sentence. Sentence-level SA expects to group 

assumption communicated in each one sentence to inquiry linguistic uses. 

 

 

 

Figure 2 : Classification of Sentiment level 
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DIFFERENT LEVEL OF ANALYSIS 

 Document level: In this approaches whole document is considered as a single 

entity and the analysis approaches is applied on the whole document. The result 

generated in document level sometimes not appropriate. 

 Sentence level: In the sentence level approaches every sentence is considered as 

an entity and analysis approaches is applied on individual sentence then their result 

is summarized to provide the overall result of the document. It is known as clause 

level analysis 

 Entity and Aspect level: It is a feature based approaches in this approaches 

positive and negative sentiments are considered for the quality of features. This 

approach is based on the Opinion mining and summarization. 

 

 On the other hand, there is no basic contrast in the middle of report and sentence level 

classifications in light of the fact that sentences are somewhat short reports. Ordering 

content at the archive level or at the sentence level does not give the important subtle 

element required conclusions while substance which is required in numerous applications, 

to get these points of interest and exact result; we have to go to the subtle element level to 

figure out its Aspects. Viewpoint in Sentiments expects to arrange the assumption 

concerning the specific parts of individual elements for discover feeling. The first step is to 

recognize the substances and their angles and their points. The assessment holders can give 

distinctive feelings for diverse parts of the same element like this sentence or having same 

importance ''The voice nature of this telephone is bad, however the battery life is excellent’ 

‘sentiment investigation is the undertaking of recognizing positive and negative, Notions, 

feelings. 

 An alternate strategy for deciding conclusion is the utilization of a scaling framework 

whereby words generally connected with having a negative or positive opinion with a 

related number on a -5 to +5 scale (most negative up to best) and when a bit of unstructured 

content is examined utilizing characteristic dialect preparing, the consequent ideas are 

dissected for an understanding of these words and through that predication of positive and 

negative words are figured that how they identify with the concept. A etymological 

investigation system where a collection of content is analysed to portray the tonality of the 
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report through which we can anticipate the tone which is consistently utilized and what will 

be its effect on an alternate audience. Despite the fact that the technique originates before 

current mechanical apparatuses, the utilization of estimation investigation has quickened in 

with the advancement of huge scale computational foundation that can dissect extensive 

unstructured printed information sets.  

Emotion investigation is the procedure of distinguishing a bit of composing for positive, 

negative, or impartial sentiments bound to it and the feeling behind the words. People have 

the characteristic capacity to focus notion; be that as it may, this methodology is prolonged, 

conflicting, and exorbitant in a business connection. It's simply not reasonable to have 

individuals independently read a huge number of client surveys and score them for 

assumption in light of the fact that extremely one containing diverse implications and 

distinctive part of getting that information 

Semantria’s cloud-based software that analyzes the emotion based with natural language 

processing between two human being and result is 80 % consistent. Through this we can 

analysis consistent algorithm to extract the sentiments of human very fast with durability it 

help in comparing the dictionary meaning from every angle to achieve accuracy in a result 

different aspect. 

 

1.1 WORK OF SENTIMENTAL ANALYSIS 

 

Figure 3: Sentiment analysis working 

Semantria’s cloud based sentiment analysis software extracts the sentiment of a document 

and its components through the following steps: 

1. A document or an individual entity is broken in its basic parts of speech, called POS 

tags, which identify the structural elements of a document, paragraph, or sentence 

(i.e. Nouns, adjectives, verbs, and adverbs). 
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2. Sentiment-bearing phrases, such as “terrible service”, are identified through the use 

of specifically designed algorithms. 

3. Each sentiment-bearing phrase in a document is given a score based on a 

logarithmic scale that ranges between -5 and 5 depending on its features. 

4. Finally, the scores are combined to determine the overall sentiment of the document 

or sentence. Document scores range between -2 and 2 which contain positive and 

highly positive words 2.negative and highly negative words in a sentence. 

Semantria’s Named Entity Extraction (NER) feature automatically extract proper nouns 

from text, such as people, places, companies, brands, job titles and more. Each extracted 

named entity is classified, tagged and assigned a sentiment score, which gives meaning and 

context to each entity that which belong to which category phase according to scores. 

With named entity extraction you have the access to valuable insight, such as what people 

are saying about your company and perhaps more importantly about your competitors 

giving you a THUMB-up on the competition. 

 

1.2 PURPOSE OF NAME ENTITY EXTRACTION AND ITS 

WORKING 

 Semantria’s extract the named entities, which are present in the form of a list of entities 

does not have initial engine training. Semantria’s also supports the configuration of custom 

entities, which act as entity name. 

 

Figure 4: Entity extraction process           

To extract entities, Semantria’s follows the process outlined below Figure 5: 

1. A document or text is broken in its basic parts of speech, called POS tags, which identify 

the structural elements of a document, paragraph, or sentence (i.e. Nouns, adjectives, 

verbs, and adverbs). 
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2. Named Entities are extracted through a series of models and algorithms. 

3. Each extracted entity has a set of associated parameters which include: 

○ Entity – The exact entity that is extracted from POS. Different names for the same 

reference are always returned to their simplified states  

○ Sentiment – is the tone of an entity within the context of a document or text. The 

emotion is interpreted as positive, negative or neutral and represents all entity “mentions” 

within the text and their emotions. 

○ Evidence – represents the amount of sentiment-bearing phrases which can be associated 

with a given entity. The range is between 1 to 3, with 1 being the least amount and 3 being 

the most. 

○ Confidence – is specific to entities with associated Boolean queries. It knows whether 

or not the entity matches the Boolean query which in form of 0 or 1.  

 

1.3 PROCESS OF THEME EXTRACTION AND ITS 

WORKING 

 

 
Figure 5: Theme Extraction on Cloud 

 

After the text is sent to Semantria’s, the engine identifies the basic parts of speech called 

POS tags. Then two simultaneous steps occur Figure 5: 

a) Potential themes are extracted from POS tags and kept for scoring 

b) A process called Lexical Chaining occurs, which involves linking sentences through 

nouns that are synonyms or otherwise related to each other. In this way, we’re able to 

establish a conceptual chain in the content. 

Once the Lexical Chaining and Potential Theme Extraction steps are finished, each theme is 

scored based on Semantria’s algorithms. Potential themes that belong to the highest Lexical 

Chain are assigned the highest score. The algorithm also takes context and noun-phrase 

https://semantria.com/features/summarization
https://semantria.com/features/summarization
https://semantria.com/features/summarization
https://semantria.com/features/summarization
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placement into account when scoring themes. If there are fewer than 4 chains in the given 

text, the algorithm reverts to scoring purely based on count. 

 

 1.4 VARIOUS TECHNIQUES OF SENTIMENT ANALYSIS: 

MACHINE LEARNING APPROACH 

 This approach treats the sentiment classification problem as a topic-based text 

classification problem. Any text classification algorithm can be employed, e.g., naïve 

Bayes, SVM, etc. This approach was put forth by to classify movie reviews into two 

classes: positive and negative. The study compared naïve Bayes, Maximum Entropy, and 

SVM. A test bed of 700 positive reviews and 700 negative reviews was used. The highest 

classification accuracy (82.9%) was achieved using SVM with 3-fold cross validation. 

To implement these machine learning algorithms, the following standard bag-of-features 

framework was used. Let {f1,…….,fm} be a predefined set of m features that (Walaa Medhat, 

Ahmed Hassan, Hoda Korashy, 2014) , can appear in a document; examples include the 

word “still" or the bigram “really stinks". Let ni(d) be the number of times fi occurs in 

document d. Then, each document d is represented by the document vector 

 

 

Figure 6: Techniques of Sentiment Analysis 
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LEXICON APPROACH 

The semantic orientation approach performs classification based on positive and negative 

sentiment words and phrases contained in each evaluation text. It does not require prior 

training in order to mine the data. Two types of techniques have been used in previous 

sentiment classification research using the semantic orientation approaches. 

 THE CORPUS-BASED TECHNIQUES:  

Corpus-based techniques try to find co-occurrence patterns of words to determine their 

sentiments. Calculated a phrase’s semantic orientation to be the mutual information 

between the phrase and the word “excellent” (as positive polarity) minus the mutual 

information between the phrase and the word “poor” (as negative polarity). The overall 

polarity of an entire text was predicted as the average semantic orientation of all the phrases 

that contained adjectives or adverbs used a bootstrapping process to learn linguistically rich 

patterns of subjective expressions in order to classify subjective expressions from objective 

expressions. 

 THE DICTIONARY-BASED TECHNIQUES:  

 Dictionary-based techniques use synonyms, antonyms and hierarchies in WordNet (or 

other lexicons with sentiment information) to determine word sentiments. 

 

1.5 CREATION OF LEXICON 

The lexicon can be created either manually or expanding automatically from a seed of 

words .In our study, the lexicon is manually created. It is a onetime pass process. Two types 

of lexicons are created. 

 Common lexicon:  This contains data that would have the same semantic 

meaning or sense across different domains and categories. 

 

 Common or default sentiment words.  Positive and Negative sentiment 

words that have an equivalent sentiment worth or sense across totally different 

domains.  For e.g.  Sentiment word “good” forever represents a positive sentiment 

and it's freelance of any class. Positive or Negative sentiment words have a 

sentiment score of +1 or -1 to point the individual polarity. 
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 Negation Words. Negation words square measure the words that reverse the 

polarity of sentiment. for instance, “The battery life is not good” has negative 

sentiment 

 

 Blind Negation Words.  In the sentence, “The T.V desires an improved 

remote”, “needs” may be a blind negation word.  Blind negation words operate at a 

sentence level and points out the absence or presence of some sense that's not 

desired in a very product feature. 

 

 Split words.   Split words are the words used for splitting sentences into clauses.  

The split words list consists of conjunctions and punctuation marks.  For example 

the complex sentence, “Camera is good but the battery is bad” is split into two 

clauses “Camera is good” and “Battery is bad”. 

 

 Stemming: Stemmer gives the stem word. Serendio lexicon contains stem words 

only. So non stem words are stemmed and replaced with stem words.  For example, 

words like ‘loved’, ‘loves‘, ‘loving‘, ‘love‘ are replaced with ‘lov‘. This would aid 

the engine to do the word match from the text to the lexicon. Stemming is done 

using NLTK 

 

 

 Exaggerated word shortening: Words which have same letter more than two 

times and not present in the lexicon are reduced to the word with the repeating letter 

occurring just once.  For example, the exaggerated word “NOOOOOO” is reduced 

to “NO”. 

 

 Emoticon detection: Emoticon has some sentiment associated with it. Twitter 

NLP is Used to extract emoticons along with the sentiments in the Twitter data. 
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Figure 7: Emoticons detection 

 

 Hash tag detection.  The hash tag is a topic or a keyword that is marked with a 

tweet. Hash- tag is a phrase starting with # with no space between them. Hash tags 

are identified and sentiments are extracted from them. Finally Answer selection is 

done by further extensive passage analysis and presented trouser

 

 

Figure 8: Document Analysis Phase 
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Chapter 2 

REVIEW OF LITERATURE 
 

In this chapter, we are presenting some research work done in the field of Sentimental 

analysis. In the field of sentiments various researchers work on the machine learning 

approach as it is the method of Natural language processing, lexicon approach and Hybrid 

approaches. But applying this lexicons approach we can calculate the opinions in accurate 

form of sentiment by supervised or unsupervised learning approaches. 

 

Haruna Isah et.al, Developed a framework for gathering and analyzing the views and 

experiences of users of medicine and cosmetic product victimization machine learning and 

text mining. the appliance on that projected framework meant is on facebook comments 

and information for twitter for whole analysis and outline the way to develop a product 

safety lexicon and  information for machine learning classifier for medicine and cosmetic 

products sentiment prediction ,the task like comment spamming, comparing different 

machine learning  sentiment classification performance for detecting up or down trends of 

sentiments of a particular brand on product, clustering tweets and user sentiments by 

location based prototype (Haruna Isah, 2014). 

 

Phan Trong Ngoc, Myungsik Yoo, worked on strategies to rank a Facebook fan page solely 

accept the user engagement as well as the number of posts, comments, and “likes”. The 

polarity of each comment, which might be positive, neutral, or negative, is neglected in 

these strategies. During this paper, content-based ranking technique within which the user 

engagement and also the comment polarity square measure all thought of is being purposed. 

The user comment is analyzed employing a lexicon-based approach. We tend to apply the 

projected technique for the important Facebook dataset collected victimization the Social 

Packets crawler. The result shows that the ranks of pages estimated by our technique is near 

the ranks calculable by engagement primarily based technique. Additional significantly, by 

concerning the comment polarity, our page ranking is more correct relating to user opinion. 

The traditional strategies to rank a Facebook fan page solely accept the user engagement as 

well as the number of posts, comments, and “likes. The comparison shows that the ranks 

calculated by the two strategies square measure quite near page each other. ranking 
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technique is nearer to the user opinion and thus the result's additional helpful to the social 

network selling (Phan Trong Ngoc, Myungsik Yoo, 2014). 

 

Amir. H Razavi et.al, purposed that natural language processes and machine learning both 

can form sleep physiology. In this sentiments can be used in short textual description to 

form a text document. In this dreams are also considered in four categories in doing scaling 

to calculate emotions in form of positive dreams negative dreams. This approach is also 

taken from novel in form of sequentially occurring unfolding sentiments during dreams the 

first part consists of co-occurrence vector representation of dreams to detect sentiment 

levels and analysis them form of dream texts.  It is like Bag of words model to capture the 

relationship between the meanings through corpus. It also carry out in the form of emotions 

which are carried out by a day interval timing. Through this we can predict the creation of 

thought going on his day interval through the sentiment in the form of emotions by a human 

by calculating negative and positive impact (Amir. H Razavi , 2014).  

 

Peter Korenek and Marian Simko, through this approach that we analysis people and 

companies sentiments which sell their product and services through product reviews which 

they collect through social networking sites. Their Opinions generated through web are 

emergence of micro blogs and their generation existence. In this paper the novel method is 

considered to recognize the opinions to analyze the sentiments and micro blog by 

considering one entity as standalone. The different approaches being used in this are 

appraisal theory, to analyze the micro blogs which occur in the form of posts. This method 

used to check feasibility and flexibility in the social networking sites to check presence of 

blogs. In social media it acts as a communication media to analyses the sentiments and their 

opinions and reflects at time to state with given time period (Peter Korenek and Marian 

Simko, 2014). 

 

Kinam Park and Heuiseok Lim, purposed an approach of computational model for 

automatic acquisition of lexical knowledge which is based on human language information 

processing for calculating language and emotion. In this hybrid model is being proposed 

for human lexical for representing their expressions including decomposition and list of 

words present in dictionary. In this Hybrid methodology approach is implemented which 

automatically acquires lexical entries and grammars syntax in form of unsupervised leaning 
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method. Scale scores is being Extracted from grammars’ and polarity is being tested 

through supervised learning technique (Kinam Park and Heuiseok Lim, 2014). 

 

Heng-Li Yang and August F. Y. Chao, Purposed a morpheme-based method of feature of 

the words carrying same meaning for domain dependent Chinese compound words directly 

from the used seed words, Chinese morphemes, that area unit mono-syllabic characters that 

operate as individual words or be combined to make Chinese words and phrases, to classify 

motion-picture show reviews found on Yahoo! Taiwan. We have a tendency to used higher 

Point wise Mutual Information (PMI) collocations that contains morpheme-level combined 

options to create classifiers. Identifying compounds that have completely different 

linguistics polarities looking on contexts reviews in a very giant information set with none 

facilitate of predefined sentimental resources. Our methodology uses a P.O.S tagger tool 

for the segmentation of texts, filtering morpheme-based features and extracting applicable 

collocations exploitation comparatively high PMI values to create sentiment classifiers. 

Results show that the projected methodology is capable of achieving a better level of 

balanced accuracy with tiny size of extracted feature and collocation compound set, 

providing a better hit rate for options once new opinions are introduced. The projected 

methodology additionally maintains this good performance across motion-picture show 

genres (Heng-Li Yang & August F. Y. Chao, 2014). 

 

Biago Ciuffo and Carlo Lima Azevedo, purposed a multi-step sensitivity analysis 

techniques and model calibration to maintain complex traffic simulation model which carry 

100 parameters. Through this approach crucial comprehensive traffic simulation and 

problem in form of deadlocks can be handled which help in managing the performs of 

motor ways in urban Ares to prevent accident and performance ratio acc to the parameters 

regarding speed to prevent prudential group in this study of simulated MITSIM Lab is being 

used, kind of a complex microscopic traffic simulator. The standard variance based 

approaches to increase the efficiency regarding parameters to prevent it from traffic and 

handle to prevent more traffic (Biago Ciuffo and Carlo Lima Azevedo, 2014). 

Andrea Esuli et.al, Introduced brand positioning Scenario to mark star track automatically 

in online ecommerce market by getting reviews for the product in form of feedback. The 

numbers of stars are being rated according to its positive or negative impact on the text 
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viewed by user in forms of reviews as Track attempts to guess the star-rating that the 

reviewer would have attached to the review. It help in analyzing the data Start rack is thus 

useful for unstructured word-of-mouth on products, such as the comments and reviews 

about products that are to be found in spontaneous discussion forums, such as newsgroups, 

blogs, and the like. Star Track is based on machine learning technology, and as such does 

not require any re-programming for porting it from one product domain to another. Through 

this we can control the large sets of products in a consistent way and find out accuracy by 

(I) star-rating reviews, (II) ranking the reviewed products based on the automatically 

providing star-ratings (Andrea Esuli , 2013). 

Akshat Bakilwal, et.al, purposed a method to analysis the sentiments by considering 

political tweets towards an accurate classifier using supervise learning method and feature 

set consisting subjectivity lexicon scores using criminative words. In this paper new dataset 

is being discovered of political tweets for sentiments towards political entity for political 

sarcasm. The tweets basically consider the positive, negative or neutral tweets towards the 

political party or political leaders in this simple lexicon are being used to discover 

sentiments on basis of tweets by political leader or political party to measure the accurate 

classifier by using supervised learning method machine learning method. In this purposed 

set method basically extract the features of maximum sentiments information from tweets 

which are being present in the form of positive and negative emoticons in form of tweets 

being available at social networking sites as proxy for sentiments labels (Akshat Bakilwal, 

et.al, 2013)  

Hao-Chiang, et.al, has purposed a method to recognize sentiments in forms of emoticon 

rather than text they use a techniques based on semantics based solution to handle the 

emerging text with emoticons & linear clues regarding that are also being calculated and 

statistics based technique which help in calculating emotional vales with linear clues 

solution method .they had calculated acc to 2 Dimensional Thayer’s diagram in which 

emotions are being calculated with graphical representation techniques in this also negative 

values ,positive values are being expressed with help of emoticons and they are negative 

,positive ,truly positive and truly negative .in this lexicons are being analyzed to solve the 

sentimental from human (Hao-Chiang, 2012). 

Seyed Hamid Ghorashi, et.al, proposed a technique Online shoppers often have different 

idea about the same product that includes the following steps: 1) Pre-processing step 
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includes stop word removal and word stemming; 2) POS tagging includes frequent feature 

identification; 3) Mining frequent patterns lead to potential features; 4) Pruning includes 

compactness pruning and redundancy pruning and thus frequent features will be extracted. 

Finally summary can be made including the sentences which contain potential features.in 

this pattern mining technique is being introduced which help in extracting the information 

from ecommerce sites by providing information about different views and their impact on 

the growth of the business through on line shopping using hybrid approach (Seyed Hamid 

Ghorashi,  2012). 

Sasha Blair GoldenSohn et.al, purposed an approach through which we can review text 

that include main opinion about a given product and also includes various reasons like 

recommendation or non-recommendation and also values to identify the opinions according 

the users reviews. Therefore, it focuses on detecting those reasons in online product review 

that are closely related to pros and cons expressed in the review which help the customer 

to take right decisions. The  share  volume  of  reviews makes  it difficult for  a  human to 

process  and  extract all meaningful information in order  to make  an  educated purchase 

and toward systems view that can automatically contain  summarize opinions from a set of 

reviews and display them in an  graphical manner. Through this approach a system can 

calculated the sentiments review for a local service such as malls or food corners in the 

form of  supervised and unsupervised leaning both the techniques are being considered to 

take intelligent decisions (Sasha Blair GoldenSohn , 2008). 

Andrea Esuli and Fabrizio Sebastiani, purposed a technique named as ‘SentiWordNet’ to 

review the quality of products. It is a lexical resource in which every WorldNet synset is 

associated to three numerical scores like Objective(s), Positive(s) and Negative(s) 

describing how objective, positive and negative the terms contained in the synset. These 

three scores square measure derived by combining the results created by a committee of 

eight ternary classifiers, all characterised by similar accuracy levels however totally 

different classification behaviour. SentiWordNet offered with web based Graphical User 

Interface. 

Subtasks performed are: 

1. Determining Text SO-Polarity: Determine whether a given text has a factual nature i.e. 

describes a given situation or event without expressing a positive or negative opinion on it. 
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The term that expresses an opinion about a certain thing termed as SUBJECTIVE term and 

otherwise termed as OBJECTIVE. 

2. Determining Text PN-Polarity: Describe whether a give subjective term expresses a 

POSITIVE or a NEGATIVE opinion about a subject matter. 

3. Determining The Strength Of Text PN-Polarity: It describes whether the positive 

opinion expressed by a text on its subject matter is WEAKLY POSITIVE, MILDLY 

POSITIVE, or STRONGLY POSITIVE. 

How SentiWordNet is build? 

Three scores area unit derived by combining the results made by a committee of eight 

ternary classifiers. This technique depends upon the coaching set of ternary classifiers; 

every of them is capable of deciding whether or not a set is Positive, Negative or Objective. 

Every ternary classifier is totally different from different within the coaching set wont to 

train it and within the learning device wont to train it. Thus, it produces totally different 

classification results of an equivalent synsets. Opinion connected scores for a set area unit 

determined by the standardisation or proportion of ternary classifiers that have appointed a 

corresponding label to that. If all the ternary classifiers agree in distribution an equivalent 

label to a sysnset, that label can have most score for that set otherwise every label can have 

score proportional to the amount of classifiers that have appointed it. (Andrea Esuli and 

Fabrizio Sebastiani, 2006). 
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Chapter 3 

   PRESENT WORK 
 

 In this chapter, we are going to present the problem of our research work, its objectives, 

the methodology that we used for our purposed approach and the introduction of the 

developed tool. In the 3.1 section we explain how we formulated our problem and what the 

approach we are going to use. In the 3.2 and 3.3 section the objectives and the methodology 

of the work done. In the methodology the flow of our work with the help of flow chart is 

explained. 

 

3.1 PROBLEM FORMULATION 

In the area of media analysis, the key attribute is collecting information in the form of 

opinions and attitude toward various sources both in the form of offline (newspapers, 

archives) and online (news sites, blogs, forums) Sentiment analysis (also referred to as 

opinion mining) refers to linguistic communication process, text analysis and linguistics to 

spot and extract subjective information in source. Sentiment analysis aims to view as a 

speaker or author with reference to some emotions or the discourse polarity of a document. 

The analysis act as appraisal theory, emotive state (that is to mention, the emotion of the 

author once writing), or the supposed emotional communication (that is to mention, the 

emotional impact the author needs to own on the reader). 

Sentiment analysis consider two task: 

Sentiment Extraction: It contain set of textual document, determine the polarity of the 

attitudes and identify phrases, clauses, sentences or the entire documents that express 

attitudes. 

Sentiment retrieval: It identify the document that express attitude toward document.  

 

We approach these problem by applying sentimental analysis technique related to text data 

.The following are the contribution of this work  

1. We propose a frame work extract the non-grammatical words to grammatical words from 

the experience from the users who are watching the most popular brands of television 

serials using sentimental analysis with lexicon based technique  

2. We utilized the framework to gather and analyze views and experience of user of 
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television serials in form of facebook comments using lexicon 

3. We demonstrated how to develop custom lexicon and training data to normalize the root 

words and non-roots from the facebook comments from the individual user who are 

watching the popular brands of television serials.  

 

3.2 OBJECTIVE  

The primary question for sentimental analysis regarding customer reviews is to predict the 

quality of emotions and words which can express their sentiments and emotions. Customers 

want to know whether to buy product or not by reading summary of reviews generated by 

an opinions summarization approach regarding negative, positive or neutral. The problem 

is that most of the existing methods focus on opinion mining while processing customer 

reviews, which is used to determine reviewer’s attitude either positive or negative with 

respect to the various features of product. But there are some reviews which cannot be 

labeled as positive or negative but are still valuable.  

Early work methods for detecting the polarity of product reviews and movie reviews 

respectively through document level only. In this  We are  going to check the grammar 

between the sentences and going to build the application  by using Indian televisions as its 

platform we  classify a document's polarity on a multi-way scale,  expanded the basic task 

of classifying a Indian television serials review as either positive or negative to predicting 

star ratings on either a 3 or a 4 star scale, by performing an in-depth analysis of serials 

reviews, predicting ratings for various aspects of the given Indian television, such serials  

as the  and atmosphere (on a five-star scale 

The main objective is to develop an optimized sentimental analysis approach that provides 

an effective summary of opinions on the basis of customer reviews so that it would help 

the interested customers to take the decision whether to buy the product or not to buy and 

their views regarding that.   

 The research is focused on following objectives: 

1. To help the viewers in taking right decisions by know about their opinions through their 

emotions.  

2. To provide an effective review regarding sentiments after viewing their comments in form 

of reviews.  
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3. To analyze the different aspects of emotions i.e. what is negative about the serials and its 

impact on the viewers?  

4. To develop an optimized approach to evaluate the public response using social networking 

sites.  

3.3. SYSTEM DESIGN 

The proposed model has been designed for the evaluation of the public response on the TV 

serials using the social data obtained from Twitter, Facebook and other similar sources. The 

proposed model is entirely based upon the combination of the knowledge based sentiment 

analysis with word stemming (Non-Root to Root conversion). The tokens are extracted 

from the message data on the basis on N-gram analysis techniques. Typically, tokenization 

occurs at the word level. However, it is sometimes difficult to define what is meant by a 

"word". Often a tokenizer relies on simple heuristics, for example: All contiguous strings 

of alphabetic characters are part of one token; likewise with numbers. Tokens are separated 

by whitespace characters, such as a space or line break, or by punctuation characters. 

Punctuation and whitespace may or may not be included in the resulting list of tokens. In 

languages that use inter-word spaces (such as most that use the Latin alphabet, and most 

programming languages), this approach is fairly straightforward. However, even here there 

are many edge cases such as contractions, hyphenated words, emoticons, and larger 

constructs such as URIs (which for some purposes may count as single tokens). A classic 

example is "New York-based", which a naive tokenizer may break at the space even though 

the better break is (arguably) at the hyphen. Some ways to address the more difficult 

problems include developing more complex heuristics, querying a table of common 

special-cases, or fitting the tokens to a language model that identifies collocations in a later 

processing step. The sentiment analysis technique is quite based upon the sentic pattern 

analysis using the N-gram analysis of the message data. The sentic patterns returns the 

emotion in positive, negative or neural, whereas the proposed system has been designed to 

return the positive and negative messages only as neutral has been also classified as the 

positive messages. The stemming scheme has been utilized to reduce the size of the 

knowledge data and to remove the grammatical effect from the grams (words or keywords). 

The proposed model has been designed in various components. The proposed model 

contains the various modules like tokenization, stemming, sentiment estimator/calculator, 

stop word filter, etc. Each component has its own design and working. All of the 
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components have created the final model of proposed work based on the stemming based 

TV serial sentiment analysis. 

 

3.3.1. TOKENIZATION 

Tokenization is the process of the extracting the token from the message data. The 

tokenization is based upon the N-gram analysis of the emotion data. The N-gram analysis 

defined the length of the keywords being extracted under the process of tokenization. 

Tokenization is the primary process for the sentiment analysis and emotion mining, where 

the words are being extracted from the given message data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I am a regular viewer of the Kapil’s show 

“Comedy Nights with Kapil” on colors. I love the 

show and enjoy it with my family every 

weekend. 

TOKENIZATION PROCESS 

Tokenization returned the token array 

{‘regular’,  

‘love’  

, ‘enjoy’, 

 ‘every weekend’} 

 

Figure 9: A brief example of process of 

tokenization 
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Algorithm 1: Tokenization 

1. Load the message data 

2. Start the iteration process with counter C set to 1 

3. Increment the counter C before entering the iteration to skip the file title like “comments” 

or “users”. 

4. Extract the message M correspondent to counter C 

5. Split the message M into the array of words W(n-N) 

6. Load the stop word list SL 

7. Match the SL with W(n-N) using logical function and return the Logical Match array LM 

of size equal to W(n-N) 

8. Extract the words Wi(n-N) correspondent to the logical entry 1 in the LM array 

9. Load the sentiment word dictionary SWD 

10. Match SWD with the Wi(n-N) using the logical function and return the logical match array 

for tokenization LM(t). 

11. Extract the words or tokens Wt(n-N) correspondent to the logical entry 1 in the LM(t) array. 

12. Run the iteration till the counter C reached end of file (EoF). 

 

3.3.2. STEMMILATION/STEMMING 

The stemming is the process of finding the root words from the non-root words. All of the 

tokenized words which carries any grammatical or non-grammatical effect, has been 

programmed to undergo the stemming procedure, which is programmed as the stemming 

porter. The stemming porter analyses the word for the any grammatical or non-grammatical 

suffix, and removes the suffix from the word in order to convert it to the root word. The 

root word is the stem word from the all forms of the word, which can be also considered as 

the word with neutralized effect. Stemming process returns the stem word which carries no 

emoticon weightage. For example “love” expresses the normal expression whereas the 

“loving” word carries the higher order of emphasis or weightage and spread higher order 

emotion of “love”. This effect of emoticon emphasis is neutralized using the stemming 

porter in the proposed model. 
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Figure 10: An example of the stemming porter 

 

The above figure shows the example of the stemming porter. The stemming porter has been 

shown finding the root word for the grammatical words of “consign” and stemming 

procedure is converting all forms of “consign” to the stem word “consign”. The figure 

below is showing the brief working procedure of the stemming porter.  

 

 

 

 

 

 

 

 

 

 

Figure 11: A brief vision of the procedure of stemmilation or stemming porter 
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Algorithm 2: Stemming 

1. Fetch the word list or array Wt(n-N) from the tokenization process output. 

2. Count the words and initialize the process counter I and the termination limit L. 

3. Run the stemming process and extract the word indexed I in the Wt(n-N). 

4. Analyze the word for any grammatical or non-grammatical emphasis or weightage. 

5. If any weightage found, stem the words by removing the recognized emphasis or weightage 

suffix from the word. 

6. Return the word W 

7. Increment the counter I 

8. Repeat the step 3 to 6. 

9. Exit if the program met the loop termination condition. 

10. Return the stemmed word list Ws(n-N) 

 

 

3.3.3 SENTIMENT ANLAYZER 

 

Figure 12: The sentiment analysis icons 
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Sentiment analyzer module is the emotion mining module in the proposed model which 

analyzes the emotion or sentiment of the given message after tokenization and stemming 

procedure. The emotion is returned in the form of numerical weightage of each word 

followed by summation of the emoticon weightage of each word in the whole message in 

order to know the overall emotion of the word. Then the word is classified as the positive 

or negative on the basis of the emoticon weightage. 

Algorithm 3: Sentiment Analyzer 

1. Load the stemmed word list Ws(n-N) 

2. Load the Sentic dictionary (Sd) in the runtime memory. 

3. Count the number of words (N) and initialize the counter I and termination limit L 

4. Extract the word I from the Ws(n-N) 

5. Match the word I with Sentic Dictionary (Sd) and return the logical array LA corresponding 

the to match or non-match. 

6. Add the values in the logical array LA in order to know the final emotion value EvI 

7. Increment the counter I 

8. Repeat the steps 4 to 7. 

9. Exit the loop if I matches the termination limit. 

10. Return the EvM after adding all EvI values returned during the sentiment analysis iteration. 
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3.3.4. MAIN ALGORITHM 

The main algorithm has been composed after combining all of the algorithmic components 

defined earlier in this chapter. The modules of sentiment analyzer, stemming porter and the 

tokenization have been combined to form the final proposed model to analyze the 

sentiment. 

Algorithm 1: TV Serial analysis using Stemming 

1.Acquire the dataset in the runtime memory 

2.Extract Message data from the dataset 

3.Iterate(Read every message i till N) 

a. Extract the tokens from the message indexed with i 

b.Load stopword array in memory 

c. Filter the word list after matching it with stopword list 

d.Load score information data 

e. Stem the tokens in the message i to their root words 

f. Calculate the degree of sentiment 

g.If result is positive 

i. Increment positive counter 

h.else 

i. Increment the negative counter 

ii. Load negative emotion analysis data 

iii. Calculate deep negative expression in the form of anger and disgus 
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3.3.5. WORKFLOW DIAGRAM 

 
 

 

 

Figure 13: Workflow Diagram 
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3.4 MATLAB 2010 
 
MATLAB stands for “Matrix Laboratory”. MATLAB is a high level language. It is a 

program for doing numerical computation, analyzing images and data. It was originally 

designed for solving linear algebra type problems using matrices. Its name is derived from 

Matrix Laboratory. It helps us in solving the problems faster than other languages and used 

in various application much as signal processing, image processing, communications, 

computational biology and control design. 

 MATLAB system has following these parts: 

 

 Desktop tools and development environment  

 

 Mathematical function library  

 

 The language  

 

 Graphics  

 

 External interfaces  

 

FEATURES OF MATLAB:  
 

 Environment for managing the code, files and data.  

 

 2-D and 3-D graphics functions for analyzing the data.  

 

 Provide interactive tools for solving problems.  

 

 Provide functions for integrating the MATLAB based algorithms with external 

applications.  

 

 High level language  

 

 It helps in solving the problems faster than other languages. 
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STANDARD WINDOWS IN MATLAB:  
 

 Command Window: - The window where you type and execute commands.  

 

 Workspace Window: - This shows current variables and allows to edit variables by 

opening array editor (double click), to load variables from files and to clear 

variables.  

 

 Current Directory window: - this shows current directory and MATLAB files in 

current folder, provides with a handy way to change folders and to load files.  

 

 History window: - This shows previously executed commands. We can re-execute 

the Commands by double-clicking.  

 

MATLAB HELP  
 

 Help option is present on the top of the window in the right side.  

 

 MATLAB help is a powerful way for learning the MATLAB.  

 

 It not only contains the theoretical background, but also shows demos for 

implementation.  

 

 We can search any command by typing in the search box.  

 

 It explains the commands searched by you with examples.  
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Chapter 4 

RESULTS AND DISCUSSIONS 
 

The proposed model has been designed for the sentiment evaluation of the public response 

on the popular TV serials. The proposed model is designed for the automatic product 

feature classification and automatic text summarization. The results have been obtained 

from the proposed model. The proposed model have been given a discussion thread from 

the social network website collected in the excel sheet as the input data. The sentiment 

analysis has been performed on the excel file containing messages to find certain emotions 

automatically. The proposed algorithm returns the positive, negative, anger and fear 

emotions after analyzing the messages. The emotions are calculated by analyzing the words 

weight in the certain combinations & counting the whole emotion weight to calculate the 

resultant weight of the message. The messages are firstly broken in the words, phrases or 

combination of words, collectively called tokens, matching with the pre-programmed 

dictionary file stored up in the proposed model. 

The proposed model has been designed to analyze the sentiment on the public opinion on 

the popular TV serials. The dataset has been obtained for the Popular Indian TV serials 

from the popular social networks like Facebook, Twitter, etc. The dataset has been saved 

in the form of excel files. The evaluation of the results has been obtained in the form of 

positive and negative at the par. The negative emotion has been also analyzed in-depth one 

a message in classified as negative message. The deep emotion analysis can be classified 

as the anger, disgust or fear. The TV serial have tendency to make the people angry or 

dissatisfied. In the proposed scenario, the social messages have been classified in the 

different classes of positive, negative, anger or disgust in order to obtain the emotion 

analysis report on the TV serial database. 

The stemming process the core process of the proposed model, which converts the Non-

Root words to Root words (Stem Words). The stemming porter reduces the emphasis of 

the grammar from the tokens extracted from the messages in the datasets.  
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Table 1: Analysis of TV Serial Mahabharata 

Total Message Positivity Ratio 0.42 

Total number messages 53 

Total number positive messages 22 

Total number negative messages 31 

Total number of messages representing Disgust 1 

Total number of messages representing Anger 6 

 

 

 

Figure 14: Stemming porter analysis for the TV Serial Mahabharata 
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Figure 15: Sentiment analysis of the TV Serial Mahabharata 

 

After analyzing the dataset of TV serial Mahabharata, the results has been obtained in the 

form of table and histograms using the MATLAB simulator. The result analysis has shown 

that the TV serial Mahabharata is less popular and most of people has been noticed being 

unsatisfied by the serial, whereas Kaun Banega Crorepati (KBC) is popular among the 

public. The KBC is almost 68% popular among the people.  

 

Table 2: Analysis of TV Serial Kaun Banega Crorepati 

Total Message Positivity Ratio 0.68 

Total number messages 100 

Total number positive messages 68 

Total number negative messages 32 

Total number of messages representing Disgust 0 

Total number of messages representing Anger 10 
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Figure 16: Stemming porter analysis for the TV Serial Kaun Banega Crorepati 

 

 

Figure 17: Sentiment analysis of the TV Serial Kaun Banega Crorepati 
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Table 3: Analysis of TV Serial Big Bang Theory 

Total Message Positivity Ratio 0.28 

Total number messages 58 

Total number positive messages 16 

Total number negative messages 42 

Total number of messages representing Disgust 0 

Total number of messages representing Anger 17 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: Sentiment analysis of the TV Serial Comedy Nights with BigBangTheory 
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Figure 19: Stemming porter analysis for the TV Serial Comedy Nights with Big Bang 

Theory 

 

Table 4: Analysis of TV Serial Tarak Mehta ka ooltah chasma 

Total Message Positivity Ratio 0.37 

Total number messages 46 

Total number positive messages 17 

Total number negative messages 29 

Total number of messages representing Disgust 0 

Total number of messages representing Anger 1 

 

     

 



An Approach to Convert Non-Grammatical Words to Grammatical Words and Normalize Non-Root to 

Root Words to Extract Sentiments Using Lexicon Analysis 

35 

 

Figure 20: Sentiment analysis of the TV Serial Comedy Nights with Tarak Mehta ka 

Ooltah Chasma 

 

 

Figure 21: Stemming porter analysis for the TV Serial Comedy Nights with Tarak Mehta 

ka Ooltah Chasma 
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        Table 5: Analysis of TV Serial Comedy Nights with Kapil 

Total Message Positivity Ratio 0.54 

Total number messages 101 

Total number positive messages 55 

Total number negative messages 46 

Total number of messages representing Disgust 0 

Total number of messages representing Anger 7 

                   

 

 

 

Figure 22: Stemming porter analysis for the TV Serial Comedy Nights with Kapil 
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Figure 23: Sentiment analysis of the TV Serial Comedy Nights with Kapil 

 

 

Table 6:  Analysis of TV Serial Balika Vadhu 

Total Message Positivity Ratio 0.25 

Total number messages 104 

Total number positive messages 26 

Total number negative messages 78 

Total number of messages representing Disgust 2 

Total number of messages representing Anger 29 

 

 



An Approach to Convert Non-Grammatical Words to Grammatical Words and Normalize Non-Root to 

Root Words to Extract Sentiments Using Lexicon Analysis 

38 

 

Figure 24: Stemming analysis of the TV Serial Balika Vadhu 

 

 

Figure 25: Sentiment analysis of the TV Serial Balika Vadhu 

The sentiment analysis of the serial comedy nights with kapil have shown the average 

popularity of the serial, whereas balika vadhu is most hated serial among all of the serial 

analyzed under this thesis project. 

 



An Approach to Convert Non-Grammatical Words to Grammatical Words and Normalize Non-Root to 

Root Words to Extract Sentiments Using Lexicon Analysis 

39 

 Chapter 5 

   CONCLUSION AND FUTURE SCOPE 

 

CONCLUSION 

The proposed model has been designed to analyze the sentiment using the emotion mining 

techniques on the TV serial database collected from the social networks. The TV serial 

database contains the public reviews on the various Indian TV serials like Comedy Nights 

With Kapil, Kaun Banega Crorepati, Mahabharata, etc. The proposed is useful the purpose 

of automatic public review classification using the sentiment analysis technique. The 

proposed model is primarily based upon the stemming porter. The stemming porter is the 

module which converts the Non-Root words to Root words like “loving” to “lov”. The 

conversion from non-root words to root words is the process useful to dilute the 

grammatical effect or emphasis. The root word is the normalized word and returns the 

normalized emotion weightage of the message content, which gives us the near to real 

result. The proposed model has been thoroughly tested for the performance of the stemming 

porter. The stemming porter have corrected or converted many words to the root words. 

The porter stemmer first analyzes the word for any grammatical suffix. In case the suffix 

is found the porter stemmer trim the word by removing the found suffix. The proposed 

model is efficient for the sentiment analysis for the TV serial database collected from 

various social sources like Facebook, Twitter, etc. The proposed model carries all of the 

capabilities to be applied to any of the real time scenario with the current workflow or with 

minor changes in the current workflow. The proposed model performance has been 

measured using the stemming porter analysis and the detailed TV serial emotion analysis. 

Also the proposed model has been analyzed against the manual results, which has proved 

the effectiveness of the proposed model. The proposed model is near accurate to the manual 

emotion classification. The stemming porter has performed very well. The stemming porter 

has also achieved the accuracy almost near the natural classification, which makes the 

system more effective.  
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FUTURE WORK 

In the future, the proposed work can be enhanced for the automatic dataset extraction from 

the online social sources. The automatic extraction can make the system more robust and 

flexible. Also the proposed work can be enhanced to work with the raw dataset where 

automatic message classification is required. Also the stemming porter can be enhanced for 

the higher order of sentiment analysis from the messages with hidden emotion. 
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Chapter7 

APPENDIX 
  

LIST OF ABBREVIATIONS 
 
 

POS: - Part Of Speech 

 

NER: - Named Entity Extraction  

 

SA: - sentiment analysis 

 

ML: -Machine Leaning 

 

NLTK: -Natural Language toolkit 

 

NLP:-Natural Language Process 

 

OM: - Opinion Mining 

 

PMI: - Point Wise Mutual Interface 

 

ni :-      Number of Times 

 

ni(d) :-Number of times occur in a document 
 
 

d: -Document 

 
 

f: Feature 
 
 

f(m): - Feature that can appear in the document 
 
 

C: - Counter 
 
 

M: - Message 
 
 

W (n-N):-array of words 
 
 

SL:-stop List 
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LM: - logical Match 
 
 

SWD: -Sentiment word Dictionary 
 
 

EoF: -End of File 
 
 

Wt: -Word list or array 
 
 

Ws: -Stemmed Word list 

 
 

Sd: -Sentic dictionary 
 
 

N: -Number of words 
 
 
EVI: -Emotion Value 
 
 

TV :-Television 

 

 

 

 

 

 

 

 

 

 

 

 

 


