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ABSTRACT

To classify or clustering the “Uncertain Data” become more challenging in data mining.
There are various algorithm are available to cluster or classify the certain data like Naive
Bayes Classification, Rule Based Classification, K-means and many more. Clustering of
Uncertain data is bit difficult rather than clustering the certain data. The term
“Uncertainty” means state of having limited knowledge where it is impossible to describe
the current state, a future outcome. The Uncertainty mostly appears in data which is
generated from the following sources like data generated by the sensor network, scientific
result and so on. Data collected from these sources are referred to as uncertain data. To
check the uncertainty in data a set of probabilities are assigned to each possible state or
outcome. In this paper we are going to improve the efficiency of clustering algorithm in
term of accuracy, time and space. We have used two algorithms to improve the
efficiency. The first algorithm is UK-means and the second on is alpha beta distance
pruning algorithm.
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Chapter 1
INTRODUCTION

1.1 Data Mining:

When we need to find any pattern or knowledge from the large volume of data then we
need to perform Data Mining operation on the database. This process is referred to as data
mining. The extracted knowledge is new to the user and is beneficial. As we all know that
now day’s huge amount of data is being generated from various source like Facebook,
Google and YouTube. To find the useful information from that data we need to perform

mining operation.

Discovery of knowledge is a different from classical approach of information
retrieval from relational databases. In classical relational DBMS, database records are
retrieved by processing a query unlike knowledge discovery process, what is retrieved is
not explicit in the storage. Rather, it is an implicit approach. Data mining is finding of
these hidden pattern. Data mining finds these patterns and relationships with various data
analysis tools and techniques. Two different models are available; the first is predictive
and other one is descriptive model. The predictive model is used to predict the value from
the data which result is known earlier. The second model which is descriptive in nature
used to generate the pattern. For example: the probability to selling the butter along with
the bread.

To gather the knowledge we perform the ETL (Extract, Transform and Load)
operation by integrating data from various sources. Following are the list of steps for the

discovery of knowledge from the data:

» Data Cleaning: In the data cleaning process we remove the noise and the in
consistency of the data.

Data Integration: In this phase we integrate the data from the various data sources.
Data Selection: In this phase relevant data is retrieved for the analysis purpose.
Data Transformation: In this phase data are transformed into the appropriate form.

Pattern Evaluation: In this phase appropriate pattern is being generated.

YV V V V V

Knowledge Representation: In this phase visualization and knowledge

representation technique are used to represent the mined data.

4
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Figure 1: Shows Steps involved in Data Mining Process

1.2  Clustering

Clustering is the process in which we create the group of object which is similar. Cluster
of data is widely known as group. For clustering we need to divide the data into groups
depends upon the similarity.

1.3  Clustering Uncertain Data:

The clustering algorithm is mostly used in the real time scenario. There are lots of
algorithms available for the clustering but not all the algorithm is used to cluster the
uncertain data. For clustering the uncertain data UK means algorithm are available but
single this algorithm is not able to produce the accurate cluster. It uses point value to find
the distance among the object and its representative objects. The classical clustering
algorithm deals with only that object whose location are known in earlier. The Data
uncertainty mostly appears in case of the sensor network. For example: The price of
Share Stock which is fluctuating in every time to time. In this research work we consider
the problem of clustering uncertain data objects and try to improve the efficiency of that
algorithm by adding the concept of alpha beta pruning algorithm which reduces the

unnecessary distance calculation.



ENHANCING THE CLUSTERING TECHNIQUE FOR UNCERTAIN DATA IN DATA MINING

Alpha-Beta
DATASET Pruning PDF Function

UK-Means

Algorithm Group of Cluster

Algorithm

Figure 2: Shows Clustering Process

Start

Assume Number of cluster
s

Start with centers points of

Calculate the distance
between data sample &

St
Assign data sample to

closest cluster center

Calculate new cluster center

No objects

mOove Froun

Yes

Avoid empty clusters

Perform Visualization

End
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1.4 Challenges in Handling Uncertain Data

The traditional clustering algorithms are able to deal with those data object whose value is
known in advance but it fails when it comes to cluster the uncertain data. The data
uncertainty is categorised into two types. The first type of the data uncertainty known as
existential uncertainty which works on the relational database. The second types of data
uncertainty are known as value uncertainty in which records are known to exist but their

values are not known.

As we all know that the uncertainty comes basically in the case of sensor network.
In 1.3 we taken the example of Share Stock market in which the price of share is
fluctuating between the different time intervals. Means we have to predict the region
based on some previous value. So to predict the value we used probability density
function (pdf) which provides the optimum result in dealing with the uncertain data.

1.5 Scope of Study

As we know that today’s data is generated in the large volume. Huge amount of data is
being generated by the sensor network, mobile device and many more sources are
referred to as in the category of uncertain data. It is very difficult to cluster the uncertain
data in terms to get quality of cluster. There are many algorithms are available to
clustering the uncertain data. We have used UK-means algorithm along with the alpha
beta distance pruning algorithm to improve the efficiency the clustering algorithm in

terms of quality of cluster, time and space.

This works focus on improving the efficiency of clustering algorithm of the
uncertain data. As we know that we cannot directly apply any clustering algorithm in case
of uncertain data. So, we required some special treatment in terms of probability density
function (pdf). The purpose of doing this is to find the region in which the probability of
particular record is non zero. Our aim is to improve the efficiency by improving the
cluster quality. The implementation of this work is done in R Language. The tools used to
accomplish the task are R Language, R Studio. To improve the efficiency of the
clustering technique of uncertain data we used two algorithms. The first algorithm consist
Uncertain K-means. The second algorithm consist Alpha Beta distance pruning algorithm.
The purpose of Alpha Beta distance pruning algorithm is reducing the unnecessary

distance calculation which leads to improve the efficiency of the Algorithm.
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1.7 Techniques used

Techniques used to accomplish this research work: To increase the efficiency of the
clustering algorithm for uncertain data we have taken dataset of Stock details. This
dataset contains the changes in price of stock over the different time intervals having ten
different companies. We have applied Alpha-Beta pruning on dataset which is used to
reduce the unnecessary ED calculation. After that we have applied pdf function to
calculate the ED. After the calculation of ED we have applied UK-means algorithm to
form the cluster. The alpha-beta pruning algorithm is equivalent to the min-max
algorithm in that they both calculate the best move from its position and both method
assign same value. The Alpha-Beta is faster than the min-max algorithm because it does
not explore all the branch. Following are the condition for pruning in alpha-beta
algorithm:-

For MAX node: If the value of B<a then its a cut off.
For MIN node: If the value of B<a then its 3 cut off.

About Probability Density Function: This function gives you the best optimum value
among the set of random value. Its integral over the space is equal to one and it’s always

nonnegative.
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Chapter 2
REVIEW OF LITERATURE

Cheng-Fa Tsai Introduced a new clustering method for mining in large dataset. They
incorporated Ant Colony optimization algorithm into data clustering. Their proposed
methods produce better result in data clustering than the FSOM with K-means and
genetic K-means algorithm. The strategy they introduced in their paper is based upon Ant
Colony optimization with different flavour which basically conceptualize the clustering
problem into three different desirable approaches .The use of Ant Colony optimization
with various favourable ants , stimulated annealing for ants to reduce number of visit to
nodes to get local optimal solution , proper tournament selection, these three approaches
for getting optimal solution in stimulation shows better performance of ACODF than
other algorithms.

Hans-Peeter Kriegel Introduces new algorithm named FOPTICES which is used for
hierarchical based clustering. It calculate the similarity between two fuzzy object with the
help of probability density function. The FOPTICES algorithm provide you more

accurate result.

Kanungo Introduced a filtering algorithm using Kd-tree based on Lloyd’s K-means
clustering algorithm. The algorithm is based on storage of multidimensional dataset in
different boxes and bounding boxes which consists of set of points. The binary tree, Kd-
tree uses hyper-planes for hierarchical subdivision of boxes. Their approach shows
determined Kd-tree for finding the data points and determining the weighted centroids,
then formulating the vector sum of associated points. For each cell in filtering this
approach always select the candidate closer to the centred of the cell thus having
advantage over other implementations of Lloyd’s algorithm. This paper also presents an
empirical analysis clustering algorithms to establish efficiency of filtering algorithm on

large datasets.

Nazeeret Shown a modified approach of K-means in clustering for improving accuracy
and efficiency .In this paper they divided the K-means clustering into various phases and
applied modified approaches to determine centroid and forming cluster. They fine-tuned

the clusters to in later stages for improving efficiency .Determining centroid and

9
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optimizing the clusters are the main two phases of their approach where the first phase
works as an input to the later. In later phase, where iterative process is involved to
clustering the converged with nearest data points, uses heuristic based distance
calculation among centroid and data points. This approach results entire clustering
process in O(n) without compromising accuracy of clusters.

W.K. Ngai - It uses two algorithms. The first algorithm concerns UK-means and the
second algorithm used is min max distance pruning algorithm. The probability density
function is used to find the similarity between the object and it representative. The min
max algorithm is used here to reduce the unnecessary distance calculation. UK-means
algorithm randomly select k points as cluster representative. After that every object is
assigned smallest expected distance. This is an iterative process. To compute the distance,
require the computation of the integral | fx(x)d(x, pj)dx where f(x) is probability density
of a point x in the uncertainty region of oi, and d(x, pj) is the distance between x and pj.

Yu-Chen Song formulated a new clustering algorithm for arbitrary dataset, CADD
(Clustering Algorithm based on object Density and Direction) from traditional K-means
and DENCLUE algorithms. They applied the CADD algorithm on 2D graph and on a
geochemical survey. Their result implies that it is robust and capable for determine

clusters of different shape and size.

10
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Chapter 3
PRESENT WORK

In this chapter, we are going to present the problem of our research work, its objectives,
the methodology that we used for our purposed approach and the introduction of the
developed tool. In the 3.1 section we explain how we formulated our problem and what
the approach we are going to use. In the 3.2 and 3.3 section the objectives and the
methodology of the work done. In the methodology the flow of our work with the help of
flow chart is explained.

3.1 Problem Formulation

As we know that today’s data is generated in the large volume. Huge amount of data is
being generated by the sensor network, mobile device and many more sources are
referred to as in the category of uncertain data. It is very difficult to cluster the uncertain
data in terms to get quality of cluster. There are many algorithms are available to
clustering the uncertain data. We have used UK-means algorithm along with the alpha
beta distance pruning algorithm to improve the efficiency the clustering algorithm in

terms of quality of cluster, time and space.

This works focus on improving the efficiency of clustering algorithm of the
uncertain data. As we know that we cannot directly apply any clustering algorithm in case
of uncertain data. So, we required some special treatment in terms of probability density
function (pdf). The purpose of doing this is to find the region in which the probability of
particular record is non zero. Our aim is to improve the efficiency by improving the

cluster quality.

3.2 Objective

The main objective of this research is to improve the efficiency of the algorithm. During
the literature of review the author [Wang Kay Ngai] introduces min-max algorithm to
reduce the expected distance calculation but in the min-max algorithm we have to visit all
the branch of the tree. So to reduce that we have introduces another algorithm named
alpha-beta pruning algorithm which prune the some branches of tree. The main advantage
of this algorithm is it reduce the number of expected distance calculation. To improve the

efficiency of the clustering technique of uncertain data we used two algorithms. The first

11
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algorithm consist Uncertain K-means. The second algorithm consist Alpha Beta distance
pruning algorithm. The purpose of Alpha Beta distance pruning algorithm is reducing the
unnecessary distance calculation which leads to improve the efficiency of the Algorithm.

3.3 Research Methodology

3.3.1 Formulation of Research Problem:

For formulating my research problem we contact our dissertation mentor. He has the 4yr
experience in the area of research. We have also discussed with my senior who have
completed her thesis earlier in the same domain. Formulation of Research is important
and must be understandable because if you clearly understand the problem only then you
can find remedy for that. So, the problem must be clearly stated and understandable. In
this phase we have formulated the problem of Clustering of Uncertain Data.

3.3.2 Extensive Literature Survey:

Once the research problem is formalized the next steps is to review the literature. In this
step we gather the information by studying the previous work done on the same topic. We
have also studied various research paper which is needed in our Research work. We have
reviewed the paper from the various standard journals like IEEE, ACM, and Springer so
that we can get the quality of content. In this phase we have studied the problem of
clustering in case of uncertain data means we have to make the cluster of uncertain data.
The Data which is generated by the sensor network, GPS, mobile device etc. are referred

to as uncertain data because you can only predict the next value.

3.3.3 Development of Working Hypothesis:

After the literature survey is done the next step is to develop the working hypothesis. In
this phase we conduct meeting with our mentor about this problem, its origin and the
objective of study. Our main aim is to improve the efficiency the clustering algorithm in
terms of uncertain data so; we have taken the assumption that the alpha beta pruning
algorithm with UK-means algorithm may improve the efficiency of the algorithm. The
main purpose of adding the concept of alpha-beta pruning algorithm is to reduce the
unnecessary ED calculation because in this algorithm we can prune some branches of tree
according the value of alpha and beta. This pruning technique reduce the number of

expected distance calculation.

12
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3.3.4 Preparing the Research Design:

While preparing the research design we analyse the following thing:

» What kind of cost related to this research?
» What kind of help we can get from my mentor?

» How many hour we can spend on to my research work?

In this phase we gather the answer of the above question. Because to complete any

research you must have time as well as resources to complete it.

3.3.5 Determining the Sample Design:

In this phase we determine what kind of sample suited for my research problem. This is
done before the data collection. In this phase we have taken the sample of Stock data. We
have chosen this dataset because, our problem is to cluster the uncertain data and the
Stock data is a kind of uncertain data because we are not knowing the future value. We
can only predict the value based of certain probability density function or cumulative
density function.

3.3.6 Collecting Data:

While dealing with some real life problem it is very difficult to find the data so, it is
necessary to find the appropriate data sample which is suited for the problem. In this
phase we collected the data which is generated by Stock Market because these data are
uncertain in nature means you cannot predict the future value, only you can find the

probability of it.

3.3.7 Execution of Project:

This is very important step of the research process because the data which is collected
earlier is fulfilling the requirement or not. We also check that our project is executed
systematically or not. The implementation of this Research work done in R programming

Language.

3.3.8 Analysis of Data:

After the implementation is completed the next step is to analyse the data. In this phase
we have analysed the result obtained from the implementation.

13
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3.3.9 Preparation of Report:

It is the final step of the research process. In this phase we have written the report which
consist complete process of doing the research work according to the standard given by

our university.

Figure 4 Shows Complete Research Process

3.4 Working flow of our work

TAKING DATASET AS
INPUT

APPLY ALPHA-BETA
PRUNIMNG
ALSORITHRA

CALCULATE THE
EXPECTED DISTAMCE

APPLY UK-MEANS
ALSORITHR

SROUP OF CLUSTER

Figure 5 Shows Working Flow
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3.5 Algorithm Design

1.

For our research work we have taken the database of Stock details.
I.  INPUT(DATASET)
1. [Initializing Variable]
Apply Alpha-Beta Pruning Algorithm
function alpha-beta(node, depth, a, B, max_val)
if depth=0
return node value
if max_val
V= -0
for each child of node
v := max(v, alpha-beta(child, depth - 1, a, B, FALSE))
o :=max(a, V)
ifp<a
break (S cut-off)
return v
else
V.=
for each child of node
v := min(v, alpha-beta(child, depth - 1, a, B, TRUE))
B :=min(B, v)
ifp<a
break ( a cut-off )
return v
alpha-beta (origin, depth, -co, +o0, TRUE)

3. Calculating Expected Distance[ED] by applying Probability Density Function
(pdf) on Dataset.

4. Apply UK-means algorithm to make a group of cluster.

15
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3.6 Tools Used

3.6.1 Software Used

To implement this Research work we have used R Language. R programming is basically
used for statistical computing and graphics. It comes under GNU project developed by
John Chamber at AT&T Bell Lab. The R language is similar to S language but you can
say that R is the next version of S. You can run and compile your code on various
platform. The Version of R is available for various version of operation system. We have
used 3.1.2 windows version of R. We have used RStudio-0.98.1091 version of Editor to
implement this. You can easily plot any graph with the help of R. The version of R is free

available for download.

Environment of R Language: - R is collection of software suit which provide you facility
for data manipulation, calculation and graphics display. Its syntax and semantics is
somehow different from the C programming language. It support function, loop,
procedure etc. For effective use you can write your code on RStudio Editor. It is more
flexible rather than the editor of R. Basic editor of R language look like as a command

prompt. Extension of R file is .R.

e RStudio - ==
File Edit Code View Plots Session Build Debug Tools Help
Q- - El Project: (None) ~
B avR Environment | History
[Jsourceonsave = Q /= i “#Run | 5% | [ #Source - T [ | [ #Import Dataset~ | 3 Clear List~
1 data<-c();tree <- cO) ~ Global Environment »
2 nturn <- L;indx <- 1
3 depth < 0;d < 1;n < 0
4
5- clustering <- function(dataset,naleaf,noCluster){
6 value <- c()
7 timstmp <- <O
8 dataset <- as.matrix(dataset)
9~ for(i in 1:ncol(dataset)){
10 data <<- dataset[,i]
11 n << length(data)
12 x <- createTree(noLeaf)
13
14 tree << xitree
15 alpha <- -10000
16 beta < 10000
17 nturn <<- 1;indx <<- 1 =
18 d <<~ Tength(tree) Files  Plots Packages Help Viewer
19 res <- abMax(alpha,beta,xidepth) i New Folder | @] Delete [%Rename | 4G More~
20 value < c(value,res) v —
[1 4 Home
104:32 | €3 (Top Level) R Seript
~ Hame Size Modified
Console O 23 avr 24KB Apr 25, 2015, :56 AM
TG U s AGU_US U I G E ) AU LU L
A O 1 Custom Office Templates
R is free software and comes with ABSOLUTELY NO WARRANTY. 1 €3 My RoboForm Data
You are welcome to redistribute it under certain conditions.
Type 'license(D” or "licence()' for distribution details. Ocar
O stockeesy 56 KB Apr20, 2015, &:18 PM

R is a collaborative project with many contributors.

Type 'contributors()’ for more information and

“citation()’ on how to cite R or R packages in publications.
Type 'demo()’ for some demos, ‘help()’ for on-Tine help, or
"help.start()" for an HTML browser interface to help.

Type 'q()’ to guit R.

OIEE el o (el e e

Figure 6 Shows Environment of R Studio
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R RGui (32-bit) - o Il

File Edit View Misc Packages Windows Help

BEE

R version 3.1.2 (201%-10-31) -- "Pumpkin Helmet"
Copyright (C) 2014 The R Foundation for Statistical Computing
Placform: i386-w64-mingw32/i386 (32-bit)

omes with ABSOLUTELY NO WARRANTY.
tribute it under certain conditions.
ence ()’ for distribution details.

Natural language support but running in an English locale
R is a collaborative project with many contributors.

Type 'contributors()' for more information and
‘citation()' on how to cite R or R packag n publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HIML browser interface to help.
Type 'q()' to quit R.

>

TATPM
5/2/2015

- [ G )

Figure 7 Shows Environment of R Console

Reason for choosing the R Language: As we all know that now the days there are various
kinds of software available for data analysis purpose like MATLAB, SAS, SPSS, WEKA,
Data Mining System etc. But following are the reason for choosing R Language to
implement this Research Work:-

e R s fee: The R Language comes under the GNU project which is an open source
community. There is no any subscription charges of it. You can use it on various
platform like Windows, Mac PC, and Linux. There are different version of R is
freely available for download.

e Visualization of Data and its Graphics: R is known for its data visualization power
and it graphics. There are lots of packages available for plotting the charts.

e Flexible Statistical Analysis toolkit: In R all the useful data analysis tools are at
right place. They are so much easy and efficient in use. They provide you support
for wide range of data formats.

e Access to Powerful, Cutting Edge Analytics: All the academician and the
Researchers use R language to develop the latest method in Statistics, Machine
Learning and Predictive Analysis. There are more than 2000 package available for
the statistical analysis. They all are freely available to download.
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e A Robust Community: There are more than five thousand contributor and millions
of user available all around the world. If you found any difficulty while
programming, you can post your problem to R community forum for quick result.
There are lots of contributor are available for your help all around the world.

Package Available in R Language:

| Date | Package ‘ Title
2015-05-02 coxinterval (Cox-Type Models for nterval-Censored Data

2013-03-02 |M ‘D}mamic Systems Estimation - Extensions

2013-03-02 |M ‘Datasets for the Book Graphical Data Analysis with R
2013-03-02 |g)lits Various R Programming Tools for Plotting Data

2015-05-02 |1g.1'ancouver.20l4.togcolour ‘lnslagram 2014 Vancouver Top Colour Dataset

2013-03-02 |lea.mﬂ ‘An Interactive Environment for Learning Statistics
2013-03-02 |M ‘DE Analysis of RNA-Seq Data by Mixtures of NB
2015-05-02 |MLametrics [Machine Leaming Evaluation Metrics

2015-05-02 jmuix [Exploring Data with Tree Data Structures

2013-03-02 |M ‘Nonpara.metnc Methods for Cognitrve Diagnosts

2013-03-02 |M ‘Paleontological and Phylogenetic Analyses of Evolution
2015-05-02 |@g1_t ‘Bayesian Variable Selection for a Poisson-Logistic Model
2013-05-02 |soundecolom,-‘ ‘Soundscape Ecology

2013-03-02 |m ‘Sun‘iral Prediction by Jomt Analysts of Microarray Gene Expression Data
2013-03-02 |sun'Jamda.data ‘Data for Package "surv]ambda

2013-03-02 |M “TSdbi' Extensions to Wrap Miscellaneous Data Sources
2013-05-02 |W 3CMarkupValidator ‘R Interface to W3C Markup Validation Services

Figure 8 Show Package available in R

3.6.2 Hardware Requirement:

We have implemented it on Windows 8.1 having Intel core i3 processor with 2.16GHz
speed. Size of main memory 2GB. This implementation work running fine with this
configuration. If you have large amount of dataset then we prefer you to increase the

capacity of internal memory up to 4GB for efficient use.
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Implementation Code
data<-c();tree <- c()
nturn <- 1;indx <- 1

depth<-0;d<-1;n<-0

clustering <- function(dataset,noLeaf,noCluster){
value <- c()
timStmp <- ¢()
dataset <- as.matrix(dataset)
for(i in 1:ncol(dataset)){
data <<- dataset][,i]
n <<- length(data)

X <- createTree(noLeaf)

tree <<- x$tree

alpha <- -10000

beta <- 10000

nturn <<- 1;indx <<- 1

d <<- length(tree)

res <- abMax(alpha,beta,x$depth)

value <- c(value,res)

timStmp <- c(timStmp,which(data==res)[1])
}
ds <-chind("StockValue"=value,"TimeStamp"=timStmp)
clust <- kmeans(ds, noCluster)
plot(ds)

points(clust$centers,col=1:noCluster,pch=8,cex=2)
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clust

createTree <- function(nChild){
X<-n
tree <- c()
depth <- 0
while(x > 1){
y <- as.integer(x/nChild)
i<-1
while(i < y){
tree <- ¢(nChild,tree)
i<-i+l
}
if(y ==0)
tree <- ¢((x %% nChild),tree)
else
tree <- ¢((nChild + x %% nChild),tree)
depth <- depth +1
X<-y
}
X <- list("tree"=tree,"depth"=depth)

X

evaluate <- function(){

total <- 0; indx <<- indx+1

20



ENHANCING THE CLUSTERING TECHNIQUE FOR UNCERTAIN DATA IN DATA MINING

for( i in (nturn-1):d){total <- total+tree[i]}
x<-data[n-total+indx-1]

X

abMax<- function(alpha, beta, depthleft){
if (depthleft ==0) {
rtn <-evaluate()
}
else{
nt <- nturn; nturn <<- nturn+1;indx <<- 1
for(i in 1:tree[nt]){
score <- abMin( alpha, beta, depthleft - 1)
if( score >= beta ){
rtn <- beta
break
}
if( score > alpha ){
alpha <- score

rtn <- alpha

}
rtn <- rtn[1]

rtn
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abMin <- function(alpha, beta, depthleft){
if (depthleft==0) {
rtn <- evaluate()
print(rtn)
}
else{
nt <- nturn;nturn <<- nturn+1;indx <<- 1
for(i in 1:tree[nt]){
score <- abMax( alpha, beta, depthleft - 1)
if( score <= alpha ){
rtn <- alpha
break
}
if( score < beta ){
beta <- score

rtn <- beta

}
rtn <- rtn[1]

rtn
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Chapter 4
RESULT AND DISCUSSION

4.1 About Dataset Used

In our Research work we have used Stock Data as Input. This dataset contain the price of
ten different companies. We have observed approximate 20 sample with the different
cluster size.

W V2 Vi V4 V5 Ve Vi Va V9 Vi0
1 Companyl  Company2  Company3  Companyd  Companys  Companyé  Company?  Company2  Companyd  Companyls
2 17,219 BE.G 18.75 43 B8, 875 26,375 67.75 15 48.7% 34,875
3 17.891 £1.375 15,825 4 B2 26.125 £8.125 15.125 48.75 35,625
4 18,438 58,875 15,875 43,875 £1.875 27.25 8.5 18.25 45 36,375
5 18,672 El.5 28 44 82.625 27.875 £9.375 183,375 49,625 36,25
6 17.438 45 28 41,375 53,75 25,875 £3.25 16.5 47.5 35,5
7 18,189 49 148.5 41,875 £9.625 26.625 £6.25 17,125 47,75 34,375
g 18.563 45,375 158,125 42,5 £8.75 27.25 £5.75 16.875 47,875 34
§ 18872 58,125 158,25 43 £1.75 28 &6 16.875 47.25 34,625
10 18.563 45,75 15 43,25 gl.75 249 £5.75 17,125 47 34,875
11 19.863 B8.5 158,125 43,875 £1.875 28,625 6,875 17.75 47,375 S
12 19 .25 15,625 44 82.125 L] £6.5 17,375 47,75 35,625
13  19.863 458,75 28 44,375 £1.25 248,875 £6.5 16.875 43 35,375
14 18.719 45,25 15 43.5 B8, 375 24 5. 875 16.5 43 4.5
15 18.438 45,25 18.375 43,375 £8.375 249 &5 1.5 47.5 34,875
16 19.863 Eg.25 18.375 43,5 £8.375 248,125 £5.75 16.375 47,875 36,625
i7T 28 .25 18,125 44 £8.75 L] &7 16,75 45 a7
18 19,891 58,125 18.25 44,525 £8.875 ] £6.25 17 48,125 37.375
19 19,563 te. 125 18,625 46 £1.25 28,75 6.5 16,875 48.7% 37.75
20 19.891 £l 18.75 45.5 £1.875 31.375 £7.375 17,625 45 37.875
21 28,328 £2.25 18.875 47 B3.5 32,125 £7.625 17.875 45,25 38,375
22 28.563 £2.625 18.875 4g.5 £3.375 32,125 &7 18 45 38,625
23 18,438 £3.25 158,25 46,125 £3.625 32,125 £6.375 18.25 48,875 38.5
4 28.5 £3.75 19.25 4g £3.25 38.75 £6.5 18 47,75 7.5
25 28,563 £3.75 158,125 45,75 £3.25 38 £7.375 18.25 47.5 37,1325
26 28,328 E3.5 15 45,5 £2.375 ] 67,375 18.375 45 37.375
27 19.891 £2.875 18.875 45 £1.375 29.25 £67.375 17,825 4.5 36,375
28 28,391 5.5 15 45,125 £1.625 248,25 7.5 18 45 36,375

Figure 9 Shows the Dataset
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%) Rstudio -
File Edit Code View Plots Session Build Debug Took Help
@laR® | [ stock % (7 Environment History =0
a Csourceonsave | G /'« ] [-#Run | %% #Source +| <t [ [P mport Datasete | ¥ Clear | (& List~
1 data"tC);t'TEE < A (7} Global Environment =
2 nturn <- 1;indx <- 1
3 depth <= 0;d <~ 1;n <- 0 values "
4 d 200
5~ clustering <- function(dataset,noLeaf,noCluster){ data num [1:950] 34.9 35.6 36.4 36.2 35.5 ...
15
6 value <- c\)r depth 0
7 timstmp <- () i )
3 dataset <- as.matrix(dataset) nax
9 for(i in 1:ncol(dataset)){ n 9500
10 data <<- dataset[,i] nturn 21
1 n << length(data) tree num [1:20] 19 50 50 50 50 50 50 50 50 50 ...
ig % <- createTree(noLeaf) e
14 Tree << x$tree abMax function (alpha, beta, depthleft)
15 alpha <~ -10000 abmin function (alpha, beta, depthleft)
16 beta <- 10000 rluctaring Funrrinn fdararar  naiaaf naclucrar) v
17 nturn <<- 1;indx <<- 1
18 d <<~ length(tree) 35 gy Vs | 12 | U =0
19 res <- abMax(alpha,beta,xidepth) & 2 oom | Eepot- | @ F Gear Al @
20 value <- c(value,res)
21 timstmp <- c(timstmp,which(data==res)[1])
2 }
23 ds <-chind("stockvalue"=value,"Timestamp"=timstmp)
24 clust <~ kmeans(ds, nocluster)
25 plot(ds) o (]
26 points(clusticenters,col=1:noCluster,pch=8,cex=2) g T ;K o
27 clust CEl
%} s 7 °
29 h © o
30 - createTree <- function(nchild){ o 3 T o * )
A x<on E |
32 tree <- ¢() o
33 depth <- 0 o ° o %
34 while(x > 1){ T T I I T T I
- i (x/nchi
;é y < as.integer(x nchild) 20 20 0 50 60 70 30
i1 v
41 (Top Level) + R Sript +
StockValue
Console j=]m|

223 AM
5/3/2015

] il )

Figure 10 Shows RStudio Environment and Graph Plotting

In the above figure we have plotted the Cluster having the three cluster size. Further we

will discuss total time elapsed to form a Cluster.

2 i o
o o
£ - o
% < o

o /
[ = o %k ©
£
= =l

o (o]
o [e) EK

T 1 1 |
30 40 50

StockValue

60 70 80

Figure 11 Shows Group of Cluster with different Time Interval and Price
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Console

= sourcel "~/ av.r")

= ¥=-read.csv{"~/stock. csv")

= Clustering(x,200,3)

kK-means clustering with 3 clusters of sizes 2, 6, 2

Cluster means:
Stockvalue Timestamp
1 24, 37500 327.00000
2 46.47917 48.00067
3 46. 37500 540, 50000

Clustering wvector:
[1] 3222212123

within cluster sum of squares by cluster:

[1] 12170.5312 10556.0339 132.0312
(between_55 / total_s55 = 94.6 %)

Figure 12 Shows RStudio Console with Result

e © o

o o

& o - o

g 51 X

@ & | (o]

E &7

— — © o

o —H © %KO O
| | | | |
20 30 40 50 60
StockValue

Figure 13 Shows Group of Cluster with different Time Interval and Price

The above figure shows that clustering result when we pass stock dataset to clustering
function having 200 observation with three cluster size it will take 0.14 User Time, 0.02
System Time and 0.02 as Elapsed Time. Which is more efficient than the previous

algorithm which uses min-max technique.
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@ av.R | stock | Data =]

AN 950 observations of 10 variables

Companyl Company? Company3 Company4d Company5 Companyé Company ™

1 17.219 58,588 18.758 43,800 68,875 26.375 67.758
2 17.891 51,375 19.625 44,900 62,802 26.125 68.125
3 18.438 58,575 19,875 43,875 61,875 27.258 68.508
4 18.672 51,588 208.808 44,900 62,625 27.875 69,375
5 17.43% 49,000 208.208 41,375 59,758 25,875 £3.258
6 18.189 43,808 19.588 41,875 59,625 26.625 66.258
7 18.563 43,375 19,125 42,508 £8.758 27.258 65.758
§ 18.672 58,125 19,258 43,800 61,758 28.800 66.808
9 18,563 43,758 19,808 43,258 61,758 29,800 65.758
10 19.263 58,588 19,125 43,875 £1.875 29,625 £6.875
11 19.888 58,258 19.625 44,808 §2.125 38,800 66,588
12 19.863 43,758 208.808 44,375 61,258 29,875 66.588
13 18.719 43,258 19,808 43,588 £8.375 29,800 65,875
14 18.438 43,258 18.375 43,375 £8.375 29,800 65,888
15 19.863 58,258 18.375 43,588 £8.375 29,125 £5.758
16  20.200 58,258 18.125 44,0008 58,758 38.800 67.808
17  19.891 58,125 18.258 44,525 £8.875 38.800 66.258
18 19.563 58,125 18.625 45,808 61,258 29,758 66.588
19  19.891 51,888 18.758 46,508 61,875 31,375 67.375 y
(T " T -
Console ~ =[]
= source( '~/av.R") ) A

> Data<-read.csv("~/stock.csv")

> View(Data)

> system.time(clustering(Data, 300,6))
user system elapsed
0.07 0.00 0.08

Figure 14 Shows Time taken to make a Group of Cluster
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Figure 15 Shows Group of Cluster when changes the Cluster Value
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Figure 16 Shows Group of Cluster when changes the Cluster Value

The above figure shows that clustering result when we pass stock dataset to clustering
function having 250 observation with five cluster size it will take 0.11 User Time, 0.02
System Time and 0.12 as Elapsed Time. Which is more efficient than the previous

algorithm which uses min-max technique.
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27 av.R | stock | Data = ]
2N 950 observations of 10 variables

Company1 Company? Company3 Company4 Company5 Companyé Company ™

1 17.219 58,588 18.758 43,888 68,875 26.375 67.758
2  17.391 51,375 19,625 44,888 62.888 26.125 62,125 w
< >
Console —] |:|
L] n ﬂ
= sourcel '~ av.rR")

= Data<-read. csv{"~/stock.csv"™)

= View(Data)

= clustering(pata,300,5)

K-means clustering with 5 clusters of sizes 2, 2, 3, 2, 1

Cluster means:

Stockvalue TimeStamp
34. 00000  234.0000
44, 56250 ©613.0000
47.33333  107.6667
33.56250 10. 5000
36.75000 163.0000

(9 [ SR W R N O ]

Clustering vector:
[1] 2445313312

within cluster sum of squares by cluster:
[1] 594, 5000 12B848.7578 1172.8333 337.132E8 0.0000
(between_ss / total_55 = 96.7 %)

Available components:

[1] "cluster” "centers" "torss" "withinss"
[5] "tot.withinss" "betweenss" "size" "iter"
[9] "ifault"”

= system.time{clustering(Data,300,5))
user system elapsed
0.14 0.00 0.14

Figure 17 Shows Total Time taken to form a Cluster
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Environment = History
=% [ _#ImportDataset~ 3 Clear list»

"\, Global Environment =

Data
() Data 950 obs. of 10 variables |
values
d 1
data NULL (empty)
depth 0
indx 1
y 0
nturn 1
tree NULL (empty)
Functions
abMax function (alpha, beta, depthleft)
abMmin function (alpha, beta, depthleft)
clustering function (dataset, noLeaf, noCluster)
createTree function (nchild)
evaluate function ()

Figure 18 Shows Total number of Observation and Function

In the above figure the Data variable contains the stock dataset value after reading from
the stock dataset. To implement this Research work we have made five different function.
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Files Plots Packages Viewer !
&l Install | (@ Update
MName Description Version
User Library -
[] manipulate Interactive Plots for RStudio 0.92.1091
[] rstudio Teools and Utilities for RStudic 0.93.1091
System Library
[] boot Bootstrap Functions (originally by Angelo Canty for 5) 1.3-13
[] class Functions for Classification 7.3-11
[] cluster Cluster Analysis Extended Rousseeuw et al. 1153
[[] codetosls Code Analysis Tools for R 0.2-9
[] compiler The R Compiler Package 312
[] datasets The R Datasets Package 31.2
[] foreign Read Data Stored by Minitab, 5, SAS, 5P55, Stata, Systat, Weka, dBase, ...  0.8-81
[] graphics The R Graphics Package 312
[] grDevices The R Graphics Devices and Support for Colours and Fonts 312
[] grd The Grid Graphics Package 3.1.2
[[] KernSmooth Functions for kernel smoothing for Wand & Jones (1995) 2.23-13
[] lattice Lattice Graphics 0.20-29
[0 MASs Support Functions and Datasets for Venables and Ripley's MASS 7.3-35
] Matrix Sparse and Dense Matrix Classes and Methods 1.1-4
[[] metheds Formal Methods and Classes 3.1.2
[] mgev Mixed GAM Computation Vehicle with GCV/AIC/REML smoothness 1.8-3
estimation
[] nlme Linear and Monlinear Mixed Effects Models 3.1-118
[] nnet Feed-forward Meural Metworks and Multinomial Log-Linear Models 73-8
[] parallel Support for Parallel computation in R 3.1.2 "]
Figure 19 Shows Installed Packages in R Library
Console -~/ =
> source('~/av.R") “
> Data<-read.csv({"~/stock.csv")
= Clustering(bata,250,6)
kK-means clustering with & clusters of sizes 1, 1, 2, 1, 4, 1
Cluster means:
stockvalue TimeStamp
1 49, 00000 5.0
2 21. 25000 446.0
3 42.62500 700.0
4 18.12500 16.0
5 41.53125 16E8.5
6 59. 50000 103.0
Clustering vector:
[1] 314586825553
within cluster sum of squares by cluster:
[1] 0.000 0.000 0.000 1580.449 0.000
(between_s55 / total_55 W

Figure 20 Shows RStudio Console with Output
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Figure 21 Shows Group of Cluster when changes the Cluster Value
The above figure shows that clustering result when we pass stock dataset to clustering
function having 250 observation with six cluster size it will take 0.16 User Time, 0.02
System Time and 0.17 as Elapsed Time. Which is more efficient than the previous

algorithm which uses min-max technique.
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Figure 22 Shows Group of Cluster when changes the Cluster Value
Console
> system, time(clustering(Data, 250,4)) A
user system elapsed
0,11 0,00 0.1
-

Figure 23 Show total Time Elapsed to Form a Cluster
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Figure 24 Shows Group of Cluster when changes the Cluster Value
Console
> system, time(clustering(Data,150,5)) A
user system elapsed
0,13 0,00 0.12

3

Figure 25 Shows Time elapsed to form a Cluster

The above figure shows that clustering result when we pass stock dataset to clustering
function having 150 observation with five cluster size it will take 0.13 User Time, 0.00

System Time and 0.12 as Elapsed Time.
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Figure 26 Shows Group of Cluster when changes the Cluster Value
Console
> system. time(clustering(Data,350,4)) A

user system elapsed
0,11 0.1 0.13

Figure 27 Shows total elapsed Time

The above figure shows that clustering result when we pass stock dataset to clustering
function having 350 observation with four cluster size it will take 0.11 User Time, 0.01

System Time and 0.13 as Elapsed Time.
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Figure 28 Shows Group of Cluster when changes the Cluster Value
Console
> system. time(clustering(pata,450,6)) A

user system elapsed
0,12 0.00 0.12

Figure 29 Shows Total Time Elapsed

Figure 30 Shows Group of Cluster when changes the Cluster Value
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Console

[1] 43.375 A
user system elapsed
1.60 0,08 1.6l

-
Figure 31 Shows Total Elapsed Time
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Figure 32 Shows Group of Cluster when changes the Cluster Value
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Console

[1] 43.375 A
user system elapsed
1.51  0.03 1.5

> L
Figure 33 Shows Total Elapsed Time
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Figure 34 Shows Group of Cluster when changes the Cluster Value
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Console

[1] 43.375 A
user system elapsed
.72 0.06 1.72

3
Figure 35 Shows Total Elapsed Time to form a Cluster with different size
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Figure 36 Shows Group of Cluster when changes the Cluster Value
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Console

= Clustering({bata,350,8) #
kK-means clustering with 6 clusters of sizes 2, 2, 1, 2, 2, 1

Cluster means:
stockvalue Timestamp

1 30. 8750 139.5
2 14.4375 536.5
3 39,6250 693.0
4 49, 1875 539.0
5 39.0625 598.0
6 42,0000 52.0

Clustering vector:
[1] 3524524116

within cluster sum of squares by cluster:

[1] 1207.53125 264.69531 0.00000 271.25781 75.57031
[6] 0. 00000

{between_55 / total_55 = 09.6 %)

Figure 37 Shows Total Elapsed Time
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Figure 38 Shows Group of Cluster when changes the Cluster Value
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Console

= Clustering(Dpata,150,a) .
kK-means clustering with 6 clusters of sizes 2, 1, 1, 2, 2, 2

Cluster means:
stockvalue TimeStamp

1 34.250 505
2 72,500 201
3 43.000 82
4 37.625 6
5 62.250 354
6 33.125 35

Clustering vector:
[1]1466245135

within cluster sum of squares by cluster:
[1] 3860.000 0. 000 0.000 278.125 638.125 410.125
(between_55 / total_s55 = 98.68 %)

Figure 39 Show RStudio Console Output

4.2 Result Discussion

DOBSERVATION USER TIME SYSTEM TIME  ELAPSED TIME
clustering(Data,850,6) 1.47 0.04 4.3
clustering(Data,100,6) 0.11 0.01 0.17
clustering(Data,120,6) 0.14 0 0.14
clustering(Data,150,3) 0.08 0.032 0.12
clustering(Data,200,6) 0.11 0.02 0.12
clustering(Data,250,6) 0.132 0 0.12
clustering(Data, 300,60 0.11 0 0.11
clustering(Data, 350,60 0.132 0 0.17
clustering(Data,400,6) 0.09 0.01 0.11
clustering(Data,450,6) 0.11 0 0.11
clustering(Data, 500,6) 1.48 0.05 1.51
clustering(Data, 550,60 1. 64 0.03 1.73

To cluster the uncertain data we have used UK-means algorithm to form a cluster. There
are lots of algorithm available for clustering but simply with the help of that algorithm
you cannot form a cluster because here data is uncertain in nature. So, to calculate the
expected the ED you have to apply pdf function. As we all know that to calculate the
expected distance is very much costly operation in terms of time and resources. So, to

reduce the unnecessary ED calculation we have applied alpha-beta pruning algorithm
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over the dataset. The alpha-beta pruning algorithm is equivalent to the min-max algorithm
in that they both calculate the best move from its position and both method assign same
value. The Alpha-Beta is faster than the min-max algorithm because it does not explore
all the branch. In the above observation we found that the alpha-beta pruning algorithm
taking less time and the space while forming the cluster with different size.
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Chapter 5
CONCLUSION & FUTURE WORK

In our work we have studied the clustering problem with respect to uncertain object
which region is defined by the probability density function (pdf). To cluster the uncertain
data we have used UK-means algorithm. The other concept added into this is alpha beta
pruning algorithm. Here the purpose of Alpha-Beta pruning algorithm is used to reduce
the unnecessary expected distance calculation. The Alpha-Beta pruning algorithm provide
facility to prune some branches of tree. Due to the pruning technique we saved lots of
time. When we apply UK-means algorithm directly to the dataset then we have to
calculate the large number of expected distance calculation, which is costly operation.
Here the alpha-beta pruning algorithm perform the great job which reduce the

unnecessary expected distance calculation.

We described the basic Alpha-Beta distance pruning method and showed that it

was very much effective in pruning the expected distance calculation.

In future we can more improve this algorithm by adding the concept of MBR. So, that we
can apply different bound estimation method which will more increase the accuracy as

well it reduce the clustering time also.
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APPENDICES

Abbreviation
ED- Expected Distance.

UK-Means- Uncertain K-means

PDF- Probability Density Function.
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