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Abstract

Sentiment Analysis is relatively a new subject of research and is beneficial in many
fields. With tremendous amount of textual data over web, sentiment analysis can be easily
applied and general public will have great amount of benefits from it. As opinions are the
centre of everyone’s decision, this topic has a great scope ahead. This report introduces a
novel approach of summarizing customer’s reviews about a particular product using feature
based opinion mining and supervised learning techniques. Main focus in this work is on
considering nouns and verbs as opinion words along with adjectives and also to determine
the strength of an opinion. This work also focuses on semantics of sentence to find some
implicit sentences with opinions. Reviews from Amazon [?] are used as training data. This
report also contains details about some preliminary steps to be followed in sentiment analysis

to improve the final results.
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Chapter 1
INTRODUCTION

Today a tremendous amount of textual data on the World Wide Web is available, which gives
a huge opportunity to apply the knowledge of Natural Language Processing (NLP) and
Artificial Intelligence (Al) on this data and get some beneficial results. There are different
fields in NLP like text summarization, text classification, text correction, text identification
etc. All of them are really helpful and are enrich with many untouched key components for
the research purpose.

1.1 Sentiment Analysis

Whenever an individual or an organization wants to make a decision they tend to seek for the
opinions of other individuals and organizations. This is the reason behind the success of
consultancy firms. Center of every single decision, a human being make, is opinions,
sentiments and experience of other human beings. Sentiment analysis is the study of opinions

and all of its synonyms like emotions, sentiments, experience, evaluation etc.

Sentiment analysis is all about finding out the views of a particular person or a group of
individuals or sometimes of an organization over any object, event or even another individual
or organization by analyzing the text written by them. This particular topic was not very
popular in the field of research till the evolution of internet and the introduction of social
networking and e-commerce websites. Reason behind the lack of interest over sentiment
analysis in the past, was the lack of textual data. It is obvious that before internet or at least
it can be said that before the introduction of social networking sites, e-commerce sites and
online forums, if anybody needed any opinion on any particular topic he/she would have
asked his/her family members, neighbors, colleagues or friends for the same, but same is not
the case now. Now if someone wants an opinion on any particular thing he/she will just ask
someone over any forum or social networking sites like Twitter or you will simply check the
already posted reviews of individuals on the same topic or object. With internet one has the
opinions of immensely large no. of people but as everyone knows everything has its own pros
and cons, and same is the case with internet. The amount of data over internet is huge so it

will be much more helpful and beneficial than the reviews of a small group of people in one’s
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neighborhood but at the same time it won’t be easy for someone to read out whole amount of
reviews given by general public over the topic of his/her concern, and there comes the
sentiment analysis into play. Data over internet is better in both quality and quantity so by
summarizing that data one can take much better decisions. With the help of automated
sentiment analysis tools a summarization can be done of those reviews into small data with
beautiful representation in more understandable and readable form. And since other’s
opinions plays a very important and huge role in general public’s daily lives, whether it is
about watching a movie, voting for a political person/party or buying a product, everyone

needs reviews and opinions, so sentiment analysis has a great scope now a days.

1.1.1 Types of Opinion Mining [?°!

Opinion mining can be classified on the level on which it is applied. Basically there are three

types of opinion mining on level basis:

Document Level Mining

In document level mining object remains to summarize a whole document written about a
particular organization, person, product etc. as positive, negative or neutral. But the problem
in document level mining is that it categorizes a whole document into positive or negative
categories, but a document can’t be fully positive or fully negative about the topic it is about.
It is possible that some of the features or the components of the topic mentioned in the
document are good (positive) and others are not so good (negative). So no one can judge an
individual, product or organization on the basis of document level analysis.

Sentence Level Mining

Unlike document level mining, in sentence level mining small sentences are considered for
the opinions. This is better than the document level mining but still a sentence can be
comparative, superlative, conjunctive or complex sentence, which can have more than one
view over different features of an object. So there must exist one more layer to go down

where comes the feature based mining.

Feature Based Mining
Feature based mining gives capability to exploit the reviews and opinions for individual
features of an object which will give much better results and a clear view over the object

under analysis.
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1.1.2 Similarity with text classification

Opinion mining or sentiment analysis is often viewed as text classification but it is different,
it’s more like text summarization than text classification. In text classification documents or
texts are classified in different predefined classes like politics, sports, entertainment etc. But
in opinion mining the concern is all about the views of public about a particular object. In
text classification class related words acts as a main deal, on the other hand in sentiment
analysis, words which can express sentiments of a person are the main focal point, words like

good, bad, awesome, pathetic etc.

1.2 Model of Sentiment Analysis [2°]

Generally, opinions are expressed on anything, e.g., a product, a service, a topic, an
individual, an organization, or an event. Term used to denote the entity which is under
observation, is “Object”. This object have different components and attributes and then

each component may have further sub-components. Thus objects are hierarchal in nature.

1.2.1 Object

Obiject is a hierarchy of components and attributes. An object defines an entity that can be
anything from a person to an organization or from a product to a particular political party.
Then in every object each component may have its own sub component and attributes,
that’s why objects are hierarchal in nature. But since it can be way too more complicated
for general public, a new word is defined i.e. “feature” instead of “component/attribute”.
Since “feature” is more general word than “component/attribute” it will be easy to relate
for the users and also “feature” is a word that can be related to products, for which whole
summarization is done. The point to notice here is that according to definition object itself
Is a feature and acts as the root of the hierarchal tree.

1.2.2 Passage of Opinion

Opinion passage is the part of document that expresses the positivity or negativity about an
object or a feature of a product. It is possible that more than one sentence combined can
express opinions about a single feature and also sometimes a single sentence can express
emotion for multiple features of a product. So passage of opinion acts as a database for a

sentiment analysis system.




Customer Review Summarization using Supervised Learning Techniques

1.2.3 Opinion holder

Holder of opinion is the person or the organization that published that opinion. In case of
this study, holders will be the authors of the reviews, comments and posts on the input
website. Though in this study opinion holders are not that much important but they have

their importance in some specific areas like news articles etc.

1.2.4 Semantic Orientation of Opinions

The semantic orientation of an opinion on a feature states, whether the opinion is positive,
negative or neutral.

A model can be generated by combining all the definitions defined above. This new model

is known as feature based opinion mining model.

1.3 Feature Based Opinion Mining 2]
As mentioned earlier, in feature based mining relevant sentences are the choice from which
a large amount of data is formed and then the aim remains to extract the basic keywords
related to the features of the object under observation and then finally the summary of
opinions about those features is generated. On the basis of model presented earlier, the three

key tasks to be performed in feature based opinion mining are:

Identifying object features: For example, in the sentence “This phone has a great camera
and motion sensor.” the object features are “camera quality” and “motion sensor”. A
supervised pattern mining method is proposed in “Opinion Observer” [ to identify the
features. An unsupervised technique is implemented in “Mining and Summarizing
Customer Reviews” [?1. In “Opinion Observer” M their technique basically finds frequent
nouns and noun phrases as features, which are usually genuine features. But as the main
goal of this work says noun and noun phrases alone are not enough, for much more accuracy
some infrequent features must be extracted as done in Hu and Liu 1. There are many more
information extraction techniques available, for instance, CRF is one then there is hidden
Markov model (HMM), and the list goes on. In this work frequent features are already
defined for mobile phones and to perform mining on objects other than a mobile phone,

one can either introduce the list of frequent features (recommended for more accuracy) or
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let the system to extract the features by itself.

Determining Opinion Orientation: Task here is to determine the orientation (positive,
negative or neutral) of the sentence. For instance, example covered in previous paragraph
has the positive opinion about both the given features. For this task also there are many
techniques available. A lexicon-based technique has been implemented in “Holistic
Lexicon-Based Approach to Opinion Mining” 3] and it gave quite a good result. Lexicon-
Based techniques uses opinion words to determine the orientation, and same is the idea for
this work also. In this work pre-defined opinion words are be used which will be defined
in word-orientation pair. Then there are other supervised learning techniques that can be

used.

Grouping Synonyms: There can be many words that can express same opinion for a
particular feature of the object, task here is to group those words and the term for these kind
of words is synonyms. An attempt has been made in “Extracting Knowledge from
evaluating text” [l In this work since the list of opinion words is already provided hence

this part of feature based mining is excluded.

1.4 Evolution of Opinion Mining(?’!

Right now Opinion mining is all about extracting the most important text features. Two
most commonly used features are Presence and Term-Frequency. Presence is just a binary
value which shows whether a particular text is present in document or not. It is same as
finding a sub-string in a string. It is more effective for reviewing polarity classification. It
also shows that recurrent keywords may indicate a topic, but that doesn’t mean that repeated

terms have something to do with overall sentiment.

Another possible feature is position. Position shows that how a particular word can differ
the sentiment of overall sentence by shifting its position in the sentence. Sometimes, n-

grams are also considered as important features.

Some techniques also look into the distance between different words (Opinion words and
product features). Generally, part of speech (POS) information (for example, nouns,

adjectives, adverbs, and verbs) is used for word-sense disambiguation.
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Some researchers have developed other techniques orientation to pre-defined classes to
determine the polarity. These types of approaches are used in document level analysis and

are strictly reserved to a particular domain or topic.

1.4.1 Heuristics vs. Discourse Structure

Some of the unsupervised learning approaches generates a sentiment lexicon which is
further used to determine orientation. This is a crucial step in many summarizing
techniques. It defines the prior orientation of a term or a phrase which helps to identify the
contextual polarity afterwards. Earlier researchers focused on linguistic heuristics only but
by doing so they were unable to define the real sentiments so now a days researches are
focused seed words with predefined orientation. Sometimes, like in this work strength of
opinions is also calculated. For such calculations regression is used. These techniques looks
at the similarity between two or more words and by looking at the relationship between

those words a point on a scale is generated to determine the strength of review.

Discourse Structure means the twists and turns in a document. By dealing with such
structures one can increase the accuracy in labelling the strength of sentiments. Researchers
dealt with this problem by looking at the position of a particular sentence in a document.
Generally the last sentences of documents, conclude it and they have more accurate and

strong opinion about the document than the rest of the text.

1.4.2 Keywords vs. concepts

Evolution of sentiment analysis can be described by looking at the approaches used to
summarize a text. Current approaches can be classified into following categories:

Keyword spotting: Keyword spotting is an approach where the system looks out for a
general opinion word like happy, sad, excellent etc. and then tries to identify the opinion of
whole sentence. A modified version of this approach is used in this work. Drawback of this
approach is that it can’t reliably find out the negated words. Using keyword spotting a
system will correctly classify “I am happy” as a positive sentence because of the word
“happy” but it will also classify “I am not happy” in the same category. Because it will
ignore the negated word “not” and classify the sentence on the basis of word “happy”.
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Second drawback of this approach is that it relies on the fact that each opinion sentence
will contain at least one opinion word (adjective) but sometimes a sentence can show
sentiments without the use of an adjective. For example, “I filed a copyright infringement

case against him.” Doesn’t contain any opinion word but has a very strong emotion.

Lexical affinity: This technique also detects the opinion words but apart from that it also
assigns a probable affinity to each word. For example word “sucks” can have a 90% affinity
to show a negative emotion. For example in, “Camera of this phone really sucks”, but same
is not the case in “Your vacuum cleaner sucks nicely”, here “sucks” defines a positive
emotion and hence it has affinity of 90% and not 100%. Affinity in these type of techniques
are trained using linguistic database. This technique is clearly better than keyword spotting

but has its own cons. Two major drawbacks are:

Negated sentences and sentences with some other meanings fails lexical affinity because

of their operation on word level only.

Affinities are generally biased depending upon the genre of the linguistic database and

hence domain-independent model can’t be constructed.

Statistical methods: Statistical methods involves machine learning techniques like
Bayesian theorem and SVM, and are proved to be very good in text classification. Statistical
methods are implemented by providing a machine learning algorithm and a linguistic
corpus to the system. And system itself learns to identify the opinion words as well as the
orientation of those opinion words. So basically it serves the objectives of both keyword
spotting and lexical affinity methods. Drawback of statistical methods are that they need a
large text input data to learn neatly and efficiently. Which basically means that these types
of techniques can be used to do document level or page level mining but can’t be used in

sentence level or feature based mining.

Concept-based approaches: These techniques use semantic networks to perform semantic
analysis and are way better than the syntactic analysis methods described above. These
types of methods gives us more semantic results by looking into a huge semantic
knowledgebase. So at one hand system provides better results because now it doesn’t trust

blindly on some opinion words or on no. of occurrence of a word or a phrase but on the
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other hand developer has to provide a huge knowledge base with all the semantic meaning
that are needed to perform the analysis. Without a well-defined knowledge base a concept

based system may perform poorer than its syntactic counterparts.

1.4.3 Multimodal Sentiment Analysis

With evolution of internet there are many new sources of describing opinions are available.
People are no more bounded to the textual data. They can now post a photo describing their
emotion on twitter, Facebook or instagram or they can even post a video about their
opinion. There are no boundaries when it comes to sources of connecting to other peoples.
So there must be some new technologies that can summarize the visual and audio data along
with the text data. This type of techniques are known as multimodal sentiment analysis or
opinion mining. Currently no research completely focused on multimodal sentiment
analysis is going on. This part of sentiment analysis is yet to be explored but ones it unfolds

it has great hidden applications.
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Chapter 2
Literature Review

Despite the fact mentioned in previous chapter that researchers focused themselves in
sentiment analysis recently, there has been a tremendous amount of work done in the field.
Some of them were trying to summarize an event like a football game and some of them were

focused in summarizing the reviews for a product or movie.

DeJong [ gave an overview of FRUMP system in his book. This program was developed at
Yale Artificial Intelligence project. It was one of the best artificial intelligent program in the
field at that time. And the reason behind this appreciation is the diversity of input it can
handle. This system can generate report on any topic from earthquakes to forest fires and

wars. That program had sketchy scripts for 60 different situations.

Tait [ have worked in template instantiation, a subsidiary of text summarization. His project
was not domain independent since he had to extract certain facts and entities from a document
that was packaged in a template. To obtain this goal he needed some prior knowledge that
can instantiate the template to a certain level of details. The program was based on technology
similar to a script applier. However, that program has advance results as compare to the
previous works in the field. It has better results than previous programs and needed less
information about the domain of the input. Following are the key ideas of his project that
gave him such good results.

The very first thing he did was to incorporate an automated algorithm that can extract
information about input instead of asking it from user.

Next big thing was the allowance of more than one topic in a section. And his algorithm was
good enough to process and summarize these topics simultaneously.

And lastly it incorporates a mechanism to copy some unexpected text from input to output
keeping in mind that these unexpected texts can be the key text in input and will demolish

the objective and semantic of whole text if omitted in the output.
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Works of Hearst [*3 and Sack 41 on sentiment-based classification of entire documents use
models inspired by cognitive linguistics. Sack mainly worked on point of view. According
to him system to summarize text of stories and news does not take into consideration the way
in which the story is told. And that makes almost every system at that time a “gullible reader”
201 His techniques can be used in the entertainment industry to find and then assemble

different text and video clips with same point of view to tell a story.

Boguraev and Kennedy [11] proposed to summarize a whole document on the basis of some
key entities, events or expressions. Their work was a domain independent project, and does
not require an in-depth analysis of the full meaning. But despite this feature it remain close
to the core meaning by providing different forms of its representations. Work in this report is
different from their work because they only focused on some important factors but in this

work objective is to find out all the features whether they are prominent or not.

Huettner and Subasic [ combined lexicon method with fuzzy logic to achieve their aim.
They combined NLP and Fuzzy Logic to generate a system for document analysis and
management. They used semantic typing in their project. And they used fuzzy typing for
analyzing affect. Fuzzy typing consists following concepts:
e Isolating a vocabulary of words belonging to a metalinguistic domain.
e Using multiple categorizations and scalar metrics to represent the meaning of
each word in that domain.
e Computing profiles for texts based on the categorizations and scores of their
component domain words.
e Manipulating the profiles to categorize, differentiate, cluster, match, or
visualize the texts.
They build their lexicon using 4000 English words covering almost each domain. And then
there are some ambiguous words, to deal with them they simply assign the words to each

domain which make sense with meaning of those words.

Das and Chen [ tried to classify the stock postings on an investor bulletin by combining

statistics and lexicon method.

10
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Tong 7] developed a timeline for a movie that tells that at a particular time in the movie what
most people are talking about. So it shows the opinions and sentiments of public at different
parts of the movie along with an overall review of full movie. Sentiment for a particular part
is defined by summarizing the comments of different people on that particular part. And as
the definition of lexicon-based techniques, which is discussed in previous section, this system
falls into same category i.e. some predefined words were used to classify the messages.

Bo Pang, Lillian Lee and Vaithyanathan ! used machine learning techniques to classify
movies into positive and negative reviews. Their work was on sentiment classification and
the techniques they used were Naive-Bayes’ classifier, maximum entropy classification and
support vector machine. The results showed that these techniques can be used for sentiment
analysis but are better if used for traditional topic based classification. They used IMDB’s
newsgroup as their database. Unlike other sentiment classification works, they didn’t classify
documents on the basis of some predefined classes. Instead they gave a full review of a whole
document that is the deviation of document towards positive or negative side. According to
their experiments and results their system works better than the human baseline classifier and

has accuracy of up to 82%.

Dave et al. 2] describes a tool for shifting through and synthesizing product reviews,
automating the sort of work done by aggregation sites or clipping services. They began by
using structured reviews for testing and training, identifying appropriate features and scoring
methods from information retrieval for determining the polarity of the reviews. Results using
this technique were same if not better as acquired by similar projects using machine learning
techniques. Then they used their classifier to work on internet to classify reviews there which
is a more complex work space and the work of classification there is harder. But they used a
simple technique that to identify the relevant features of a product and that resulted into a

useful summary.

Bing Liu and Hu 1 did a work same like this one, but their approach only considered
adjectives as opinion words and also they used WordNet to determine the orientation of
their opinion word and in this work an efficient corpus based technique is used instead,
which gives better results with less complexity. One can also fetch orientation of any word

by calculating the mutual information after firing a query to a search engine with the words

11
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“excellent” and “poor”, but then again it is way too more complex to fire a search query for
each and every word. In their work they also left out to find out the strength of opinions,

which is one of the task in this work.

Popescu et al. [19] developed an unsupervised information extraction system called OPINE,
which extracted features of products and identify opinions about those features. It considers
some threshold frequency value to limit the extracted features. This threshold was defined by
considering the results and conclusions of several experiments done before. After taking into
consideration the remaining feature the assessor of OPINE finds out some explicit features.
It evaluates a noun phrase by computing a Point-wise Mutual Information score between the
phrase and metonymy discriminators associated with the product class.

This work also uses a similar idea to extract the features but that is the case when list of
features is not provided by the user. The main approach is to ask the user for the list of
features, it will give better results. A list for features of mobile is already included within the
system. One needs to provide the list if he/she is performing analysis on some other product

than a mobile phone.

Abulaish et al. %] presents an opinion mining system that can identify product features and
opinions from documents instead of internet. Semantic analysis was done to extract these
features and opinions. To determine the deviation of opinions they used a polarity score of
opinion words through WordNet and then they generated a summary for the whole document.
They also generated a visualization report to provide a better representation of the summary

generated.

Parikh and Movassate (] created a program to analyze the different tweets. Their program
was target independent and instead of giving opinion and summary about a particular product
or movie they generated summary for each and every single tweet they came across. They
used machine learning techniques such as some modified versions of Naive Bayes classifier
and Maximum Entropy Model. They had 370 tweets each of both negative and positive
sentiments. They used 100 of them from each class for testing purpose and rest of them were
used for the training purpose. They also used a java archive called “jttwitter.jar”, which is a
twitter API specially built for Java. They used such small set of data because according to

them, the hardest part in twitter sentiment analysis is to collect the data and it will take ample

12
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amount of time so they decided to go with small set. The reason they gave behind the
difficulty in collecting data from tweeter is that most of the tweets contains only a link or else

they are written in some foreign language.

Go et al. I also worked on twitter sentiment analysis and they chose to work with machine
learning techniques like Naive Bayes, Maximum Entropy and SVM. They also proved that
by using twitter emoticons (smileys) as training data these techniques can provide accurate
results up to 80 %. So they also used emoticons as their training data same as Davidov et al.
[23], They also gave some preprocessing steps that can help into improving the accuracy and
efficiency of a sentiment analysis system. They used supervised learning for their system.
They used some predefined twitter API’s to extract the tweets with emoticons for their
training data and same as Davidov et al. [23] they also avoided the extensive work of
handcrafting manual data for training and testing consisting of some opinion determining

words.

Barbosa and Feng [??] also worked on twitter sentiment analysis. Since twitter has lots of
noise in its tweets because of the character limit of 140 characters, they chose to collect data
from different sentiment detection websites instead of manually collecting data directly from
twitter. This data was noisy data and helped them to build a more robust system then the
existing ones. They used a two-way approach which classifies each tweet firstly into

subjective and objective tweets, and then in second step they mark the subjective tweets with

the label of positivity and negativity. This approach was similar to that of Pang and Lee [,

Davidov et al. %% also worked on twitter sentiment analysis, but their work was different
than any other approaches and works discussed till now. Instead of using opinion words like
any other work they used twitter hashtags and smileys to figure out the polarity of a tweet.
This way they build an efficient system and also avoids the labor of manual detection of the

opinion words. They used 50 different hashtags and 15 smileys for their work.
Jiang and Yu et al. 1 did a beautiful job by merging target dependent and context aware

approaches together to consider the semantic meaning of sentences instead of just using the

target and the sentiment defining words. This approach produced a system that can
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understand the meaning of sentence and can judge, whether the sentence is having some
sentiments about the target mentioned in it or not. Other problem that was solved by their
approach was the polarities of the sentences in which a sentence is comparative that gives a
positive opinion for one target and negative for other. Following are the examples mentioned
in their paper for both kind of sentences:

1. “People everywhere love Windows & vista. Bill Gates™

2. “Windows 7 is much better than Vista!”
Example 1 is neutral about the target “Bill Gates”, but the sentiment analysis systems at that
time were classifying it as a positive sentence. And in second example, target independent
systems at that time were unable to separate the different targets in comparative sentences
like this. This sentence would have been resulted as a positive sentence for both the targets
“Windows 7 and “Vista”. Their system worked well with an accuracy of 66-68 %.

Chakrabarti and Punera [® wrote a paper on real time sentiment analysis and summarization
of an ongoing event like a football game. According to them they were the first to summarize
the live events using tweets. They used a two-step process to do so. Firstly their algorithm
had a modified Hidden Markov Model that can segment the event time-line, depending on
both the burstiness of the tweet-stream and the word distribution used in tweets. And then it
picks up the key tweets to describe each segment judged to be interesting enough, and
combine them together to build the summary. Separating sub events and then restricting those
sub events was one of the greatest challenge of their work. Since a sub event in a real time
event like a football game may create millions of tweets, so their algorithm has to restrict
those tweets to a limited extent but with relevant and most heated tweets. Other challenges
were to remove the noise of tweets. Since twitter gives its users a limit of 140 characters for
a tweet, it is important to check those tweets for abbreviations, short hand typing and other
types of noises. And then there are previous instances of similar events like some previous
games between same pair of competitors, this problem can provide you tweets from earlier

games and will result in wrong summary.

Bing Liu 261 \wrote a summary of opinion mining which provides a brief history and basic

concepts in the field and gives a model for sentiment analysis and feature based opinion
mining. It also has a brief description about mining comparative and superlative sentences

which instead of giving direct opinion on an object or about an event, gives a comparison
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between two or more objects and/or events.

Works discussed till now focuses on single document. But there are multiple researchers who
tried to apply their knowledge of sentiment analysis on multiple documents at the same time.
These documents had same background that means their topics are somehow related to each
other. Generally the output of these kinds of work comes out to be a comparative summary
which compares two or more documents on the basis of some common features. Mani et al.
[2] js an example of that. They described a new method (at that time) for generating
comparative summaries for related documents. They generate graphs from the input
documents in which different words like nouns and important noun phrases acts as nodes and
the semantic meaning that relates those words acts as edges between those nodes. Their idea
was to first generate separate graphs for both the input documents and then they compare the
similarities and differences between those graphs to generate the summary. These graphs
were developed by determining the relation of the words used as nodes with the topic of the

documents.

This work is different from their work because the aim of this work is to find the key features
that are talked about in multiple reviews and also because in this work key task is to deal with
no. of reviews about one product and not with multiple documents and also in this work
products are not compared with each other, here task is to summarize reviews for a single

product only.
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Chapter 3
Objectives of Study

Work represented by this report is fully focused on feature based sentiment analysis and
customer review summarization. This work is going to be a complement to the work done by
Minging Hu and Bing Liu 21, They also worked on the same topic of customer review
summarization but the shortcoming of their work was that they only considered adjectives as
opinion words but in this work verbs, adverbs and nouns are also considered to be the opinion
words. They also left calculating the strength of opinions for their future work and that part

is completed in this work.

e Formulated problem by doing an extensive literature survey.

e Proposed an efficient solution for solving the problem.

e Developed a system based on the proposed solution. This system considers opinion
words other than adjectives, it also calculates the strength of opinions and finally it
generates the summary of the reviews.

e Totest and calculate the final results of system.
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Chapter 4
Scope of Study

As mentioned in previous sections that opinions are the centre of most of the decisions, public
makes, hence opinion mining can be used in many practical application and it is beneficial
for both individuals and organizations.

Individual consumers: While purchasing a product everyone wants to read reviews, before
adding it to the cart and finalizing it, but it will be more beneficial if they have to just look
up to a summary of those reviews instead of reading them all. And the best thing would be if
they get to see a comparative report of the competitive products in the market on the basis of

those reviews.

Organizations and businesses: Business is all about customer satisfaction. And it is not
possible for a big firm and organizations to get in touch with every single customers of theirs,
to get their feedbacks. So, a system like this will help them to know the feelings of consumers

about their products which will result into better business planning and an enhanced business.

Sentiment analysis has its own role in politics now a days. A political party can analyse the
current topics in general public discussion and the problems public is facing and then they
can built their election campaign and motto around those topics. That will surely help them
to win and help people. Products in this problem are to be replaced with the expected or
guessed hot topics as a target and the system will be able to give us the summary.
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Chapter 5
Research Methodology

Proposed system is developed using Java 1.8 hence minimum required version of Java to
run this system is 1.8. Key benefits of using Java are platform independency, security,
backward compatibility, dynamic and extensible programming, object oriented programs,
internationalization, efficiency and performance and also the fact that Java is a popular
language so there are many open source API’s available that helps and reduce the work of

an programmer. Apart from java following tools are used to develop this system:

5.1 Tools Description

5.1.1 Stanford POS Tagger (Maxent Tagger) 1 B

A Part-Of-Speech Tagger (POS Tagger) is a piece of software that reads text in some
language and assigns parts of speech to each word (and other token), such as noun, verb,
adjective, etc. Maxent Tagger supports five different languages that are: English, Chinese,
German, Spanish and French. Although generally computational applications use more
fine-grained POS tags like 'noun-plural’. This software is a Java implementation of the log-
linear part-of-speech taggers described in 201311,

The tagger was originally written by Kristina Toutanova. Since that time, Dan Klein,
Christopher Manning, William Morgan, Anna Rafferty, Michel Galley, and John Bauer
have improved its speed, performance, usability, and support for other languages.

The system requires Java 1.8+ to be installed. Depending on whether the system is running
32 or 64 bit Java and the complexity of the tagger model, one will need somewhere between
60 and 200 MB of memory to run a trained tagger (i.e., one may need to give java an option
like java -mx200m). Plenty of memory is needed to train a tagger. It again depends on the

complexity of the model but at least 1GB is usually needed, often more.
Several downloads are available on Stanford NLP Group’s official website 4. The basic

download contains two trained tagger models for English. The full download contains three
trained English tagger models, an Arabic tagger model, a Chinese tagger model, a French

tagger model, and a German tagger model. Both versions include the same source and other
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required files. The tagger can be retrained on any language, given POS-annotated training
text for the language.

POS Name abbreviations are used by English Tagger are the one defined in Penn Treebank
Project [33] tag set. The tagger is licensed under the GNU General Public License (v2 or

later). Open source licensing is under the full GPL, which allows many free uses. For
distributors of proprietary software, commercial licensing is available.

5.1.2 JFreeChart Java API 2
JFreeChart is a free 100% Java chart library that makes it easy for developers to display
professional quality charts in their applications. JFreeChart's extensive feature set includes:

« A consistent and well-documented API, supporting a wide range of chart types.

o Aflexible design that is easy to extend, and targets both server-side and client-side
applications;

o Support for many output types, including Swing and JavaFX components, image
files (including PNG and JPEG), and vector graphics file formats (including PDF,
EPS and SVG);

o JFreeChart is open source or, more specifically, free software. It is distributed under
the terms of the GNU Lesser General Public Licence (LGPL), which permits use in
proprietary applications.

The JFreeChart project was founded fifteen years ago, in February 2000, by David Gilbert.
Today, JFreeChart is the most widely used chart library for Java (There is a list of some of
the products and projects that use JFreeChart on their official website [32]), with more than
2.2 million downloads to date. The project continues to be managed by David Gilbert, with
contributions from a diverse community of developers. If you are interested in joining the

project, please see the Developers page.

5.1.3 Amazon Crawler
Amazon crawler is a web crawler, especially designed and coded for this project. It

basically takes an ASIN ID (291 of g particular product and crawls all the reviews mentioned

for that product on Amazon 281,

To fetch the review it goes through an extensive algorithm mentioned below:
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Step 1: Generate URL
First step is to generate the URL from where product reviews are to be fetched. Amazon

28] saves its reviews for a particular product on a URL generated using products ASIN 1D
[29]

Following is the format of URL generated by Amazon [28];

http://www.amazon.com/product-reviews/{ASIN
ID}/?showViewpoints=0&sortBy=byRankDescending&pageNumber={Page No.}

{ASIN 1D} in the URL mentioned above is replaced by the ASIN ID 2% of the product
whose reviews are to be fetched and since reviews are distributed over several web pages
hence {Page No.} is replaced by a numerical value that defines the page no.

An example of such URL is as follows:

http://www.amazon.com/product-
reviews/B002U28LZC/?showViewpoints=0&sortBy=byRankDescending&pageNumber=
1

So the algorithm will generate a URL based on the ASIN ID [29] provided by the user and
Page No. = 1.

Step 2: Get the source code of the webpage.

Next step is to get the source code of the webpage defined by the URL which is generated
in previous step.

To do so HTTPConnection class of java.net package is used along with BufferedReader
class of java.io package.

Step 3: Crawl the webpage

To crawl a webpage first of all the algorithm checks that whether there are any reviews
present on that page or not. If not algorithm stops. Else it starts to look for <span> tags
with an attribute review-text. Because these span tags contains the review text. After finding
out all the reviews on a webpage by repeating this approach, algorithm increments the page

no. in the URL and it returns to step 2.

Flow chart of the proposed is system is showed in Fig. 1.

20




Customer-Reauview Summarization 1icina Siinerviced | earning Tech iques

Input

POS Tagging

List of features
already exists

Extract Features

—> Extract Opinion Words

Identifying Sentence Orientation

A 4

Identify the Strength of Opinion

l

Generate Summary

Fig. 1. Flow chart defining the working of system. (Adapted and extended version of Hu

and Bing Liu [?1)

5.2 Input
There are two ways to give input to this system. One is to provide a file with list of reviews

which contains one review per line. Or to provide ASIN [2911D of a product. In case of
ASIN ID 291 3 web crawler will crawl Amazon’s webpages for reviews. It will collect top

200 reviews about the product.
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5.3 POS Tagging

Product features are generally described by nouns or noun phrases. And if the aim is to deal
with these features only, there must be a way to extract and differentiate these nouns and
noun phrases differently. And here comes the POS tagging into role. Part of Speech tagging
is done using Stanford’s Maxent Tagger [301 1311 Sentences will be saved with the tags in
the database. These tags will help to find out the nouns, noun phrases, adjectives, verbs and
adverbs. And other words will be discarded because there is a very little chance that those

words consists a product feature or an opinion word.

5.4 Extract Features

If feature list is not provided then system has to extract frequent features from the list of
reviews. It extracts feature by calculating the no. of occurrences of a noun/noun phrase in
all the reviews and then by matching that counter with a particular threshold. This threshold
is defined by considering the results and conclusions of several experiments done while

testing phase.

To extract reviews following procedure is used:

Step 1: Create a list “Feature List” to hold the features.

Step 2: Generate a list “Review List” of all reviews.

Step 3: Select a review from the list.

Step 4: Select one noun/noun phrase from selected review.

Step 5: If “Feature List” doesn’t contain the selected noun/noun phrase then

Add the noun/noun phrase to the list with a counter 0.

Else

Increment the counter of selected noun/noun phrase.

Step 6: If selected review has more noun/noun phrase then
Go to step 4.
Step 7: Remove selected review from “Review List”.

Step 8: If “Review List”” has more reviews then
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Go to step 3.
Step 9: Remove all reviews from “Review List” those have count<threshold.
Step 10: Stop.

By using this method system will only extract frequent features. But there are some
infrequent features also for each products that will be ignored by this method.

Infrequent features unlike frequent ones are not the most common that one will see in the
comment section for a particular product. But these features can’t be just neglected. These
features may play an important role in the decision of a person buying the product. And
infrequent features are more important to manufacturers than to the consumers, since they
have to handle every single thing in their product irrespective of the importance of that
feature in the final product. Since one adjective word can be used to describe different
objects, opinion words can be used to look for features that cannot be found in the frequent
feature generation step using association mining. One way is to find the nearest noun/noun
phrases that are effected by the opinion words. These noun/pronoun will be the infrequent
words. This technique is adapted from Minging Hu and Bing Liu 21, They also discussed
the problem with finding infrequent features i.e. sometimes program will get words that are
irrelevant to the product. An example of infrequent feature can be the “back cover” of a
mobile, or the “data cable” or even it can be the software CD that comes along with the
mobile handset.

In this work no method is implemented to find infrequent feature but as mentioned these
infrequent features are important for some people so this work deal with those features by
combining them and consider them as one feature and that feature in this system is named as
“misc.”” (Short for miscellaneous). One can look at the list of positive and negative reviews

generated for “misc.” to see the reviews about these infrequent features.

5.5 Opinion words Extraction

Next step is to identify opinion words. These are the key words that expresses the opinion

[17,18]

about the product in a sentence. Previous work like Bruce and Wiebe’s on sentiment

analysis gives us positive indication that adjectives are the words that are mostly used to
describe the sentiments about a particular feature. So main idea is to check all the adjectives
whether they expresses an opinion or not. But as mentioned before adverbs and verbs can

also act as an opinion word so in this work adjectives are not the only word to be extracted,
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idea is to check all the adverbs and verbs also to see if they are acting as opinion words.
Though sentences to find these opinion words are restricted to the ones that have at least
one product feature defined in it, since only the opinion about the product features are to
be dealt with. That means this system doesn’t deal with implicit sentences. To extract
opinion word system will extract all the adjectives, verbs and adverbs from the list of
reviews and then after matching them with the corpus, it will discard the ones with neutral

orientation.

5.6 Identifying Opinion Word Orientation

Bing Liu and Hu 2! used WordNet to determine the orientation of their opinion word and
in this work an efficient corpus based technique is used instead, which gives better results
with less complexity. One can also fetch orientation of any word by calculating the mutual
information after firing a query to a search engine with the words “excellent” and “poor”,
but then again it is way too more complex to fire a search query for each and every word.
So in this work to find the orientation of an opinion word system has to look in the list of
predefined words which are stored in word-orientation pair. Corpus used in this work

consists of 2277 positive words and 5129 negative words.

5.7 Identifying Opinion Sentence Orientation

After getting the orientation of each opinion word the sentences can be classified
accordingly to be a positive or negative sentence. This task can be performed by looking
up at the opinion word and the feature it is describing so here basic arithmetic rules will be
applied. A positive opinion with all positive words is a positive sentence. A negative
opinion with negative words is also a positive sentence. A positive opinion with negative
words will be a negative sentence. For ex. “Strap is not good.” In this sentence “good” is

a positive opinion word but a negative word “not” so overall feel of the sentence is negative.

5.8 Identifying Strength of Opinion

Since orientation of review words is defined by integer value in this system one can look
at that value to find out the strength of that opinion word and by combining these strengths,
strength of overall review can be calculated.
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5.9 Summary Generation

Each feature is saved with two different lists one for keeping positive reviews and other for
negative reviews for that particular features. Summary of reviews is generated by the
system with two different level of abstraction.

One is with the pie chart and bar chart showing the no. of positive and negative review for
a particular feature. To generate pie charts and bar graph JFreeChart [321 API is used. Lists
mentioned in the starting of this paragraph are used as the dataset for the pie chart and the
bar chart.

Second is the list of positive and negative reviews for each feature separately.

25




Customer Review Summarization using Supervised Learning Techniques

Chapter 6
Results and Discussion

6.1 Result

System is tested on 5 different products with 200 reviews of each and the final results given
by the system are given in Table 1. It shows the no. of different features considered for a
particular product, percentage of accurate result (accuracy of system), column of false
positive shows the percentage of error where the system classified a review positive when
it was not positive and column of false negative shows the percentage of error when the
system classified a review as negative when it was not negative. Average of these reviews

gives the total accuracy of system that is 80.68%.

Product ASIN ID No. of Correct Error | False False
# Features Result (%) | Positive | Negative
(Accuracy) (%) (%)
(%)
Product | BOOKONRYF6 17 84.4 15.6 6.38 9.22
1
Product | BOOCIFOIMJIK 13 80.77 19.23 12.82 6.41
2
Product | BOOAXSXDFI 17 86.46 13.54 8.33 521
3
Product | B0097CZJEO 8 70.15 29.85 | 23.88 5.97
4
Product | BOOHHZWOT78 19 81.6 18.4 9.6 8.8
5
Average - - 80.68 19.32 12.2 7.12

Table 1. Results of final system

6.2 Output Screenshots and Description
Following are the snippets of the final system on different stages, describing the whole

system.
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% Input Choice = ©

(®) File () Amazon

Submit

Fig. 2. Input Choice Window

This is the very first window that comes up when one starts the system. As mentioned
earlier in methodology part that this system can either take reviews from a file or from

Amazon directly so this window lets user to choose between the sources of reviews.

| ] Input Parameters = R
Please provide File Location: Browse
.Select Product Type

(® Mobile

(_) Other

| suomit | [ Back |

Fig. 3. Input Parameter Window (a)

This is the window which the user will face if he/she chose file as a source of reviews.

In this window user have to provide the location of the source file and he/she also has to
define whether the product is a mobile phone or is of some other category.

If user choses “Other” as product type then the text box and the browse button in “Product
Type Panel” will become enabled and now user has to provide another files location that
contains the list of frequent features along with their keywords.

A list of feature has a pre-defined format that must be followed for proper functioning or
else the system will malfunction. The format for feature-list is as follows:

{Keyword 1 for feature 1} {Feature 1}

{Keyword 2 for feature 1} {Feature 1}
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{Keyword n for feature 1} {Feature 1}
{Keyword 1 for feature 2} {Feature 2}
{Keyword 2 for feature 2} {Feature 2}

{Keyword m for feature 2} {Feature 2}

Input Parameters

Please provide Amazon's ASIN id:

| submit | | Back |

Fig. 4. Input Parameter Window (b)

This window will come up by skipping the previous one if user chose Amazon 28] as source
of reviews on the very first window. It takes only the ASIN 1D 29 the product for which

the summary has to be generated. User can found ASIN 1D 2?1 on product’s homepage at

Amazon 28 under “Product Information” heading as in Fig. 5.

Product details

ASIN: BOOTYGHQ9Y
Date first available at Amazon.in: 24 February 2015

Fig. 5. Snippet of Amazon’s Webpage showing the location of ASIN ID [29]
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| &) Fetched Reviews

| Reviews will appear here... It may take several minutes depending upon your connection speed.

Fetching Reviews from hnp:liwww.amazon.comlproducl—reviewsIBO02U28LZCI?ShowViewpoints:O&sortBy:byRanld)escending&pageNumber:1

Fig. 6. System fetching reviews from Amazon

This window will come up after entering the ASIN ID [2%in previous window. It shows the
webpage’s URL at the bottom from which currently the reviews are being fetched. After
the completion of crawling process the reviews will be displayed in this window only, as
showed in Fig. 8. If user is fetching reviews from Amazon [28] then the system will first
save all the reviews that are fetched by the crawler in a file in user’s current directory. This
file will be named according to system that and time to generate a unique name each time.
And this file can be used in future as source for reviews which will be beneficial if you
don’t have internet connection at that time. Even if you have internet connection then also
fetching reviews from file is much more efficient and quicker than to fetch them from

internet.

Fig. 7 shows the window after the reviews are crawled and saved in file. It shows a message
for user which describes the file location and name. Although the reviews are numbered in
the window but same will not be the case with the file. Keeping in mind the format of
source file system can’t save the reviews with nos. in file. Numbering is window is just for

increasing the readability for the user.
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& Fetched Reviews - O

89. 1 bought this USB Flash Drive to replace a smaller Sandisk Drive. | have been very please with its’ reliability and speed. | have had zero problems with
this device and would recommend it to anyone.

T

90. Love how small the item is and works great for using it with my car radio. just load my music onto it and i have enough music to drive across the state
without hearing the same song twice.

91. Light as a feather. Small. Fast. The best. | don't usually actually buy thumb drives because | get so many logo-ed giveaways in business. But this is the
one. Worth the purchase.

92. What is there to say. Itis a flash drive and it works. | like the size makes it harder to misplace. The little LED doesn't work but the drive does.

Message A ‘ ‘ “

9

9

9 6 All these reviews are saved for future use in D:\MyDocuments\LPU\workspace\Customer Review SummarizeriReview 273201525313 txt

.

98. Light weight and the design makes it easy to remove from computer. [ plan to order more in the near future.

99. The cruzer blade is a sharp little flash drive I'm in my late 20's and my first flash drive was a san disk 256 mb drive that cost 5 times as much. Who would
have thunk that 16 gigs would fitin something the size of your little finger. My only problem with the cruzer which may not bother everyone is the lack of a cover
but hey we usually loose these things anyways. The drive has rapid data transfers and is small enough to fit just about any where. My only other beefis the
lack of a necklace. It would have been a nice addition to such a small drive as its size makes it prone to misplacement. Other than that | would highly
recommend this product to someone in the market for a tiny 16 gig flash drive.

100. Very reliable and quick setup with Windows 7. Excellent quality and | am happy with my purchase.

Next

Fig. 7 Window showing the saved file location
On pressing next button in the window showed in Fig. 7. System will proceed for the
tagging process.

|%) Fetched Reviews =
1. Overall, this USB flash drive is an OK product. Like a previous user has said, itis a bit slow writing, but has decent read speeds. I'm not sure what 2

happened to SanDisk’s flash drives but a lot of people are experiencing slow speeds across various SanDisk flash drives.Pros:+ Small+ No cap to lose+
Decentread speeds (~16MB/s)+ No software pre-installedCons:- Slow write speeds (~4MB/s)- No LED

2. It's quite small, but really slow.On sequential write, the speed slowly goes up from 55k/s to 4.8M/s over the course of 1GB.On small files, the write speed
is even worse, it stays below 3M/s all the time.This is incredibly slow for a modern usb stick Read is fine at about 20 M/s.

3.1 just wanted to quickly say that this device has a cool design. It appears to be two very solid pieces of plastic, lacking the typical metal part that you'd
insertinto the USB port. As aresult, it's very light. | like the colors. | do wish that it had some kind of LED light indicator, but not a big deal.| DO recommend
to people who use this to reformat it prior to use. 1tried to use this in my car, and it was unrecognized, despite being FAT32. | reformatted the entire disk to
FAT32, and then it worked without a problem.Be warned that this device is so small and light, that you definitely run the risk of losing it in your bag or pockets.
| highly recommend attaching something to the lanyard slot.

4. | forgot to take this little flash drive out of my jeans pocket before doing the laundry. After a two hour wash cycle, it still works!

5. This is absolutely by far and away the slowest flash drive that | have ever used. | have owned may flash drives since they came on the scene and this is so
slow i cant even use it. It is an absolute waste of your money unless you just want a very small flash drive. | have never posted a review before on any product
that | have purchased on Amazon but | just had to on this one. | an actually writing this post as i wait on a 1GB file to copy from my computer to this drive and
it said it would take 16 minutes. Well i took the time to write this review while | was waiting. | have finished the review and the file is not even close to being
finished. Dont waste your money.

6. This is a great "little” thumb drive, but, be careful notto misplace it, they are hard to find if you do. | put a key chain on them so | dont lose them, and, my cat
also loves to getthem on the floor and bat them around and | found it under the couch. Anyway, seems to be built very well and works great and that is what |
am reviewing it on, not its size. These things are getting smaller every day and that is really what we wantisntit? They can easily be carried in your pocket on
your key chain if you like since they are so light and small. Very nice good looking product.

7.1 purchased this drive because | wanted something small enough to fit on my key chain and carry around with me every day.l have been very disappointed.
Write speeds are terrible compared to my other drives (including other small drives), takes nearly 10 minutes to load a 1 GB file (issue was experienced
across multiple PCs and Macs, so not a limitation of the computer | was using).On top of the slowness, the key chain hole broke after less than a month.Not
impressed, only reason to consider this is if you want something very small, and even then it would be better to keep looking.

|

8. | purchased this USB flash drive for musical purposes in my car. So far so good! Very easy to install in the car's USB. Sometimes it can be tricky to install

| Next

Fig. 8. Window of fetched Review
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Popup in Fig. 7. will come up only if the source of review selected was Amazon 28] put

Fig. 8. contains the list of reviews which will come up irrespective of whether the source

was internet or file. It shows all the reviews fetched from the provided source.

Tagged Reviews - o Bl

1. overall_RB ,_, this_DT usb_NN flash_NN drive_NN is_VBZ an_DT ok_JJ product_NN ._. like_IN a_DT previous_JJ user_NN has_VBZ said_VBN ,_,
it_ PRP is_VBZ a_DT bit_NN slow_JJ writing_NN ,_, but_CC has_VBZ decent_JJ read_NN speeds_NNS ._.i_LS 'm_VBP not_RB sure_JJ what_WP
happened_VBD to_TO sandisk_NN 's_POS flash_NN drives_NNS but_CC a_DT lot_NN of_IN people_NNS are_VBP experiencing_VBG slow_JJ
speeds_NNS across_IN various_JJ sandisk_NN flash_NN drives.pros_NNS :_: +_CC small_JJ +_CC no_DT cap_NNto_TO lose_VB +_CC decent_JJ
read_NN speeds_NNS -LRB-_-LRB- ~_CD 16mb/s_NNS -RRB-_-RRB- +_CC no_DT software_NN pre-installedcons_NNS :_: -_: slow_JJ write_VB
speeds_NNS -LRB-_-LRB- ~_CD 4mb/s_NNS -RRB-_-RRB--_: no_DT led_VBD
2.it_PRP’s_VBZ quite_RB small_JJ ,_, but_CC really_RB slow.on_JJ sequential_JJ write_VB ,_, the_DT speed_NN slowly_RB goes_VBZ up_RP from_IN
55k/s_NNS to_TO 4.8_CD m/s_NNS over_IN the_DT course_NN of_IN 1gb_JJ ._. on_IN small_JJ files_NNS ,_, the_DT write_VB speed_NN is_VBZ
even_RBworse_JJR _, it PRP stays_VBZ below_IN 3m/s_NNS all_PDT the_DT time.this_NN is_VBZ incredibly_RB slow_JJ for_IN a_DT modern_JJ
usb_NN stick.read_NN is_VBZ fine_JJ at_IN about_RB 20_CD m/s_NNS ._.
3.i_LS just_RBwanted_VBD to_TO quickly_RB say_VB that_IN this_DT device_NN has_VBZ a_DT cool_JJ design_NN ._. it PRP appears_VBZ to_TO
be_VB two_CD very_RB solid_JJ pieces_NNS of_IN plastic_NN ,_, lacking_VBG the_DT typical_JJ metal_NN part_NN that_IN you_PRP ‘d_MD insert_VB
into_IN the_DT usb_NN port_NN ._. as_IN a_DT result_NN _, it_ PRP's_VBZ very_RB light_JJ ._.i_LS like_IN the_DT colors_NNS ._.i_LS do_VBP
wish_VB that_IN it_PRP had_VBD some_DT kind_NN of_IN led_VBN light_JJ indicator_NN ,_, but_CC not_RB a_DT big_JJ deal.i_NNS do_VBP
recommend_VB to_TO people_NNS who_WP use_VBP this_DT to_TO reformat_VB it PRP prior_RBto_TO use_VB ._.i_LS tried_VBD to_TO use_VB
this_DT in_IN my_PRP$ car_NN ,_, and_CC it_PRP was_VBD unrecognized_JJ ,_, despite_IN being_VBG fat32_NN ._.i_LS reformatted_VBD the_DT
entire_JJ disk_NN to_TO fat32_NN ,_, and_CC then_RB it_PRP worked_VBD without_IN a_DT problem.be_NN warned_VBD that_IN this_DT device_NN
is_VBZ so_RB small_JJ and_CC light_JJ _, that_IN you_PRP definitely_RB run_VBP the_DT risk_NN of_IN losing_VBG it_PRP in_IN your_PRP$ bag_NN
or_CC pockets_NNS ._.i_LS highly_RB recommend_VB attaching_VBG something_NN to_TO the_DT lanyard_NN slot_NN ._.
4.i_LS forgot_VBN to_TO take_VB this_DT little_JJ flash_NN drive_NN out_IN of_IN my_PRP$ jeans_NNS pocket_NN before_IN doing_VBG the_DT
laundry_NN ._. after_IN a_DT two_CD hour_NN wash_NN cycle_NN ,_, it_PRP still_RB works_VBZ!_.
5. this_DT is_VBZ absolutely_RB by_IN far_RB and_CC away_RB the_DT slowest_JJS flash_NN drive_NN that_ WDT i_FW have_VBP ever_RB used_VBN
._.i_LS have_VBP owned_VBN may_MD flash_VB drives_NNS since_IN they_PRP came_VBD on_IN the_DT scene_NN and_CC this_DT is_VBZ so_RB
slow_JJi_FW cant_FW even_RB use_VB it_PRP ._.it_PRP is_VBZ an_DT absolute_JJ waste_NN of_IN your_PRP$ money_NN unless_IN you_PRP
just_RB want_VBP a_DT very_RB small_JJ flash_NN drive_NN ._. i_LS have_VBP never_RB posted_VBN a_DT review_NN before_IN on_IN any_DT
product_NN that_WDT i_FW have_VB purchased_VBN on_IN amazon_NN but_CC i_FW just_RB had_VBD to_TO on_IN this_DT one_CD ._.i_LS an_DT
actually_RB writing_VBG this_DT post_NN as_IN i_FW wait_VB on_IN a_DT 1gb_JJ file_NN to_TO copy_VB from_IN my_PRP$ computer_NN to_TO
this_DT drive_NN and_CC it_PRP said_VBD it_PRP would_MD take_VB 16_CD minutes_NNS ._. well_RB i_FW took_VBD the_DT time_NN to_TO
write_VB this_DT review_NN while_IN i_FW was_VBD waiting_VBG ._. i_LS have_VBP finished_VBN the_DT review_NN and_CC the_DT file_NN is_VBZ
not_RB even_RB close_VB to_TO being_VBG finished_VBN ._. dont_JJ waste_NN your_PRP$ money_NN ._.
6.this_DTis_VBZ a_DT great_JJ **_"" little_JJ "_"thumb_NN drive_NN ,_, but_CC ,_, be_VB careful_JJ not_RB to_TO misplace_VB it_ PRP ,_, they_PRP

—

¥

View Results

Fig 9. Window with Tagged Reviews

Fig. 9 shows the window which contains all the tagged reviews. Reviews are tagged using

Maxent Taggers [301 [31] and showed as word_tag pair. Alphabetical list of tags with their

meanings is as follows:

CC  Coordinating conjunction
CD  Cardinal number

DT  Determiner

EX  Existential there

FW  Foreign word

IN Preposition or subordinating conjunction
JJ Adjective

JJR  Adjective, comparative

o N o A W N R
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9. JJS  Adjective, superlative

10. LS List item marker

11. MD  Modal

12. NN  Noun, singular or mass

13. NNS Noun, plural

14, NNP  Proper noun, singular

15. NNPS Proper noun, plural

16. PDT Predeterminer

17. POS Possessive ending

18. PRP  Personal pronoun

19. PRP$ Possessive pronoun

20. RB  Adverb

21. RBR Adverb, comparative

22. RBS Adverb, superlative

23. RP  Particle

24.  SYM Symbol

25. TO to

26. UH Interjection

27. VB  Verb, base form

28. VBD Verb, past tense

29. VBG Verb, gerund or present participle
30. VBN Verb, past participle

31.  VBP Verb, non-3rd person singular present
32. VBZ Verb, 3rd person singular present
33. WDT Wh-determiner

34. WP  Wh-pronoun

35. WP$ Possessive Wh-pronoun

36. WRB Wh-adverb

This is a list of standard tags used by maximum POS tagging systems. This list is mentioned

in Penn Treebank Project [31,
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W Feature Wise List | Strength
Pie Charts 03
pechaita
Positive Reviews Negative Reviews
amera = 9
keypad = 1
price = 2|
size = 2|
imemory = 1}
®memory = 6 ®size = 7 ®price = 8 O weight = 2 ®keypad = 3 ® services = 1 ® camera = 14 ® processor = 5
® misc = 18 [® memory = 1 @size = 2 @ piice = 2 © keypad = 1 ® camera = 9 © processor o
e
Bar Graph
A
Save Results

Fig. 10. Result Window (a)

Result window has 3 tabs which shows 3 different abstraction level of results. First of all it

has Overall results, which contains Pie Charts and a Bar Graph showing the no. of positive

and negative reviews for each feature separately. This charts are prepared using JFreeChart
[32]

Negative
Negatve
» 1. All I had to do was cut the mini Sim into a micro Sim.It's an incredible phone.(First day review)Pros:Good 1. Screen cracks without any apparent reason, after that touch sensors don't work. A major hassle to fix...
- price (comparatively)Full HD screen with extreme pixel densitySize feels right on the mark between too big and
keypad not big ing pictures i and mostly glitch free16GB of internal storage most of which is. 2. This product ideal itis not new. It comes with Ashield screen installed on it and the resolution of the camera
senices free2GB of ramCons:Short battery life (if you go out camping get a portable 15,000 charger) is not as expected. The upper part of the mobile heats up too much
battery 2. Its and awesome device. Its definitely a must have. the dust and water protection works great The HD 3. After one month of using display died. | return the item. Now i am waiting for the repaired item or for the new
interface screen its amazing. 'm using a 64 GB micro sd card despite the specifications said that only works with 32 gb. one. Past one month...
T micro sd without problems. I'm using my phone on Ecuador
4. Horrible phone. This thing would not stop vibrating even when | powered it off. | sent itto Sony and they took
network 3.1s faster, with a great display, good cam, good desing three months to replace it Then the screen cracked on the replacement phone while it was in my pocket

Never dropped, it broke twice under very minimal circumstances

charger
4.The Xperia Z is a prefty good phone. Itis fast and responsive. Even the factory installed apps are more
sensors useful than bloating.! only have two complaints. The battery life is not to impressive and with it being internal
size you can't swap it out. Also, I've had several instances where the phone froze up and had to be cut off. Not sure
why it did that, and thats a problem.Otherwise the Xperia Z is a solid entry. The screen is awsome, and the
price camera functions beautifully even in low light. The functionality of the camera, and its many builtin functions is
touch screen || | one ofthe phones strongest aspects.
i 5. Excelent phone. You really can put it quickly under water with no problem. The camera is excelent. The
camera screen definition is also outstanding. 'm quite happy with the phone.
internet

6. Hello, This is a excelent Phone, the 5 inches screen is fantastic, | recomend this phone, the camera is
misc awsome

Fig 11. Result Window (b)
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This window in Fig. 11 shows the list of positive and negative reviews separately and user

can select a feature to view reviews related to it.

[ Results - IEd
Overall | Feature Wise List | Strength
A
Excellent | Hello, This is a excelent Phone, the 5 inches screen is fantastic, | recomend this phone, the camera is awsome
Good
Al had to do was cut the mini Sim into a micro Sim.Its an incredible phone.(First day Good price HD screen with extreme pixel densitySize feels right on the mark between too big and not big
Neutral || enoughAmazing pictures and videoFast and mostiy glitch free 16GB of internal storage most of which is free2GB of ramCons:Short battery life (if you go out camping get a portable 15,000 charger)
Paor

It does the job pretty well. Boughtitin the US and using on a UK carrier, no problem at all. The battery life isn't great, I'm getting 12 hours with data and location on with stamina mode (using in 15-25 minute bursts every hour or s0).

VeryPoor || The piastic body on the sides chip easily but aren't noticeable yet It nice that it comes with a screen protector on already, buttaking said screen protector off might void your warranty. Camera is decentto good, just a bit grainy in
certain lighting. Al in all, a good buy for 300, but I'd recommend getting the Z1 for an extra 100
My Xperia Arc suddenly decided to leave me and it was with no hesitation that | came towards the Xperia Z.As a phone, well, it does its job perfectly.As a multimedia hub, itis great with both audio and video (that is why | would stay
with Sony for a while), it well integrate as well functionality for the connected devices (DLNA), | can be home and “Throw" my music from my NAS to my Amplifier without third party apps. can do so with my phone music too. that's really
well done.For the photos, itis giving an early retirement to my point and shoot but not yet to my DSLR :)As Internet device, it does all | ask without any issue.As a design statement, it looks exactly as | am classy and sturdy :) (well, 'm
not that classy)
Excellent phone, everything works perfectly so far.Great camera, great intephase, good sound.Only thing is that the speaker is a bittoo low, but | am guessing its because its waterproof. You can' have it all, can you?! strongly
recommend it!
Very good product. It's a beautiful, fast, light and slim mobile. The earphones are excellent. The upgrade to android 4.2.2 works very well and now | have the last version.
Works just about ok as a phone.lts died on me 2 times within a year. Search for deep sleep or &#34;does not come on and keeps vibrates 3 times&#34;. This device can leave you stranded when needed most. Sony fixed it within
warranty and its died again.Speakerphone quality is less than acceptable. Not water resistant nor water proof as claimed either - even with tabs tightly shut,Only good is an excellent camera.Save your money and buy another
device Sorry Sony you can do much better and fool less
This model met my expectations and I'm so glad to have one. Its has a very elegant design suitable for girls like me. But what atiracted me mostis the fast processor, camera and it's LTE capability. It even maxed out my expectation
because the speakers are awesome, its very loud. 'm happy with it and | guess I'm contented. Totally worth the price!
i purchase this equipment and i used in mexico this fantastic product its so much better than the 21 its amazing
i have this phone for 6 mo now and the speaker is so low u can not hear it ! is has no battery life 8 10 H whit minimal use and surfing the web is very slow ! my old galaxy 2 is much faster and better quality
Excelent phone. You really can put it quickly under water with no problem. The camera is excelent. The screen definition is also outstanding. I'm quite happy with the phone.
Beauty, slim, fast, dust and waterproof, absoluty awesome i recommend you!
Greatl justlove it This phone was invented just for people like me.So happy to find a water proof phone and shock proof Best invention everll
Excelent choice to buy, it's fast take awesome pictures and videos F
recaived on time and seems to. e working anad thank vou b

Save Results

Fig. 12. Result Window (c)

This figure shows the strength of each review. Basically the reviews are sorted according
to strength of their emotions. System classifies all the reviews in 5 different classes as

follows:

1. Excellent: Describes strong positive emotions.

2. Good: Describes normal positive emotion.

3. Neutral: Either describes equal no. of positive and negative emotion or describes
no emotion toward any of the feature or the product.

4. Poor: Describes normal negative emotion.

5. Very Poor: Describes strong negative emotion.
This level of result gives a crystal clear idea about the product. By looking at the no. of

reviews in each category a user can make his/her mind about whether to buy the product or

not.
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Negative Reviews

[®wif = 1 @ display = 6 ® services = 3 - battery = 4 ®netwark = 3 © chaiger = 2 & audo = 1 @ camera = 3 @ Intemet = L ®msc = 10]

(a).

Positive Reviews

[® dispiay = 9 @ weight = 1 ® services = 2 © battery = 4 ® networl: = 1 @size = 1 @ price = 3 @ camera = 4 @ ntemet = 1 ® misc = 18]

(b).
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Bar Graph

Features

(©).
Fig. 13. Saved Results.

In Fig.10, Fig. 11 and Fig. 12 there is a save result button at the bottom of result window.
Basically system lets the user to save the pie charts and bar graph in image format using
that button. Fig. 13. Shows the image files saved by the system. These files are saved in a

directory of user’s choice.
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Chapter 7

Conclusion

Numerous techniques for summarizing product reviews using natural language processing
methods are discussed in this report but this work is different from those techniques. System
proposed in this report allows a user to summarize a huge database of reviews and provide
a graphical summary so that the user can easily interpret the quality of a given product.
Results in table 1 shows that the system works pretty decently and better than previous
systems which are similar to this one. This system will help manufacturers also to check
the status of their product in market. For future work this system lefts, problem to deal with

comparative sentences and sarcastic sentences and also to handle implicit reviews.
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Appendix

List of Abbreviations:

Al: Artificial Intelligence

API: Application Programming Interface

CRF: Conditional Random Fields

FRUMP: Fast Reading Understanding and Memory Program
HMM: Hidden Markov Model

IMDB: Internet Movies Database

NLP: Natural Language Processing

POS: Part of Speech

SVM: Support Vector Machine
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