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ABSTRACT 

 Sentiment gives an idea about feeling of a person about something. Sentimental analysis is a 

type of opinion mining which is used to check the positivity and negativity of data. 

Sentimental analysis gives us feedback of people through which we can update the product. 

Sentimental analysis is needed for making updation in business brochure or product. There 

are different techniques used to check the polarity of data. We calculate the positive and 

negative score of words. These score help in improving the accuracy of sentiment analysis. 

We collect the data from social networking sites for analysing opinion of people on different 

product.Here in chapter 1 we have given introduction about sentiment analysis, its level and 

machine level techniques. In this chapter we also discuss about advantages of sentiment 

analysis. In chapter 2 we discuss about literature review about various paper. In chapter 3 we 

discuss aboutscope of study. In chapter 4 we discuss about objective of study. In chapter 5 we 

discuss about present work in which we discuss about research methodology. In chapter 6 we 

discuss about result and discussion about the implementation output. In chapter 7 we discuss 

about conclusion and future scope. 
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                                                                      CHAPTER 1 

INTRODUCTION  

1.1 Sentiment Analysis 

There is a big influence of internet on our daily life. The internet provides us social media to 

connect to the world. We use Facebook, twitter, LinkedIn and more sites to get connected to 

people. We also give opinions and review about a process or product. Sentiment analysis is 

made up of two different keywords, first is sentiment which defines emotion, opinion and 

behavior about particular thing. Second one is analysis which defines as examination of 

structure i.e. breaking the sentences for getting result by which we can further improve the 

performance of a product or process. Both of these keywords give idea about any product. 

The main aim of sentiment analysis to get the reaction or behavior of a person about product 

or specific subject 

                                                   

 

Figure 1 Different sentiments of people 
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1.2 Types of Opinion 

 Regular opinion:-It is the opinion of people on some entities which are targeted. 

 Direct opinion:-The sentences which are having direct meaning. For example, “the 

phone is really good”. 

 Indirect opinion:-The sentences which are complex as compared to direct opinion. 

For example, “after taking this painkiller, I feel relief”. 

 Comparative opinion:-Comparison of more than one entity. For example comparing 

the quality of two products. 

1.3 Features Of Sentiment Analysis 

 Term Based Features:-The term based features in text is determined by unigram, 

bigram and trigram. We can find the tokens from text by using unigram, bigram and 

trigram. The bigram gives the two words that occur together and trigram gives the 

three words from sentence that occurs together. 

 Part Of Speech (POS):-Part of speech (POS) is very important part of sentiment 

analysis. It divides the words of sentence into grammatical form like adjective, 

adverb, noun, verb, pronoun etc. The part of speech provides the grammatical 

information of sentence. It is useful analysing the opinion and sentiments of people. 

Due to POS we can get the adjectives easily. The part of speech provides tokens 

containing labels of noun, pronoun, verb etc. We can use part of speech in different 

tool to get accurate result. 

 Syntax:-In syntax we generally focus on the grammatical structure of the sentence. 

The syntax provides us the meaning of the sentence. There are two types of syntax:- 

 Simple syntax 

 Complex syntax 
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By the help of syntax we can determine the difference between the meanings of 

sentence containing similar words. 

 Negation:-The negation is very important feature of sentiment analysis. It changes the 

meaning of sentence. For example, “I like this food “and “I don‟t like this food”. The 

“don‟t” is a type of negation.it converts the positive sentence into negative sentence. 

The negation can change the meaning of complex sentences. 

1.4 Different Level Of Sentiment Analysis 

 There are four types of sentiment analysis level :- 

 Document level of sentiment analysis:-In document level the opinion is classified 

either in positive or negative. In document level we check single entity for result. 

 Sentence level of sentiment analysis:-Sentence level refine the review of document 

level analysis. It also filters the sentence containing nothing. 

 Aspect based sentiment analysis:-Aspect based sentiment analysis focus on all 

sentiment expression. It recognizes the aspects which contain the opinion. Aspect 

based sentiment analysis is basically used for getting the opinion which hide due to 

categorization of words i.e. The sentence which contain both positive and negative 

opinion. 

 Comparative sentiment analysis:-In comparative sentiment analysis we get opinions 

by comparing it with similar product. In this we use sentiment lexicon acquisition 

which contains three approaches:-manual approach, Dictionary based approach and 

corpus based approach. 

1.5  Sentiment Analysis Basic Working 

The basic working of sentiment analysis includes collection of data from blogs, websites and 

reviews. The collection of data from different sources acts as a corpus. After that we process 

the documents by excluding the statements which are not having any sense. Next step is to 

apply different techniques for analysis for getting result.  

From these techniques we can get the result of analysis with accuracy. These techniques can 

help in understanding opinion of complex sentences. We can also use unstructured data for 

analysis with these techniques. 
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Figure 2 Architecture of sentiment analysis 

 

 

1.6  Machine Learning Techniques 

The various machine learning techniques are discussed below. 

1.6.1 Supervised Learning 

In supervised learning the data contain relationship between data attribute and target attribute. 

The patterns discovered are based on these relationships. Supervised learning is used for data 

mining to find dependent variable. The supervised learning containing two sub techniques i.e. 

Naïve Bayes and Support Vector Machine (SVM). 

 Naïve Bayes:-Naïve Bayes classifier is used for predicators which are 

independent of one another. It containing training the data and after that the 

finding the probability. Using this technique we can check the probability of 

words. 

 Support Vector Machine (SVM):-We can use support vector machine to classify 

data into two types i.e. positive and negative. The SVM is mostly use where data 

is having only two classes. There is a hyper lane that separates the data from each 

other. For example if there is a data containing both positive and negative data 

then hyper lane divide the data into two parts by providing margin between them. 
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Figure 3 SVM Diagram 

 

1.6.1   Unsupervised learning 

The data that doesn‟t depend on target attributes. Unsupervised learning is basically used for 

clustering. In unsupervised learning we collect more specific data. In unsupervised learning 

we are having positive, negative as well as neutral thoughts. 

1.6.2 Semi-supervised learning 

Semi-supervised learning is a learning in which we learn how to label and unlabelled the 

data. It is in between the supervised and unsupervised learning. It shows the labelled data and 

unlabelled data affect the earning behaviour. It is mostly used in machine learning and data 

mining because it can improve learning task using unlabelled data rather than labelled data 

which is expensive. It has three assumptions first the cluster assumption and second 

smoothness assumption. There so many methods for semi-supervised learning as following:- 

 Graph method 

 Using generative mode 

 Heuristic method 

 Using low density separation method 

1.6.3 Natural language processing 

Natural language processing is used for understanding human language. Natural language 

processing is used for morphological segmentation, syntactic analysis, summarization of data, 

tagging of data, speech recognition and information retrieval. In speech tagging the NLP tag 

the word into different categories such as noun, verb, adverb and adjective. In part of speech 
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process tokenization make small-small tokens such as words, number etc. The main goal of 

NLP is to get efficient result in understanding human language. 

1.6.4 Other techniques:- 

 Wordnet:-It contains the group of words based on their synonyms relationship.      

For example, Develop synonyms are grow, become larger. It also contains 

relationship of Antonym like presence and absence. 

 Sentiwordnet:-Sentiwordnet is a resource of lexical. It is the advance version of 

wordnet. It contains the score of word as positive, negative and neutral. The neutral 

score is in the form of object score. 

The score values are in the numerical form and it is very useful for getting the result 

with numerical value. The Sentiwordnet have three versions. The Sentiwordnet 3.0 is 

the latest version of Sentiwordnet which contain the synonym, anonym as well as the 

suffix and prefix also. The latest version is 20% more accurate from the other old 

version. The Sentiwordnet is available in many tools such as NLTK. 

 

Figure 4 Sentiwordnet graphical representation 

 

 PMI:-PMI is pointwise mutual information. It is used to find the words which are              

associated with each other. PMI tells about the co-occurrence of words which are 

together in the sentence. In some tools it is defined as function name as collocation. 

The formula of PMI is                                                    

PMI(x,y) = log(P(x,y)/p(x)p(y)) 
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1.7 Challenges In Sentiment Analysis 

 The opinion of people is in complex sentences. 

 Humour and the different type of human speech is difficult to understand. 

 Negation and changing topic. 

 Sarcasm and different types of emotions. 

 Difference in culture of people. 

 The meaning of negative words in positive way is also difficult to analyse. 

 Conversion of unstructured data into structured data. 

 If only individual person is giving opinion then no analysis can be done. 

 

1.8 Advantages Of Sentiment Analysis 

 Sentimental analysis monitoring the brand of different companies and gives the 

analysed result. 

 The sentiment analysis gives the rating of reviews. 

 Sentiment analysis gives the idea about the changes which are needed by the users 

through this analysis. 

 Sentiment analysis helps in decision making also. 

 It also gives information about market strategies and also the sales of product. 

  

 

 

 

 

 

 

 



8 

 

 

                                                       CHAPTER 2 

REVIEW OF LITERATURE  
 

Marc Cheong et al
[8]

 detected the hidden patterns from twitter messages. They used two 

techniques (a) the Cheong and Lee‟s content analysis framework and (b) SOM algorithm for 

visualization. For data gathering they used Twitter message corpus. 

                           

 

                                        Figure 5  Cheong and Lee’s framework.  

                                                                 

They searched messages which helped them in getting useful data for clustering. They also 

used massage attributes and user attributes.  In message attributes they determine the 

common message indicator, pictures and the type of device used by twitter user. In user 
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attribute they determine the habits of user by checking their post, account age and friends 

following. For clustering and visualization they use SOM algorithm. SOM is a technique 

based on artificial neural network. In SOM clusters are made in the form of Map. In this 

paper the authors consider three topics:- 

 Iran election issue in 2009. 

 The iPhone OS 3.0 software launch. 

 US President Obama‟s foreign policy. 

In SOM different colors like red, blue, green and yellow are used for visualizing result. 

Tetsuya Nasukawa et al
[13]

 sentiment analysis approach is used to check the positive and 

negative opinion for specific subjects from a document. In this paper the positive indicate 

favourable opinion and negative indicate unfavourable opinion. NLP is used for capturing 

favourability. There are three identifications used:- 

 Sentiment expression. 

  Polarity and strength of the expression. 

  Their relationship to the subject. 

The authors used notation which consist of the following information:- 

 Polarity:-good, bad, or neutral is denoted by g, b, or n, respectively, and sentiment 

transfer verbs are denoted by t.  

 Part of speech (POS):-Contains adjective (JJ), adverb (RB) and verb (VB) are 

registered in our lexicon arguments such as subject (sub) and object (obj) that get 

sentiment from a sentiment verb or arguments that provide sentiment to and receive 

sentiment from a sentiment transfer verb. 

In this paper the algorithm was used which contain upper limit of 50words. For 

identifying sentiment expression POS tagging was used. For POS tagging, author used 

Markov-model based tagger. In this paper the techniques fails to identify positive result if 

there is any negative word in the sentence. For example, “it is difficult to take a bad 

picture from this camera “. The result of this sentence polarity was negative according to 

above algorithm because the sentence containing word „bad‟. 
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Alena Neviarouskaya et al
[1]

 proposed Sentiful is a lexicon based system for assigning   

scores to word for analysis of sentiment. In this paper the structure relations are purposed. 

The positive score and negative score tell about the polarity of a sentence. The author 

uses sentiword net for giving value to words on the basis of polarity. 

For generating the sentiment lexicon the first step is to collect the content of word. There 

are four formulas‟s used to calculate positivity and negativity:- 

 

There are three scores object score, positive score and negative score. The score range from 

0.0 to 1.0 and the sum up to 1.0. If the positive score is greater than negative score the word 

is positive and if negative score is greater than positive score then the word is negative else if 

object score is greater and negative positive score are equal then the word is neutral. 

There are four methods for Expanding sentiful:- 

 1.Finding new lexical units through synonymy relation:-In this method we derive 

new words from synonymy relation. In this authors consider the words which are 

having same meaning and assign sentiment score to them. 

2. Examining direct antonym relation:-In this method authors consider the words 

which having opposite meaning. For example, carelessly and carefully. The authors 

calculate the positive and negative score of word through this relationship. By this 

method new words are added to WordNet. 
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3. Examining Hyponymy relation:-In this method the relations based on hierarchy 

between words. For example attainments => success -> winning. By this method we 

get a list of hyponyms from word net and it also remove the duplicate words from 

word net. 

4. Method to derive and score morphologically modified words:- Morphologically 

words are derived through suffixes and prefixes. The meaning of many suffixes can 

change the meaning of word especially in term of sentiment. 

In this paper the algorithm of derivation and scoring of new words give high accurate result. 

Through sentiful method we can expand sentiment lexicon and improve the result of polarity. 

The different tables in this paper help us in examine the words polarity . 

Neethu Mohandas et al
[9] 

focused on mood extraction from Malayalam text. The authors 

used NLP for part of speech tagging and PMI formula for SO calculation. The semantic 

orientation (SO) gives the result in numerical form through which we can check the polarity 

of sentence. 

The method used in this paper 

 

Figure 6 .Proposed method 
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This paper gives idea to implement sentiment analysis on different languages such as Hindi, 

Punjabi, Marathi etc. By this method we can get result on applications contain different 

languages. We can calculate sentiment analysis of different movies which are based on area 

language and their comments are also in that language . 

Peter D.Turney et al
[11]

used semantic orientation concept to calculate the positive and 

negative review. The author uses average semantic orientation to get result of review in 

positive and negative. In this paper the author explain pointwise mutual information (PMI) 

and latent semantic analysis technique. 

The author done experiment by using these technique and calculate the result on the basis of 

words which they included in the database. The authors also compare the result from both 

techniques on different data and explain about technique with experimental result. They show 

result in the form of diagram also which is in graphical form. 

Julia Kreutzer et al
[5] 

give information about sentiwordnet .In this paper the author explains 

the applications and usage of wordnet. The authors also explain the structure of sentiwordnet. 

They also give examples of scores and scoring review of words. The authors also explain 

about the analysis and scoring technique. They also include the things which are recently 

updated in the sentiwordnet and also show the scores of positive, negative and objective 

word. The authors also explain the score of various word which doesn‟t provide any 

sentiments such as grandmother, brother etc. The author also explains the problems in 

Sentiwordnet. 

OM P.Damini et al
[10]

 explained the concept of PMI. PMI is basically used to measure the 

co-occurrence between two words. For calculating PMI by various methods they used 

different formula‟s which are shown in the following table. 

Table 1 Formula of PMI 
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They evaluate their result by correlating their result with gold standard dataset. The author 

used two types of co-occurrence i.e. document level and corpus level. 

Keisuke Mizumoto et al
[6]

 in this paper the stock market is analysed by the polarity 

dictionary. The dictionary is made up by using semi-supervised learning. The bootstrapping 

approach is used .the bootstrapping technique help in counting the words. After that they 

check how many times the number positive word is occurred more as compared to negative 

words or vice-versa.  

The stock market news data is collected first and after that we check the polarities of data 

from the data dictionary. They make graph on the basis of threshold for showing their results. 

 

 
                                  

                             Table 2 Table of word included in dictionary 
 

Bin wen et al
[2]

 in their paper explained about the PMI technique with semantic orientation. 

There are different pattern extracted by using different formulas. There are table which 

contain adjective, adverb, noun, verb with their orientation. 

 

Table 3 Table of test data 
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The result is calculated on the basis of recall and precision. 

Eric lin et al
[4] 

in their paper explained the mining of online book review. The authors take 

the review of people which are available on the website. The analysis first step is data 

gathering and after that removing of those sentences which doesn‟t contain any meaning. 

After this step the mining of context is done by using weight formula. 

There is a table contains the book heading with tags. The tags are labelled according to the 

features of books. The tags can be science, nature, innovation etc. There is a hierarchal 

clustering by using book name and tags. There is a clustering graph which shows the polarity 

of data. The peaks in the graph show the number of positive and negative comments in the 

review. 

 

Table 4 Table of books and tags 

Samaneh moghaddan et al
[12]

 in this paper the aspect based question answering method is 

used. The different type of question is asked from user to get answer and on the basis of that 

answer we can get the opinion of a person. The questions are simple. It it is based on the 

comparison of two products so that we can get the opinion of a person. There different type 

of question is used such as target, attitude etc. There is a table of correct and incorrect 

through which we can accurate result. The part of speech is also used in this paper. 

Kushal Dave et al
[7]

 found identifying the unique characteristics of mining problem and 

developed a method for automatically differentiating between positive and negative reviews 

of certain movie. Their classifier depicts information retrieval methods for extracting features 



15 

 

and marking, for various metrics and heuristics the results vary depending on testing 

condition. The best methods found working better than traditional methods. 

 

Table 5 Table of features. 

Lillian Lee et al
[3]

 found movie reviews from various sources like movie streaming sites, 

rental websites as raw data, where they found that machine learning techniques can suppress 

the human defined baselines in artificial intelligence. They used Naive Bayes, support vector 

machines and maximum entropy classification, do not perform as efficient as sentiment 

classification as on traditional topic-based categorization of text. 



16 

 

CHAPTER 3 

SCOPE OF STUDY 
 

The scope of research incorporates various aspects of sentiment analysis in business 

intelligence. The sentiment analysis is applied on structured data as well as unstructured data. 

Sentiment analysis is used with big data also nowadays.  

 We can apply sentiment analysis on big data to get analysis on unstructured data. 

Now days various companies uses Facebook, twitter and other social networking sites 

data for analysing the habits and opinion of people about any subject.  

 The analysed result from sentiment analysis provides various advantages in decision 

making in business. The main focus of sentiment analysis is to get true sentiment of 

people about any subject. By applying various analysing tools and algorithm we can 

get more accurate result. 

 The sentiment analysis can be more optimised by using efficient algorithm of finding 

patterns. 

 The can make algorithm which use sentence level as well as aspect based sentiment 

analysis. 
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CHAPTER 4 

OBJECTIVES OF STUDY 
 

We introduce two main techniques for sentiment analysis. The first technique is PMI which is 

used to check the co-occurrence of two words. By this technique we can analyse which part 

of sentences have more positive result and which words are co-occur more. After that we use 

sentiwordnet formula for calculating the positive and negative score by using values which 

are present on sentiwordnet. By calculating the positive and negative values we can easily 

calculate semantic orientation. The techniques which we are using make result more accurate 

and can describe the polarity of data. The tagging of data is also useful which provide small -

small parts of sentence in different categories which help in analysing the sentence. 
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CHAPTER 5   

      PRESENT WORK 

5.1 Problem formulation 

The major issue in sentiment analysis is to understand the opinion of a person. There are two 

types of sentences which are used by person first is the simple and second complex. It is 

difficult to understand the complex sentences. 

The issue is the structured and unstructured sentences. If we cannot structured the data it is 

difficult to understand the data. The review of people is in the unstructured form, we need to 

first change it into structured from for getting result. 

If there is a sentence which contains two negative words such as pain and killer and it is a 

positive word in the sentence then it is difficult to judge the meaning because both the words 

are negative. 

It is quite difficult to understand the opinion of people completely but by using some methods 

and technique we can make it little bit easier to understand the sentiments of a person. The 

technique such as Sentiwordnet will provide the result in the numerical form. The solution of 

this problem is solved by using these techniques to get result.  

5.2 Research Design  

In this methodology we first collect the sentences from social networking sites such as 

Facebook and twitter. After that collocation function is used this function is already 

predefined in the Ipython. Through this function we get the words which occur together in the 

text. Now we use PMI method for counting the co-occurrence of words many times in the 

text manually. 

After this we use tagging of text by using some lines of code. After executing the code we get 

the adjectives and adverbs from the text. After that we apply Sentiwordnet code for finding 

the value of words then we manually write the values and find the average of positive and 

negative value of words. After that we apply semantic orientation by subtracting negative 

values average from positive value average. If we get the positive value as result this means 

the text is positive either if negative result then the result is negative. We can get the 

numerical value result so that we can prove our result. 
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There are some points which is considered during this methodology:- 

 If there are two negative values together then it became the positive value. 

 If there is any word value which we don‟t get in the Sentiwordnet through python 

then we can check the value from website. 

 If there is any positive word with not then its value is considered as negative value. 

 If the complex sentence result is not match with true value then we take that problem 

in future scope. 

 

 

Figure 7 Research design 

This research design is combination of different techniques. We can get result in the form of 

numerical value to check polarity of data. 
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                                                                CHAPTER 6 

 RESULT AND DISCUSSION 
 

In this section the proposed method implemented result is shown. We implemented the 

methodology in Ipython which is included in Anaconda tool. We take comments of people on 

Samsung mobile through Facebook page of Samsung. We take 50 comments line. These 

comments included simple as well as complex sentences. We first remove those sentences 

which don‟t include any adjective and adverb. The sentences or comments are stored in a text 

file. We need to add file in a directory of python. We add that file in the python script. We 

can check the path for adding file by writing the file name in the file reading, it will give error 

of no such file is find out in this directory. From these errors we can easily calculate the path.  

We can also count the specific word which we think repeated in the sentence by using 

collocation function. Using this function we can easily multiply the value in numerical form. 

We can also use word tokenization if we want to check the sentiments by taking single 

sentence. 

We use part of speech tagging in the implementation so that we can easily find out the 

adjective, adverb, noun and pronoun. The part of speech gives us idea about word polarity in 

the sentence. In our implementation we manually write the adjectives and adverb to find their 

value in the Sentiwordnet. 

It‟s difficult to do manually when there are huge amount of data. So we take small data which 

contain maximum 6 line so that we can easily find out the adjective and adverb used in 

Sentiwordnet. After writing these adjectives and adverb we can easily find their value from 

Sentiwordnet. 

We need to write the specific word in code to get their positive and negative value. After that 

we collect the value of semantic orientation by applying the formula in which average 

positive subtract from average negative. 

S.O = avg positive – avg negative 
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Figure 8 Screenshot of add file in corpus 

 

To add file in corpus first we add file in python scripts and after that we include this file in 

corpus by writing some line of commands in the above screenshot. 
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Figure 9 Screenshot counting words from text file 

 

We can count the number words from that file which we are included in the corpus by writing 

the above screenshot commands. These commands help in finding the number of words occur 

in the text. 
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Figure 10 Collocation of words 

In the above screenshot we use collocation function. This function will provide the words 

which are occur together. For example “not good” word is shown in the above screenshot. 

The collocation helps us in understanding the sentiment of person by giving bigrams. As in 

the above screen shot the good is a positive word but when it is with not the good converted 

into negative word. 
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Figure 11 Screenshot of part of speech 

 

We use word tokenize for making tokens of word with their grammar. We can find 

adjectives, adverb, noun and pronoun. We can easily find out the adjectives and adverb to get 

their numerical value from Sentiwordnet. The adjectives and adverb are the most important 

part of sentence it helps in finding the sentiment of a person about particular thing.   
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Figure 12 Screenshot of word tokenization 

 

We can also tokenize sentence into word by using the above commands shown in the 

screenshots. This word tokenization helps in finding sentiments on short text. We can easily 

find out the words which tell about the polarity of data 
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Figure 13 Screenshot of Sentiwordnet value 

 

The above screenshot tell about how we can get the value of word from Sentiwordnet. We 

can write any word in place of breakdown to get their value from Sentiwordnet. After writing 

these codes we can get positive as well as negative value of the word.  
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Figure 14 Screenshot of positive and negative score 

 

The above screenshot shows the positive and negative value of many words such as bad, 

good, beauty from these values we can easily calculate the semantic orientation. 
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Figure 15 Screenshot of word value 

 

 The above screenshot shows the positive and negative value of many words such as bitter, 

true, like from these values we can easily calculate the semantic orientation. 
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Figure 16 Screenshot of Sentiwordnet values 

 

 

 

The above screenshot shows the positive and negative value of many words such as favourite, 

care, quality from these values we can easily calculate the semantic orientation. 
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Figure 17 Screenshot of Sentiwordnet values 

 

The above screenshot shows the positive and negative value of many words such as whole, 

real, beauty from these values we can easily calculate the semantic orientation. 
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Figure 18  Screenshot of semantic orientation 
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The table of words value is shown as positive and negative score. The 0.5 is the positive 

score and 0.0 is negative 

 

Table 6 Words value 

 

The value in the table shows the positive and negative value of words in the Sentiwordnet. 

These values help in calculating the semantic orientation of opinion of people. We take 

average of the positive and negative value to calculate the result. 
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Table 7 Value of words 

                                 
 

 

Table 8 Table of number of POS 

 

The above table shows the number of adjective and adverb with their positive and negative. 

We get these values from 50 comments. We get the 12 positive adjective and 6 negative 

adjective 
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Table of result 

 

Table 9 Table of result 

The above table shows the correct and incorrect value of sentences that we analyze during 

implementation. We get 78.02% accuracy in positive sentences and 71.42% in negative 

sentences. The percentage of negative word is less because it is difficult to judge the negative 

sentence which contains both negative and positive word. 
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CHAPTER 7   

 CONCLUSION AND FUTURE SCOPE 
 

Sentiment analysis provides us the feelings of people about any product or subject. 

Companies needed sentiment analysis for decision making and updation in product. 

Sentiment analysis provides favourable and unfavourable opinions about any product or any 

particular subject. 

The techniques such as NLP, PMI and sentiful analysis provide us useful results. These 

techniques give us result in the numerical form or values. The result by these values helps us 

to analyse result and compare it with other techniques. The analysed result from sentiment 

analysis provides various advantages in decision making in business. 

We will use tool for sentence level sentiment analysis so that we can remove those sentences 

which don‟t contain any meaning. We can further incorporate these techniques for getting 

user views for new product design and analysis. 
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APPENDIX 

SOM- Self Organizing Maps 

PMI -Pointwise Mutual Information 

NLP- Natural Language Processing 


