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ABSTRACT

There are several techniques that are used in data mining, each one having advantages but also
disadvantages. To find out which one is most appropriate for our case, when we want to use our
databases in a decision-maker process, it is good to know that “data mining doesn’t reduce the
require to know your company, to recognize your data, or to recognize systematic method”. So,
having information about our data business and data mining techniques we can decide what we
will use. Or we can try them all (if we have enough time, money and data) and find out which
one is the best in our case. DT is one of the significant study methods in categorization. It builds
its best tree form by selecting significant association character. While collection of test quality
and division of trial sets are two vital parts in construction trees. altered decision tree method
will accept different technology to resolve these nuisance. conventional algorithms contain
CART, SPRINT, ID3, SLIQ etc. ID3 is the depiction of decision tree method. It is simple to
appreciate and has quick classify haste which is related to big datasets. Many DT algorithms are
better base on it, like C45, CART. But these algorithms additional or less have some trouble in
collection of test character, sort of sample, memory consumption of data and the prune of trees
etc. Currently, researchers have current many improvements.

The dataset used in this research is based on mobile environment obtained from WirelessMon
software. This report is based on the findings maximum used of mobile service. The results in

this report are based on data from mobile service related.

As we seem at Data Mining tools, we notice that readily available are dissimilar algorithms use
for creating a result creation (or analytical study) scheme. There are algorithms for creating
result trees such as CHAID and C4.5 along with algorithms for formative identified nearest
neighbor (KNN) or clustering when operational on classification. The objective of this research
IS to seem at one exacting decision tree algorithm called improved algorithm and how it can be
use with data mining for mobile service. The reason is to influence huge amounts of data and

change it into in sequence that can be used to create a decision.
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