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 Abstract 

 

 

 

 

Breast Cancer is a dreadful disease. Mostly women affected with breast cancer disease. Mainly 

problem in medical science is to diagnosis of breast cancer at early stage. Breast cancer, the most 

common disease in India in comparison to United States and China, is not easily diagnosis in its 

initial stage; early diagnosis of this leading save the life,  therefore it‟s very important to 

diagnose it at initial stage. In this work deployed method for diagnosis of breast cancer at two 

levels. The development of an effective diagnosis model is an important issue in breast cancer 

treatment. Data set used in the diagnosis is based Wisconsin Breast Cancer dataset (pathological 

test result) and the advice and assistance of doctors and medical specialists of breast cancer 

(pathological and physiological parameters). This work accordingly employs K-means, Rule 

Based Reasoning, J48, CBR and ANN for diagnosis breast cancer at two levels.  

At the first level K-means, RBR and J48 algorithm is deployed for classifying the breast cancer 

dataset into malignant and benign cancer type. At the second level, malignant cases are further 

classified as: Ductal carcinoma in situ (DCIS), Lobular carcinoma in situ (LCIS), Invasive 

Ductal Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and Mucinous Carcinoma (MC) 

using CBR .The result specify that the K-means-RBR accuracy rate 80%, J48 accuracy rate is 

92%. In CBR at second level, the new case is supported by a similarity ratio, and the CBR, ANN 

diagnostic accuracy rate is 98%. The result of implement shows that the intelligent integrated 

diagnosis model is able to examine the breast cancer with considerable accuracy. This model can 

be helpful for making decision regarding breast cancer diagnosis. 
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Chapter 1       

     

 

Introduction 

 

 

Mostly people are affected with various type of disease. Disease is an unusual condition that 

affects the body of organism. Diseases are grouped into infectious and non-infectious. Diseases 

that easily transmitted from one person to another are called infectious diseases. Cancer is non-

infectious diseases. Body is made up of various cells and cells grow, divide and die in an orderly 

way. When the cells in a part of body start to grow out of control then cancer starts. The cancer's 

(www.nationalbreastcancer.org) cell growth is different from normal cell growth. Cancer cell 

continue to grow out of control and invade other tissues. The Cancer cells move to other parts of 

body where they start to grow and create new tumors. This occurs when the cells of cancer get 

into the bloodstream of body and with pass of time; the tumors replace the normal tissue. The 

process of distribution of cancer is called metastasis. Cancer has become the biggest problem for 

human life; it is predictable to become the leading cause of death over the next few years 

(www.who.net, 2009). According to report of Breast Cancer India (www.breastcancerindia.net), 

India has maximum number of women dying with breast cancer in comparison to United States 

and China. According to the statistics (World Health Organization, 2009), cancer is a major 

threat to human life; it is expected to become the leading reasons of death over the next few 

decades. 

There are many type of cancer, including breast cancer, lung cancer, skin cancer and 

pancreatic cancer etc. Breast Cancer is tumor related disease. It is major reason for death in 

women. The occurrence of breast cancer changes from country to country. Benign tumors 

(Kharya, 2012) are not cancerous. This type of tumor remains confined to their original location 



 
 

and do not spread to other parts of body. Malignant tumors (Kharya, 2012) are cancerous and 

made up of cells that grow out of control. It developed from cell of breast and then transfer into 

breast cancer. These cells grow very speedily and damage the surrounding normal tissues. The 

malignant tumor misdiagnosed in several cases and then delayed diagnosis reduces the survival 

rate of the patient. So there is needed the early diagnosis of breast cancer for patient's suitable 

recovery. 

The major problem in medical science is to attempt the diagnosis of breast cancer in early 

stage. Although many conventional and intelligent methods are available for the diagnosis of 

breast cancer but they diagnose the disease in critical stage. Mammogram is very complex and 

diagnose breast cancer at crucial stage so the treatment is very costly and percentage of life 

saving is less (www. who.in). Surgical biopsy is costly, time consuming and painful 

(www.ucsfhealth.org).  

 

Number of intelligent methods was deployed for diagnosis of breast cancer, but due 

limited amount of data from the breast cancer dataset, they could not clearly classify it as 

affective and non-affective patients. Song et al., (2005), developed an Adaptive Neuro-Fuzzy 

Interference System (ANFIS) for diagnosis of breast cancer at initial stage. Salama et al., (2012), 

deployed three different datasets for diagnosis of breast cancer using multi-classifiers. These 

methods classify the breast cancer as malignant and benign (first level). But they do not diagnose 

the type of breast cancer (second level). 

Therefore, there is a need to develop an intelligent method that diagnose breast cancer at 

early stage and also predict the type of breast cancer (second level). 

 

1.1 Basic Concept 

Breast cancer  

Breast cancer is most common cancer and major causes of death among women. Breast cancer is 

malignant growth (tumor) that arises in the cell of the breast. Generally breast cancer either 

arises in the cell (tissue) of the lobules, which is the milk - produce glands of the breast or the 

duct, which pass this drain milk from the lobules to the nipple of breast. Every year, 75,000 new 

cases occur in Indian women and 1 in 22 women will be diagnosed with breast cancer. Initial 

detection is very important and best for protection. (Sivagami, 2012) 



 
 

1.1.1 Breast cancer at first level 

Breast cancer at first level can be categorizes as: 

Malignant: The breast cancer (Sivagami, 2012) starts when the cancer cells grow out of control, 

attack on and damages the nearby tissue. The malignant tumor (Kharya, 2012) are the cancerous 

tumor and it can spread through the body or invade the neighboring tissues are called malignant 

tumor. These cancer cell break away from the malignant tumor and pass in the bloodstream to 

form a secondary tumor in other parts of the body.  

Benign: The benign tumor is non-cancer tumor. It remains their original location and do not 

spread outer the breast to other organs or invades the nearby tissue. It can be removed and do not 

come back. (Sivagami, 2012) 

Pathological and physiological parameters  

At the first level diagnosis, used Wisconsin breast cancer (WBC) dataset that collected by Dr. 

William H. Woleberg, University of Wisconsin Hospital based on microscopic examination of 

breast masses with the fine needle aspirate test. The Wisconsin breast cancer (WBC) dataset 

consists of 699 patient records with nine parameters. The nine pathological parameters are 

(archive.ics. uci.edu/ml): Clump Thickness (CT), Uniformity of cell size (CS), Uniformity of cell 

shape (CShp), Marginal Adhesion (MA), Single Epithelial Cell Size (ECS), Bare Nuclei (BN), 

Bland Chromatin (BC), Normal Nuclei (NN) and Mitosis(M) and physiological parameters 

(www.cancer.org)  are: Swelling (SW), Lump (L), Nipple Discharge (ND) and Pain (P) are show 

in Figure 1.1. 

At the second level diagnosis of malignant breast cancer, collect the malignant breast 

cancer type‟s related information from Dayanand Medical College and Hospital (Ludhiana) and 

from literature review. Data consist of attributes such as: pathological parameters and 

physiological parameters. The pathological parameters are classified as (Isa et al., 2007): 

Cellularity (C) which further categorized as: Cellularity Scanty (CS) and Cellularity High (CH); 

Marginal Adhesion (MA) which is further categorized as: Marginal Loose (ML) and  Marginal 

Tight (MT); Epithelial Cell Size (ECS) which is further categorized as: Normal Epithelial cell 

size (EN), Moderately Epithelial cell size (EM) and Enlarged Epithelial cell size (EE); Bare 

Nuclei (BN) which is further categorized as: Nuclei Present (NP) and Nuclei Absence(NA); 



 
 

Nucleoli(N) which is further categorized as:  Nucleoli Absence (NA), Nucleoli Inconspicuous 

(NI) and Nucleoli Prominent (NP); Bland Chromatin (BC) further categorized as: Chromatin 

Stippled (CS), Chromatin Coarse (CC); Mitoses (M) further categorized as: Mitoses Abnormal 

(MA), Mitoses Present (MP) and Mitoses Absence (MA). The Physiological parameters are 

classified as (www.cancer.org): Swelling (SW), Lump (L), Nipple Discharge (ND), Pain (P).  

 

Pathological parameters  

 

Clump Thickness (CT): Clump thickness (Isa et al., 2007) described as the number of layers of 

the smear sample. It is classified to monolayer, monolayer and folding and multilayer. The 

benign cell grouped into monolayer, while the cancer cell grouped into the multilayer. 

 

Uniformity of cell size/cell shape (Cellularity) (CS/Cshp): The Uniformity of cell (Isa et al., 

2007) could be used to distinguish between benign and malignant cases. It measures the cell 

shape and size of cell. The benign case is monomorphisam and the malignant case is 

pleomorphic. The benign cells (non-cancerous) appear in different shapes and size consistently. 

The malignant cells are a group of different type of cells, which vary in size and shape. The 

cellularity (C) further classified as: Cellularity Scanty (CS) and Cellularity High (CH). 

 

Marginal Adhesion (MA): In the marginal adhesion (Isa et al., 2007), the cohesiveness of the 

cell distinguishes between the benign and malignant cells. The normal cell tends to stick together 

and the cancer cell disposed to loose the ability. So the sign of loose adhesion is malignant. The 

Marginal Adhesion (MA) is further categorized as: Marginal Loose (ML) and Marginal Tight 

(MT). 

 

Single Epithelial Cell Size (ECS): The enlarged epithelial cells are the malignant cell. The 

Epithelial Cell Size (ECS) which is further categorized as: Normal Epithelial cell size (EN), 

Moderately Epithelial cell size (EM) and Enlarged Epithelial cell size (EE). 

 

Bare Nuclei (BN): The bare nuclei (Isa et al., 2007) defined as set of nucleoli that is not bounded 

by cytoplasm. The existence of bare nuclei is the sign of benignity of the cell. Bare Nuclei (BN) 

further categorized as: Nuclei Present (NP) and Nuclei Absence (NA). 

 



 
 

Bland Chromatin (BC): In the malignant cell the chromatin appear coarser, on the other hand, 

uniform texture of the nucleus seen in benign cell. The Bland Chromatin (BC) further 

categorized as: Chromatin Stippled (CS), Chromatin Coarse (CC). 

 

Normal Nucleoli (NN): It is helpful for distinguish between the malignant and benign tumor. 

Nucleolus is usually very small in normal cell and nucleolus become more prominent in cancer 

cell. Nucleoli (N) which is further categorized as:  Nucleoli Absence (NA), Nucleoli 

Inconspicuous (NI) and Nucleoli Prominent (NP). 

 

Mitosis (M): Mitosis (Isa et al., 2007) is a nuclear division process in cell that consist of 

daughter cells and these cells matching to each other and with the parent cell. Malignant cells 

have higher mitoses activities comparison to the benign cell. The Mitoses (M) further 

categorized as: Mitoses Abnormal (MA), Mitoses Present (MP) and Mitoses Absence (MA).   

  

Physiological parameters 

Swelling (SW): Breast cancer (www.cancer.org) can spread to the lymph nodes under the arm 

and to the collar bone, its reason of swelling and lump here. The swelling on breast and when the 

cancer cell blocks the lymphatic vessels in skin covering the breast are the causes of the 

occurrence of inflammatory breast cancer. Swelling is also helpful for disguise between the 

benign and malignant cases. 

Breast Lump (L): Breast lump lead to a diagnosis of breast cancer. It contains swelling and 

Lump feel like harder or different from normal breast are the sign of breast cancer 

(www.cancer.org). The Breast lump could be used to distinguish between benign and malignant 

cases. 

Nipple Discharge (ND): Liquid leaking from nipple is a nipple discharge (www.webmd.com). It 

is the sign of breast cancer. It helpful for differentiate between the malignant and benign breast 

cancer case. 

Pain in Breast (P): Breast pain (www.cancer.org) is discomfort or pain in breast. Mostly women 

with pain in one or both breasts may be concerned that it is breast cancer. 
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Pathological test result                                                                     Physiological symptoms 
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          Bare Nuclei 

          Bland Chromatin 

          Normal Nucleoli 

          Mitoses  

                         

               Figure 1.1 Hierarchical Correlation of symptoms of breast cancer disease 

 

1.1.2 Type of Breast cancer at second level 

Malignant cases further classified as: Ductal carcinoma in situ (DCIS), Lobular carcinoma in situ 

(LCIS), Invasive Ductal Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and Mucinous 

Carcinoma (MC) and shown in the Figure 1.2. 

1. Ductal Carcinoma in Situ (DCIS):- The most common type of breast cancer is ductal 

carcinoma in Situ (www.nationalbreastcancer.org) that found in ducts. Cancer‟s unusual 

cells have been found in the inside layer of the breast milk duck. It is a non-invasive breast 

cancer because it has not spread outside the milk duct. This carcinoma is the initial cancer 

that is mostly treatable. If it is left unobserved then it can spread into surrounding breast 

tissue. 



 
 

2. Lobular Carcinoma in Situ (LCIS):- Cancer (Royal, 2008) that occurs in the lobes is 

called lobular cancer. This lobular carcinoma cells growing in the lobules of milk - produce 

glands of the breast. 

 

3. Invasive Ductal Carcinoma (IDC):- It is mostly common type of breast cancer. The 

abnormal cells (www. nationalbreastcancer.org) occur in milk ducts have spread beyond the 

ducts into other parts of the breast tissue. It may spread to the other parts of the body 

through the bloodstream. 

 

4. Invasive Lobular Carcinoma (ILC):- Invasive lobular carcinoma (www. 

nationalbreastcancer.org) is type of breast cancer that starts in the milk producing lobules of 

the breast. 

 

5. Mucinous Carcinoma (MC):- Mucinous carcinoma (www.nationalbreastcancer.org) is also 

named colloid carcinoma. It is invasive ductal carcinoma. In this type of cancer mucin 

become chuck of the tumor and surrounds the breast cancer cell.  

 

 

 

Breast Cancer 

 

 

             

 

                                 DCIS       LCIS      IDC      ILC    MC 

                                                             

                                                           Figure 1.2 Breast cancer types 

The Hierarchical correlation of Pathological test result and Physiological symptoms of Breast 

Cancer Disease defined in Figure 1.3. 

 

 



 
 

 

                                                                Breast Cancer 

                                  

 

Pathological test result                                                            Physiological symptoms                                                               

                                                                                                                     

                                                           CScanty 

          Cellularity                                                          Swelling 

                                                           CHigh  

                                                                                                                 Lump 

                                                           MLoose  

          Marginal Adhesion                                                                         Nipple Discharge 

                                                           MTight                                         

                                                           ENormal                                         Pain        

         Epithelial Cell Size                    EModerately 

                                                           EEnlarged   

 

                                                           NPresent  

         Bare Nuclei                  
                                                                       NAbsence 

                                                                NAbsence  

 Nucleoli                               NInconspicous 

      

                                                           NProminent                                                

                                                                          

                                                           CStippled 

         Bland Chromatin 

                                                   CCoarse 

                                                                              

                                                   MAnormal  

           Mitoses                                                                   

                                                   MPresent 

                                                     MAbsence 

Figure 1.3: Hierarchical correlation of pathological and physiological symptoms of breast cancer disease 

 

1.2 Literature Review 

 

Andre and Silva (1999), deployed the Back-propagation for the Diagnosis of Malignant Breast 

Cancer from Digital Mammograms. The system accepts a Mammogram as input and after 

processing produce three answer: doubtful of malignant breast cancer, benign breast cancer and 



 
 

without doubtful of breast cancer. In their work they develop neural networks model, Kohonen's 

Self – Organizing Map (SOM) and Multilayer perceptron (MLP) with back-propagation 

algorithm. The SOM applied for features extraction and MLP define final diagnosis result. 

AI-Shayea, (2011), demonstrates the Artificial Neural Networks in Medical Science. They 

develop an Intelligent System for disease diagnosis. Used the Feed-forward back propagation 

neural network as a classifier to differentiate between affected and non-affected person. ANN 

methodology applied to diagnose nephritis and heart disease. Proposed diagnose neural network 

show significance result and useful for identifying infected person.  

Chen et al., (2009), deployed a breast cancer prognosis prediction (BCPP) system that defines 

prediction result with using either support vector machine or artificial neural network techniques. 

Their work consist of three steps: In first step they select genes based on methodologies. In 

second step they define three algorithms for classifier of breast cancer. At final in third step they 

developed BCPP system use the support vector machine or artificial neural network techniques 

and produce prediction results. 

Chunekar and Ambulgekar (2009), deployed a neural network approach for diagnosis of breast 

cancer based on different dataset. They deployed Jodan Elman Neural Network approach on 

three different dataset of breast cancer such as: Wisconsin Breast Cancer (WBC), Wisconsin 

Breast Cancer (WDBC) and Wisconsin Prognosis Breast Cancer (WPBC) for diagnosis breast 

cancer. The architecture of ANN model consists of n inputs and hidden layer with n nodes. These 

system diagnoses of Malignant cell perfect accuracy and avoid cost.  

 Elgader and Hamza (2011), deployed Artificial Neural Network for diagnose breast cancer. 

Breast Cancer is mainly the cause of death in women. In this paper performance of three 

networks Multi-Layer Perceptron (MLP), Generalized Regression Neural Network (GRNN) and 

Probabilistic Neural Network (PNN) investigated for breast cancer diagnose using three dataset. 

The Multilayer Perceptron (MLP), Generalized Regression Neural Network (GRNN) classifies 

suitably all data set with good manner and Probabilistic Neural Network (PNN) performance low 

in their work. 

Hasan and Tahir (2010), demonstrate the Machine learning in artificial intelligence which use a 

techniques that allows computer to learn from earlier examples and to discover patterns from 



 
 

large dataset. Data set of Wisconsin Breast Cancer Database (WBC) utilized and this dataset 

contain 699 cases and nine features. Principal Component Analysis (PCA) used for feature 

extraction. PCA altered the original dataset into a lesser number of variables. Artificial Neural 

Network (ANN) defined as a classifier for diagnosis of breast cancer tissues. Dataset is separated 

into three parts such as training set, validation set and testing set. The training set utilized for 

compute the grade and updating the weight and biases of network. During the training process 

error on the validation set is monitored and error decrease in the training phase. The testing set is 

not use at some stage in training. Proposed method discriminates between normal and breast 

cancer patients (Malignant and Benign) with high-quality accuracy.  

Napoleon and Pavalakodi (2011), developed K-means clustering algorithm for reduction of   

dimensionality. Clustering that is used for grouping similar data into one group and different data 

that relate to different group retain into different group. Dimensional reduction is the procedure 

of decrease the casual variable and it is process of convert of high - dimensional data into 

meaningful representation. Principle Component Analysis proposed for dimensionality reduction 

and for the clustering used k-means method. K-means used for large amount data and clustering 

that data into different groups. The experiment result demonstrate that principal component 

analysis is applied for reduce attributes and reduced dataset of breast cancer is applied to k-

means clustering. 

Opera et al., (2008), developed Self-Organizing Map (SOM) technique for diagnosis the breast 

cancer. The two important aspects: firstly define preprocessing, in this remove the background 

noise and match the image and again detect tissue of breast in Mammogram. Developed 

methodology produce result with 81% accuracy.  

 

Pandey and Mishra (2005), deployed an integrated Rule Based Reasoning (RBR), Case Based 

Reasoning (CBR) and Artificial Neural Network (ANN) for diagnosis of EMG based diseases. 

The RBR hierarchically correlate the sign and symptoms of the disease, CBR diagnosed the 

neuromuscular diseases and ANN is used for the matching procedure in the CBR. Experiment 

result confirms the effectiveness of this integrated method for diagnosis of EMG. 

Patil and Sherekar (2013), demonstrate the comparative evaluation of the Naïve Bayes and J48 

classifier algorithm on bank dataset for maximize the true positive or minimize false positive rate 



 
 

of classification. The experiment result shows that J48 gives best accuracy, efficiency and is cost 

efficient for classification than the Naïve Bayes algorithm. 

Saxena and Burse (2012), demonstrate the neural network techniques for classification of breast 

cancer data. Various techniques discussed that use for diagnosis breast cancer. Four different 

neural network structures such as: Multilayer Perceptron (MLP), Radial Basis Function Neural 

Network (RBFNN), Probabilistic Neural Network (PNN) and Generalized Regression Neural 

Network (GRNN) applied to WBCD data for calculating performance. PNN gives best 

classification result, GRNN has lower accuracy and MLP has higher accuracy. 

Sen and Das (2013), demonstrate the Artificial Neural Network as an approach for pancreatic 

cancer detection based on sets of symptoms. Proposed Levenberg - Marquardt back propagation 

algorithm and define the various stages of pancreatic cancer affected patients. 

Song et al., (2005), deployed Adaptive Neuro-Fuzzy Inference System (ANFIS) for the diagnosis 

of breast cancer disease. In their study, Wisconsin Breast Cancer Database (WBCD) dataset is 

use. Their system reduces the computational overwork and increases the performance by 

reducing less significant feature and reduces cost.  

Salama et al.,(2012), demonstrate the comparison of J48, Multilayer Perceptron(MLP), Naive 

Byes, Sequential Minimal Optimization(SMO) and K-nearest neighbor on different three breast 

cancer dataset such as: Wisconsin Breast Cancer (WBC),Wisconsin Diagnosis Breast Cancer 

(WDBC) and Wisconsin Prognosis Breast Cancer (WPBC) through using classification accuracy 

and confusion matrix based. The experiment output show in WBC dataset that the Multilayer 

perception (MLP) and J48 classifiers with Principal Component Analysis (PCA) is best than the 

other classifier. In WDBC dataset the Sequential Minimal Optimization, Multi-Layer Perceptron  

and Instance Based for k-nearest neighbor (IBK) is better than other classifier. In WPBC the 

MLP, SMO and IBK is better than other classifier. 

Shukla et al., (2009), developed Knowledge based system with Artificial Neural Network (ANN) 

and Neuron Fuzzy System for diagnosis breast cancer. Knowledge based system focus on the 

systems that utilize knowledge based techniques for maintain learning, human decision making. 

Two techniques proposed in this such as Artificial Neural Network (ANN) and Neuro-Fuzzy 

System. ANN is used in each situation where input (independent variable) relates to output 



 
 

(dependent variable). Neuro -Fuzzy computing solves the complex problem. Discuss about feed-

forward neural network that trained with three ANN algorithm- Radial Basis Function (RBS), 

Back Propagation Algorithm (BPA) and Learning Vector Function and algorithm with ANFIS 

and compare these technique and calculate best diagnosis system is Back Propagation Algorithm 

(BPA). 

Samanta and Mitra (2009), developed an intelligent automated decision support system. The 

correlation based feature selection (CFS) and rough set feature selection have been developed for 

feature selection and reduction. The Back-Propagation Learning Network and Levenberg- 

Marquardt for classification on Wisconsin Breast Cancer Database (WBCD). The classification 

result gained with 94.29% accuracy.  

Sharaf-elDeen et al.,(2013), demonstrate the Hybrid case based approach for diagnosis breast 

cancer. Experiment result show that accuracy of proposed approach is more accurate than the 

retrieval only CBR. 

 

Yilmaz et al., (2011), demonstrate the risk in cancer disease by using fuzzy logic. Identify the 

type and risk factor of breast cancer for those who can possibly get cancer and diagnose. With 

limited experiment fuzzy logic provides solution. The detail different method that deployed for 

diagnosis of breast cancer is given in Table 1.1. 

 

Table 1.1 Comparative Study of different technique for diagnosis of breast cancer 

Sr. 

No 

Author 

 

 

Method 

 

 

 

Dataset Accuracy/Result 

1 Andre and 

Silva,1999 

  Kohonen's self-

organizing map and  

multilayer perceptron 

MIAS 

Mammographic  

60% 

0.50-correctly classified and 

0.12 incorrectly classified 



 
 

2 Bevilacqua et. 

al,2005 

PCA (Principle 

component analysis) 

and PFA (Principal 

factor analysis) 

 

WBCD 98% 

 

3 Bhargava et. 

al,2013 

J48 algorithm College dataset Multivariate approach is 

better than Univariate 

approach, it handle large 

amount of dataset.  

 

4 Bilska – Wolak, 

and  Floyed, 

(2002) 

CBR …….. CBR is useful diagnosis 

approach for classification 

and detecting malignant 

breast lesions with good 

accuracy 

 

5 Elgader and  

Hamza,2011 

Multi-Layer 

Perceptron (MLP),  

 

 

Generalized 

Regression (GRNN) 

and  

 

 

Probabilistic (PNN) 

WBC 

WDBC 

WPBC 

 

WBC 

WDBC 

WPBC 

 

WBC 

WDBC 

WPBC 

99% 

98% 

70% 

 

97% 

95% 

75% 

 

99% 

96% 

75% 

6 Goyal, and Mehta, 

(2012), 

J48 and Naïve Bayes Bank dataset 60% 



 
 

7 Khyarya,2012 Data Mining and ANN WBC 86% 

8 Kumar et al,2013 J48, Naïve Bayes, 

MLP, SVM, Logistic, 

KNN 

WBC Support Vector  Machine has 

higher prediction accuracy 

than five  methods. (97%) 

9 Kiyan,Yildirim,20

04 

MLP(Multilayer 

perception)  

Radial Basis function 

Neural Network(RBF) 

 

… 95.74% 

96.18% 

10 Lotfy Abdrabou, 

E.A.M and Salem, 

A.B.M(2010) 

CBR Breast cancer 

dataset 

The CBR base classifier, 

gives the best result for early 

diagnosis of breast cancer and 

helpful for save the lives  

 

11 Napoleon and 

Pavalakodi (2011), 

PCA and K-means Breast cancer 

dataset 

The experiment result show 

that PCA deployed to reduce 

parameters and reduced 

parameters pass to the k-

means clustering with 

calculated centroid. 

 

12 Oprea,2008 Self - Organizing-Map 

combined with    

preprocessing 

algorithm 

Mini-MIAS 81% 



 
 

13 Patil, Sherekar, 

2013 

Naïve Bayes and J48 Bank dataset J48 gives best accuracy, 

efficiency and is cost efficient 

for classification than the 

Naïve Bayes algorithm. 

14 Pandey and 

Mishra, 2005 

Integrated Model of 

Rule Based Reasoning 

(RBR), Case Based 

Reasoning (CBR) and 

Artificial Neural 

Network (ANN) 

Neuropsychiatric 

disease based 

dataset 

 

 

 

 

Proposed model show the 

effectiveness in the diagnosis 

process of neuropsychiatric 

disease. 

15 Samanta and 

Mitra,2011 

CFS-LM 

 

 
 

WBCD 100% 

16 Saxena and 

Burse,2012 

Generalized 

Regression Neural 

Network(GRNN) 

 

WBCD 98.8% 

17 Shukla et. al,2010 

  

 

SANE (Symbiotic 

Adaptive Neuro-

evolution) 

 

WPBC 98.7% 

 

18 Sharaf-elDeen et. 

al,2013 

 

Integrates Case Based 

Reasoning and Rule 

Based Reasoning 

 

Mammographic 

mass data set 

(breast cancer) 

Proposed approach increase 

the diagnosis accuracy 

comparing to the retrieval 

only CBR system 

 

19 Song et al.,2005 Adaptive Neuro-Fuzzy 

Inference System 

 

WBCD 95.89% 



 
 

 

1.3 Objectives 

It is found from various medical sites, literature and expert that in addition to pathological 

parameter, physical symptoms also play very important role in early diagnosis of breast cancer 

and in predicting the type of breast cancer. The accuracy of prediction improves by combining 

two or more intelligent method. 

Therefore, the central hypothesis is: 

To prove the concept that an intelligent system that deploys more than one intelligent techniques 

and uses physical symptoms along with pathological test result parameter produce more accurate 

result of the diagnosis of breast cancer at second level. 

Aim1: Identify the physiological and pathological symptoms that play important role for 

diagnose. 

Aim2: Integrating K-means and Rule based reasoning for diagnosis of breast cancer at first level. 

Aim3: Deploying J48 for diagnose of breast cancer at first level and second level. 

Aim4: Integrating J48 and CBR for diagnose of breast cancer at first level and second level. 

Aim5: Comparing the results. 

 

The main objective of this work: 

Develop an intelligent method for two level diagnosis of breast cancer. 

 

1.4  Methods and Material 

 

Artificial Intelligence techniques (AI) 

 

Intelligent method are group into two categories: Knowledge dominated such as: Rule Based 

Reasoning (RBR), Case Based Reasoning (CBR) and Data dominated such as: ANN (Artificial 

20 Yilmaz et al,2011 Fuzzy Logic 

 

 

Breast cancer factor 81% 



 
 

Neural Network), K-means as shown in Figure 1.4. Both the method has some limitation and 

when combined these both techniques then produces more accurate result. 

 

  

 

 

 

  

 

    

 

                 

              Figure 1.4 Artificial intelligence techniques 

 

 1.4.1 Rule Based Reasoning (RBR) 

Rule defines knowledge with if-then format. The IF part is a condition part that test the true 

value of the set of values. If these condition is true then the THEN part of rule is defined as 

action or result (Bratko,I.,(1986). Rule based model gives the logical progression from initial 

data to the desired result show in Figure 1.5. Limitation of Rule based reasoning (Pandey and 

Mishra, 2009) is difficult to maintain large rule based, difficult for represent casual information 

and   problem of inference efficiency. The advantages of Rule Based Reasoning (Pandey and 

Mishra, 2009) are modularity, compact demonstrate of knowledge and provision of explanation. 
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Figure 1.5 Rule Based Reasoning (RBR) 

 

1.4.2 Case Based Reasoning (CBR) 

 

Case defines the problem situation. The past experienced situation, which has been taken and  

learned, that can be reused in solving of upcoming problems (Sharaf-elDeen et al., 2013). Offer 

the reasoning procedure that helpful for people for solving the problem. Learn from experience 

and solve a new problem is case based reasoning. The case based reasoning does not define only 

about the reasoning method such as how cases are taken; it defines also about machine learning 

pattern that enables to learning by changing the case base after problem has been solved. In CBR 

when problem is successfully solved, the experience is keep in order for solve the same problem 

in future. The retrieve, reuse, revise and retain process define in Figure 1.6. The limitation of 

Case based reasoning (Begum, S., 2010) high cost of searching and Incapability to express 

general knowledge. Case base reasoning also take much memory for storage of cases. 

Advantages of Case Based Reasoning (Pandey and Mishra, 2009) are learns from experience, 

acquiring new cases and easily extended and easily added new case and It easily set up 

knowledge base.  

The CBR Model consists of four steps (Aamodt and Plaza, 1994):- 

Retrieve:-In the retrieve step, it is liable for retrieving one or more same cases to the new cases. 

Reuse:-In this stage it responsible for reuse the similar solution to the new case. It may include 

adapting the solution as needed to fit the new situation. 

Revise:-The revise step is liable for revising the previous solution for confirmation and test new 

solution (result) in real word. 

Retain:-After the solution effectively adapted then keep the learned case for future use. 

Fact 
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                Figure 1.6 CBR cycle 

 

CBR applied in large variety of medical field and tasks such as classification, diagnosis, tutoring, 

treatment and knowledge acquirement (Patil and Sherekar, 2013). A number of CBR systems 

such as: CASEY (Koton, 1989), MEDIATOR (Simpson, 1985), CYRUS (Kolodner, 1983) are 

developed and used in medical. CBR is appropriate in the medical stream because it is 

cognitively sufficient model and it helps in knowledge acquisition from patient (Gierl and 

Schmidt, 1998), increase the efficiency and quality of health care. Macura (1994), demonstrated 

the case based approach to diagnosis the brain tumor. Pandey and Mishra (2005), deployed an 

integrated Rule Based Reasoning (RBR), CBR and ANN for diagnosis of EMG and ECG based 

diseases. Bilska-Wolak and Floyed (2002) developed a CBR to eradicate redundant biopsy 

procedure for benign breast lesion. The result of their work shows that CBR is useful diagnosis 

approach for classification and detecting malignant breast lesions.                              

1.4.3 Artificial Neural Network (ANN) 

 An Artificial Neural Network (Shayea, 2011) is an information processing approach. It is 

combination of interconnected processing neurons that working in union to solve the complex 

problem. Knowledge acquire by network from the learning process. Each element (neuron) is 

    New Case 

Retrieved case 

Solved Case 

 

 

  Retrieve 

case 
    Learned Case 

    Repaired Case 

Previous 

Cases 



 
 

attached with each neuron in the next layer with the weighted connection. In the structure of 

neural network is produced with input layer, hidden layer and output layer. The input layer 

receive the data and then again transfer them to the hidden layer (hidden layer is one or more 

layer). Then data processed and transfer result to the neuron in the next layer (output layer). It 

already applied to various areas such as diagnostic systems, image analysis, drug development 

and biochemical analysis, education and business (Swathi et al, 2012). The types of ANN show 

in Figure 1.7 and architecture neural network in Figure 1.8. ANN is very active research area in 

medicine and it will be broadly used in biomedical system within few years. The limitation of 

ANN (Tu, 1996) is its “black box” nature and grander burden of computational  

 

 

 

 

 
Figure 1.7 Types of Artificial Neural Network (ANN)  

 

In the feed forward neural network, the neurons are connected in forward way. Each layer 

connects to the next layer in neural network (from input layer to hidden layer and again hidden 

layer to output layer). In this no any back connection. Back-propagation is appearance of 

supervised training. In supervised method both sample input and predictable output are provide. 

The predictable output is compared with actual outputs. The back-propagation training algorithm 

takes the error and backwards from output layer to input layer for adjust the weight. 

                                          Input layer      
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            Input1                                                                   Output layer 

  

 Input2          

  

Input3 

 
Input4 

 

                                        Figure 1.8 Architecture of Neural Network 

Type of Artificial Neural Network 

Feedback Network Feed forward Network 



 
 

Artificial Neural Network is (Tu, 1996) Pre-train network (it hides complexity of neural 

network) and able to detect the complex nonlinear relationship between the dependent and 

independent variable. It reduces the diagnosis time and process large amount of data and moderate 

likelihood of overlooking relevant information (Tu, 1996).  

  

1.4.4 J48 algorithm 

J48 implement Quinlan‟s C4.5 (Patil and Sherekar, 2013) algorithm for developing decision tree 

for classification. It is implemented in Weka (version 3.6.4). It uses the information entropy (as 

shown in eq 1 and eq 2) for generating decision tree from the labeled training data (Perez  and 

Guevara, 2012). In this each attributes can be used to generate decision by dividing data into 

smaller subset and leaf nodes defining the final class. While creating tree, it ignores the missing 

values and handle the continuous and discrete attributes (Grewal and Pandey, 2013). Entropy 

calculation (Bhargava et al., 2013) for one attribute is shown in eq1 and for two attribute shown 

in eq2 respectively. 

              (1) 

 

        (2)    

         

The information gain is used to decrease in entropy after a dataset is dividing on an 

attribute. It chooses the best attribute for a particular node in the tree. For getting an efficient 

tree, splitting should be based on maximum gain. It calculates the maximum gain in entropy and 

chooses the split that achieve maximum gain. The Information gain (Bhargava et al., 2013) is 

computing using eq3 as follows: 

 

        (3) 

 



 
 

1.4.5 K-means 

K-means is unsupervised learning algorithms that solve the clustering problem. The k in k-means 

algorithm state to the fact that the algorithm is going to appear in k different cluster, when it 

applied on dataset the algorithm is going to break the dataset into k cluster. If here define k=2 

then the clustering algorithm break the dataset into 2 clusters. The value of k assign to the 

algorithm before it starts. Napoleon and Pavalakodi (2011), used the K-means clustering 

algorithm and Principle Component Analysis (PCA) for grouping similar data into one group and 

different data that relate to different group retain it into different group and for reduction of 

dimensionality. K-means is computationally fast, robust and easy to understand but it is unable to 

handle noisy data and non-linear dataset. 

1.5 Plan of Thesis  

The rest part of the thesis is organized in four chapters. 

Chapter 2: Describe the integration of K-means and Rule Based Reasoning (RBR) for diagnosis 

of Breast cancer. 

Chapter 3:  Describe the classification of dataset and diagnosis of breast cancer using Data 

Mining (J48). 

Chapter 4:  Describe the integration of Data Mining (J48) and Case Based Reasoning (CBR) and 

Artificial Neural Network (ANN) for diagnosis of breast cancer. 

Chapter 5:  Deals with the Result and conclusion. 

 

 

 

 

 

 

 

 



 
 

Chapter 2       

     

 

K-means and Rule Based reasoning for Diagnosis of Breast Cancer 

 

 

This chapter describes the uses of Data mining (K-means) and Rule Based Reasoning (RBR) for 

diagnosis of breast cancer. The diagnosis is based on pathological and physiological symptoms, 

which increase the accuracy of diagnosis of breast cancer at initial stage. 

 

2.1 Symptoms of Breast Cancer 

 
The Wisconsin breast cancer (WBC) dataset consists of 699 patient records with nine 

parameters. The nine pathological parameters are (archive.ics.uci.edu/ml): Clump Thickness 

(CT), Uniformity of cell size (CS), Uniformity of cell shape (CShp), Marginal Adhesion (MA), 

Single Epithelial Cell Size (ECS), Bare Nuclei (BN), Bland Chromatin(BC), Normal Nuclei(NN) 

and  Mitosis(M) and physiological parameters are (www.cancer.org): Swelling(SW), Pain(P) and 

Lump(L). Symptoms play very significant role in diagnosis of breast cancer disease. The 

pathological test parameter and physiological parameters are important for diagnosis of breast 

cancer disease at initial stage.   

 

2.2 K-means clustering 

 

Clustering means to partition data into set of clusters. Clustering divides a set of data objects 

having same properties into similar groups.  

In this work, applied K-means with using Matlab (version R2010a) on the 683 patient‟s 

records. The applying process is defined given below: 

 

2.2.1 Commands 



 
 

Input         X= 

                            

 Figure 2.1 Input for K-means Clustering 

In the above Figure 2.1: represent the input for the k-means clustering. This is the 683 patient‟s 

records with pathological test result such as: Clump Thickness (CT), Uniformity of cell size 

(CS), Uniformity of cell shape (CShp), Marginal Adhesion (MA), Single Epithelial Cell Size 

(ECS), Bare Nuclei (BN), Bland Chromatin (BC), Normal Nuclei (NN),  Mitosis (M) and 

physiological parameters are: Swelling(SW), Pain(P) and Lump(L). 

2.2.2 Command for clustering 

 

                                             [IDX, C, sumD, d]= kmeans (X, 2) 

 

This command is split the input data set „X‟   into two clusters (malignant assign value 1 and 

benign assign value 2). Its results display in Figure 2.2 and 2.3 respectively. 



 
 

 

Figure 2.2 Cluster Indices for every patient record 

 

Figure 2.3 Classification of cluster 

2.3 Rule Based Reasoning (RBR) 

After generating clustering and dividing dataset into malignant and benign, further rule based  

reasoning applied on clustering for generating rule to diagnosis breast cancer. The RBR reduced 

the dimension of symptoms and makes the rule for diagnosis of breast cancer. The Rule 



 
 

generated, based on the value that ranged between 1 to 3 assign to LOW, between the 4 to 6 

assign MEDIUM and from 7 to 10 assign HIGH. In first step K-means used for clustering the 

dataset in benign and malignant and further the rule based approach used for generating rules, 

based on clustering, correlate sign and symptoms to relative disease. When any user enter 

symptoms with high, low and medium range, then the rule based engine search pattern in 

knowledge database (database of rules) that store an analyzed cases. If it match with stored 

pattern in dataset then it use that rule to solve the problem and diagnosis of disease (Malignant 

and Benign). The 5 rule for diagnosis of breast cancer (Malignant and Benign) and correlate the 

symptoms with disease diagnosis of breast cancer are given below: 

 

Rule 1: If Clump Thickness(M) & Uniformity of Cell Size(L) & Uniformity of cell shape(L) & 

Marginal Adhesion(L) & Single Epithelial Cell Size(L) & Bare Nuclei(L) & Bland Chromatin(L) 

& Normal Nuclei(L) & Mitosis(L) & Swelling (L) & Lump(L) & Pain in breast(L) THEN 

Benign tumor. 

Rule 2: If Clump Thickness(M) & Uniformity of Cell Size(H) & Uniformity of cell shape(H) & 

Marginal Adhesion(L) & Single Epithelial Cell Size(L) & Bare Nuclei(M) & Bland 

Chromatin(L) & Normal Nuclei(H) & Mitosis(L) & Swelling (H) & Lump(L) & Pain in 

breast(H) THEN Malignant tumor. 

Rule 3: If Clump Thickness(M) & Uniformity of Cell Size(L) & Uniformity of cell shape(H) & 

Marginal Adhesion(L) & Single Epithelial Cell Size(M) & Bare Nuclei(H) & Bland 

Chromatin(H) & Normal Nuclei(H) & Mitosis(L) & Swelling (M) & Lump(H) & Pain in 

breast(H) THEN Malignant tumor. 

Rule 4: If Clump Thickness(L) & Uniformity of Cell Size(M) & Uniformity of cell shape(L) & 

Marginal Adhesion(H) & Single Epithelial Cell Size(M) & Bare Nuclei(H) & Bland 

Chromatin(H) & Normal Nuclei(M) & Mitosis(L) & Swelling (L) & Lump(L) & Pain in 

breast(L) THEN Benign tumor. 

Rule 5: If Clump Thickness(L) & Uniformity of Cell Size(L) & Uniformity of cell shape(M) & 

Marginal Adhesion(L) & Single Epithelial Cell Size(M) & Bare Nuclei(L) & Bland 



 
 

Chromatin(L) & Normal Nuclei(H) & Mitosis(M) & Swelling (M) & Lump(L) & Pain in 

breast(L) THEN Benign tumor. 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

          

     Figure 2.4 Flow diagram of Rule based and k mean applied in this study 

 

 In Table 2.1, define the 5 rule for diagnosis of disease and correlate the symptoms with disease. 

Row represents the disease and column represents their relevant parameters. The sub column of 

pathological test and physiological parameter contain H if the symptoms is present at higher 

level, L if symptoms presents at lower level and M if symptoms presents at medium level, that 

belong to the disease shown in associative row. The Rules in Rule Based Reasoning demonstrate 

as: HΦH= H; MΦM = M; LΦL = L; HΦM = H; MΦL = L and HΦL = M. 
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Table 2.1 Symptoms of breast cancer 

 

2.4 Results  

Rule based approach consist of breast cancer disease with benign and malignant tumor. The test 

data contain 570 cases. It consists of 239 malignant cases and 331 benign cases. For example, 

user has input [L H H M L H L H H H H M].Then the user input matches with rule base stored 

dataset. The user input matches with the antecedent of rule1 (table1).Therefore Rule1 fired. 

Hence the disease diagnosed is Malignant. If user entered [L L M L M L L H M M L L], then 

match with stored rule base record. The user input matches with the antecedent of rule5 (table1). 

Then the Rule5 fired. Hence the disease diagnosed is Benign. The combination of pathological 

and physiological symptoms increases the accuracy of diagnosis of breast cancer at initial stage. 

The accuracy of diagnosis of this k-mean and RBR is 77.5%. 

 

Conclusion 

This chapter demonstrate the use of K-means and RBR for the diagnosis of breast cancer. The k-

means clustering is used to divide dataset in malignant and benign. Then the Rule based 

approach is used for generating rules based on clustering, correlating the sign and symptoms 

with disease. The rule acquisitions from experts are difficult as the expert is not efficient to 

provide information in forms of rules. This problem is reduced by generating rule from cluster 

and then these rules are efficiently used by clinician for diagnosis of breast cancer. 

The diagnosis is based on pathological test result and physiological parameters. The 

combination of pathological and physiological symptoms increases the accuracy of the diagnosis 

of breast cancer at initial stage.  

Disease                                                            Breast Cancer 

Pathological  Symptoms                                                                              Physiological Symptoms                                                                                                                                              

CT CS CShp MA ECS BN BC NN M SW P L 

Malignant L H H M L H L H H H H M 

Malignant M H H H H H H H H H H H 

Malignant M L H L M H H H L M H H 

Benign L M L H M H H M L L L L 

Benign L L M L M L L H M M L L 



 
 

 

Chapter 3       

     

 

  Two Level Diagnosis of Breast Cancer Using Data Mining 

 

                                                    

The previous chapter describes the K-means for clustering dataset into malignant and benign and 

generating rules that helpful for diagnosis. But k-means face the problem of missing value. To 

overcome this problem J48 algorithm applied at first and second level diagnosis of breast cancer. 

J48 algorithm takes the missing values. It selects the important parameters and avoids the least 

important parameter by using information gain. 

At the first level diagnosis is based Wisconsin Breast Cancer dataset (pathological test 

result, physiological parameters) and classified into malignant and benign class. At the second 

level diagnosis based on pathological and physiological parameters of  malignant breast cancer 

dataset and classified into five breast cancer disease (www.nationalbreastcancer.org) as: Ductal 

Carcinoma in Situ (DCIS), Lobular Carcinoma in Situ (LCIS), Invasive Ductal Carcinoma 

(IDC), Invasive Lobular Carcinoma (ILC) and Mucinous Carcinoma (MC).  

               

3.1. Two Level Diagnosis of Breast Cancer 

 In this section demonstrate the breast cancer diagnosis at two levels. 

 

3.1.1 At the First level diagnosis 

 

At the first level, used the pathological and physiological parameters. The pathological test result 

of Wisconsin breast cancer (WBC) dataset (archive. ics. uci.edu/ml) used that provided by the 

University of Wisconsin Hospital based on microscopic examination of breast masses with the 

fine needle aspirate tests. The Wisconsin breast cancer (WBC) dataset consists of 699 patient 



 
 

records with nine parameters (Salama et.al, 2012) and the physiological parameters 

(www.cancer.org) for diagnosis of breast cancer. J48 applied on the breast cancer dataset and 

classified data in malignant and benign class. The dataset of breast cancer disease divide into 241 

malignant cases and 458 benign cases.  

 

3.1.2 Second level diagnosis 

 

After first level diagnosis the cases are classified as malignant and benign. The malignant cases 

are pass to second level diagnosis for further classification as: Ductal carcinoma in situ (DCIS), 

Lobular carcinoma in situ (LCIS), Invasive Ductal Carcinoma (IDC), Invasive Lobular 

Carcinoma (ILC) and Mucinous Carcinoma (MC). J48 algorithm was applied at second level. At 

the second level data consist of attributes such as: pathological parameters (Isa et al., 2007 and 

Royal 2008) and physiological parameters (www.cancer.org). The dataset collect from DMC 

hospital Ludhiana and literature review.  

The diagnosis processes at first and second level are shown in Figure 3.1. In this process, 

firstly enter the dataset of Wisconsin‟s breast cancer in the first level and classify it into benign 

and malignant cases with J48 algorithm and further malignant breast cancer dataset passes again 

at second level and classified it into different five malignant breast cancer diseases. 
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                                              Figure 3.1 Process of diagnosis of breast cance                                                               
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3.2   Experiment Work and Result 

 

The classification of breast cancer at first level in malignant or  benign and at the second level  in 

Ductal Carcinoma in Situ (DCIS), Lobular Carcinoma in Situ (LCIS), Invasive Ductal 

Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and Mucinous Carcinoma (MC) done 

using J48 algorithm of Weka tool. The pruned tree of first level diagnosis and the second level 

diagnosis shown in given Figure 3.2 and Figure 3.3 respectively.  

 

Figure 3.2 Pruned tree of J48 at first level 

 

 

Figure 3.3 Pruned tree of J48 at second level 
 



 
 

The decision tree generated at first level and at the second level is shown in Figure 3.4 and 

Figure 3.5. In Figure 3.5 the High is labeled as H, Low as L and Medium as M.

Figure 3.4 Decision tree of the first level diagnosis 

 

                                           Figure 3.5 Decision tree of the second level diagnosis 

The 28 rules generated by J48 at second level diagnosis are define in given below Figure 3.6 



 
 

 

Figure 3.6 Rules of second level diagnosis of breast cancer types 

 

Confusion matrix of the first level diagnosis generated from Weka tool is shown in Figure 3.7. 

The results are computed using true positive and false positive with sensitivity and specificity is 

shown in Table 3.1 of the first level diagnosis. Some Standard terms those have been defined for 

the matrix such as: 

True positive (TP): Number of positive sample correctly predicted. If the outcome from a 

prediction is positive and the actual value is also positive, then it is called true positive.  

Rule 1: IF loose cohesive=M; B nuclei=M and Swelling =L THEN DCIS. 

Rule 2: IF loose cohesive=M; B nuclei=M and Swelling =M THEN DCIS. 

Rule 3: IF loose cohesive=M; B nuclei=M and Swelling =H THEN IDC. 

Rule 4: IF loose cohesive=M and B nuclei=L THEN DCIS. 

Rule 5: IF loose cohesive=M; B nuclei=H and lump=H THEN ILC. 

Rule 6: IF loose cohesive=M; B nuclei=H and lump=M THEN LCIS. 

Rule 7: IF loose cohesive=M; B nuclei=H and lump=L THEN LCIS. 

Rule 8: IF loose cohesive=H and Cellularity=H THEN IDC. 

Rule 9: IF loose cohesive=H; Cellularity=L; E cell Size=H and nucleoli=H THEN ILC. 

Rule 10: IF loose cohesive=H; Cellularity=L; E cell Size=H and nucleoli=L THEN LCIS. 

Rule 11: IF loose cohesive=H; Cellularity=L; E cell Size=H and nucleoli=M THEN LCIS. 

Rule 12: IF loose cohesive=H; Cellularity=L; E cell Size=M and discharge=H THEN ILC. 

Rule 13: IF loose cohesive=H; Cellularity=L; E cell Size=M and discharge=M THEN ILC. 

Rule 14: IF loose cohesive=H; Cellularity=L; E cell Size=M and discharge=L THEN LCIS. 

Rule 15: IF loose cohesive=H; Cellularity=L; E cell Size=L and chromatin coarse=H THEN MC. 

Rule 16: IF loose cohesive=H; Cellularity=L; E cell Size=L and chromatin coarse=M THEN MC. 

Rule 17: IF loose cohesive=H; Cellularity=L; E cell Size=L and chromatin coarse=L THEN ILC. 

Rule 18: IF loose cohesive=H; Cellularity=M and swelling=L THEN MC. 

Rule 19: IF loose cohesive=H; Cellularity=M; swelling=M and pain=M THEN LCIS. 

Rule 20: IF loose cohesive=H; Cellularity=M; swelling=M and pain=H THEN IDC. 

Rule 21: IF loose cohesive=H; Cellularity=M; swelling=M and pain=L THEN LCIS. 

Rule 22: IF loose cohesive=H; Cellularity=M; swelling=H and E cell size=H THEN IDC. 

Rule 23: IF loose cohesive=H; Cellularity=M; swelling=H and E cell size=M THEN IDC. 

Rule 24: IF loose cohesive=H; Cellularity=M; swelling=H and E cell size=L THEN ILC. 

Rule 26: IF loose cohesive=L and mitoses=L THEN DCIS. 

Rule 27: IF loose cohesive=L and mitoses=M THEN DCIS. 

Rule 28: IF loose cohesive=L and mitoses=H THEN MC. 



 
 

False positive (FP):- Number of negative sample incorrectly predicted as positive. If the actual 

value is negative then it is named false positive (FP). 

False negative (FN):-Number of positive sample incorrectly predicted. 

True negative (TN):-Number of negative samples correctly predicted. 

 

 
 

Figure 3.7 Confusion Matrix  

In the above confusion matrix, the true positive (TP) for the class a= ‟Benign‟ is 450 and the 

false positive (FP) is 8. The true positive (TP) for the class b = „Malignant‟ is 237, while the 

false positive (FP) for class b is 4.  

The true positive rate calculated as:- 

True Positive Rate (TRP) for class a = 450/ (450 +8) = 450/458=0.983 

False positive Rate (FPR) for Class a=4/ (4+ 237) = 4/241 = 0.017 

True Positive Rate (TRP) for class b= 237/ (237 +4) =237 /241=0.983 

False Positive Rate (FPR) for Class b= 8/ (8+450)= 8/458=0.017 

                       

        Table 3.1 Calculation of TPR and FPR of malignant and benign 
 

 

 

 

 

 
 

 

 

Class  True 

positive 

False 

positive 

 

Sensitivity 

True positive 

Specificity false 

positive 

A 0.983 0.017 0.983 0.983 

B 0.983 0.017 0.983 

 

 

0.983 



 
 

The receiver operating characteristic (ROC) curve displays the relationship between true 

positives and false positives (Goyal and Mehta, 2012). The ROC curve is a graphical plot which 

demonstrates of a classifier system. It is developed (Patil and Sherekar, 2013) by plotting the 

fraction of true positive out of total actual positive rate and the fraction of false positive out of 

the total actual negative, at the threshold settings. The Threshold curve of the Benign and 

Malignant cases is defines in Figure 3.8 and 3.9 respectively. In this axis X defines the false 

positive rate, whereas its Y axis corresponds to the true positive rate.       

      

     Figure 3.8 Threshold Curve of Benign                          Figure 3.9 Threshold Curve of Malignant 
 

 

Confusion matrix of second level diagnosis that generated from Weka tool is shown in Figure 

3.10. The results are computed using true positive and false positive with sensitivity and 

specificity is shown in Table 3.2 of the second level diagnosis. 

 

Figure 3.10 Confusion Matrix 



 
 

In the above confusion matrix, the true positive (TP) for the class a = ‟DCIS‟ is 19 and the false 

positive (FP) is 1,0,0,0 .The true positive (TP) for the class b= „LCIS‟ is 18, while the false 

positive (FP) for class b is 0,0,2,0. For the class c= „IDC‟, the true positive (TP) value is 19 and 

the false positive (FP) value is 0,0,1,0. For the class d=‟ILC‟, the true positive (TP) value is 16 

and the false positive (FP) value is 0,1,2,1. For the class e= ‟MC‟, true false value 15 and false 

value is 2,0,2,1. 

The true positive rate calculated as:- 

True Positive Rate (TRP) for class a = 19 / (19 +1) = 19 / 20=0.95 

False positive Rate (FPR) for class a = 2 / (2+ 79) = 2 / 81 = 0.0246 

True Positive Rate (TRP) for class b =18 / (18 +2) = 18 / 20 = 0.9 

False Positive Rate (FPR) for class b =2 / (2+ 82) = 2 / 84 = 0.024 

True Positive Rate (TRP) for class c =19 / (19+1) =19 / 20 = 0.95 

False positive Rate (FPR) for class c =4 / (4+ 79) = 4 / 83 = 0.05 

True Positive Rate (TRP) for class d =16 / (16+4) =16 / 20 = 0.8 

False Positive Rate (FPR) for class d =4 / (4+84) = 4/ 88 = 0.045 

True Positive Rate (TRP) for class e = 15 / (15+5) =15 / 20=0.75 

False positive Rate (FPR) for class e =1 / (1+84) = 1 / 85 =0.012 

     

Table 3.2 Calculation of TPR and FPR of breast cancer types 

 

 
 

 

 

 

 

 

 

The Threshold curve of the five malignant diseases: Ductal Carcinoma in Situ (DCIS), Lobular 

Carcinoma in Situ (LCIS), Invasive Ductal Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and 

Class  True positive False positive Sensitivity True 

positive 

Specificity false 

positive 

A 0.95 0.025 0.95 0.975 

B 0.9 0.024 0.9 0.976 

C 0.95 0.05 0.95 0.95 

D 0.8 0.045 0.8 0.955 

E 0.75 0.012 0.75 0.988 



 
 

Mucinous Carcinoma (MC) are defined in given Figure 3.11, 3.12, 3.13, 3.14 and 3.15 respectively. In 

this axis X defines the false positive rate, whereas its Y axis corresponds to the true positive rate.    

    

Figure 3.11 Threshold Curve of Ductal Carcinoma   Figure 3.12 Threshold Curve of Lobular Carcinoma 

 In Situ          In Situ 

 

       
      Fig. 3.13 Threshold Curve of Invasive Ductal              Fig. 3.14 Threshold Curve of Invasive Lobular 

Carcinoma                                                                      Carcinoma 



 
 

 

Figure 3.15 Threshold Curve of Mucinous Carcinoma 

 

 

Conclusion 

This chapter describes the diagnosis of breast cancer at two levels. At the first level, the disease 

is classified into malignant and benign. At second level for diagnosis the malignant breast cancer 

types such as: Ductal Carcinoma in Situ (DCIS), Lobular Carcinoma in Situ (LCIS), Invasive 

Ductal Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and Mucinous Carcinoma (MC).  

       Data mining (J48 algorithm) gives good classification accuracy, sensitivity and specificity in 

diagnosis of breast cancer dataset at two levels. The sensitivity for all malignant breast cancer 

diseases are lies between 94-99%. It was observed from the result that data mining can 

efficiently classify the breast cancer disease. The Receiver Operating Characteristic (ROC) curve 

calculate the relationship between true positive and false positive with good efficiency. 

Therefore, the classification of two levels helpful for doctor and patients to diagnosis of breast 

cancer in early stage and saving the life of effected patient. Next chapter demonstrate the 

integration of Data Mining (J48) and Case Based Reasoning (CBR) for diagnosis of breast 

cancer based diseases.  

 



 

 

Chapter 4      

     

 

  An Intelligent Model for Two Level Diagnosis of Breast Cancer 

 

 

The previous chapter 3, describe, the uses alone J48 at first and second level diagnosis but 

J48 faces some problem such as: updatability and interpretability. The Integration of J48, 

CBR and ANN to moderates the issues of knowledge acquisition, interpretation and self-

updatability of alone J48. 

In this Chapter demonstrate about deploying an intelligent method for diagnosis of 

breast cancer disease at two levels. At the first level, J48 algorithm is deployed for 

classifying and features selection that reduces the dimension of attributes. It divides dataset 

into malignant and benign cases.  At second level the malignant cases are further classified 

as: DCIS, LCIS, IDC, ILC and MC using CBR and ANN. 

 

4.1 Proposed Model 

In the proposed model, J48 was adopted at first level to determine the presence of breast 

cancer in patient. J48 classify the dataset, therefore deployed at first level. CBR is specializes 

in inference, instead of classification, therefore it adopted in the second level of the proposed 

diagnosis model and ANN model (Pandey and Mishra, 2009) learn new cases and envisage 

the response when the same or closely related cases occur. The complete diagnosis process in 

two levels is shown in Figure 4.1. 
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                                                          Figure 4.1 The process of CBR 

 

4.1.1 First Level Diagnosis Using J48 

 

At the first level, J48 algorithm is used for feature selection which results into reduction of 

dimensions. The 699 patient‟s Wisconsin breast cancer (WBC) dataset (archive. ics. 

uci.edu/ml) used that provided by the University Wisconsin Hospital and classified as 

malignant and benign cases. The breast cancer examination data at first level(Isa et. al, 

2007): Clump Thickness (CT), Uniformity of cell size (CS), Uniformity of cell shape (CS), 

Stage I diagnosis 

New breast cancer examination case 

Case 

base 

Retrieved case New case 

Learned case 

Solved case Tested case 

 Similarity 

Diagnosis the types of malignant 

breast cancer 

Malignant Benign 



 

Marginal Adhesion (MA), Single Epithelial Cell Size (ECS), Bare Nuclei (BN), Bland 

Chromatin(BC), Normal Nuclei (NN),  Mitosis (M) and five physiological parameter are 

(www.cancer.org): Swelling (SW), Lump (L), Nipple Discharge (ND) and Pain (P) as shown 

in Table 4.1. 

             Table 4.1 Sample breast cancer examination data at first level (Salama et. al, 2012) 

Attributes Domain 

Clump Thickness 1-10 

Uniformity of cell size 1-10 

Uniformity of cell shape 1-10 

Marginal Adhesion 1-10 

Single Epithelial Cell Size 1-10 

Bare Nuclei 1-10 

Bland Chromatin 1-10 

Normal Nuclei 1-10 

Mitosis 1-10 

Swelling 1-10 

Breast Pain 1-10 

Lump 1-10 

Nipple Discharge 1-10 

 

Among 699 patients, the 241 patients with malignant (cancerous) and 458 are the benign 

(non-cancerous) case are found. Further among 241 malignant breast cancer patients, 50 

patients suffered with IDC, 20 with ILC, 50 with DCIS, 62 LCIS and 59 with MC.  

 

4.1.2 Second Level Diagnosis Using CBR 

 

In this work CBR is implemented in following phases: Knowledge acquisition and case 

generation, retrieval, matching, adaptation and retain. 

 

4.1.2.1 Knowledge Acquisition 

The knowledge is acquired through the question and answer session as shown below: 

Pathological Parameter 



 

Pathological parameters consist of Cellularity, Marginal Adhesion, Epithelial Cell Size, Bare 

Nuclei, Nucleoli, Bland Chromatin and Mitoses parameters.  

  Pathological parameter: 

Is there Cellularity Scanty?                                                      Y:[CS=1] 

Is there Cellularity High?                                                         Y:[CH=1] 

 Is there Marginal Loose?                                               Y:[ML=1] 

Is there Marginal Tight?                                                            Y:[MT=1] 

Is there Normal Epithelial cell size?                                         Y:[ECN=1] 

Is there Moderately Epithelial cell size?                                  Y:[ECM=1] 

Is there Enlarged Epithelial cell size?                                      Y:[ECE=1] 

Is there Bare Nuclei Present?                                        Y:[NP=1] 

Is there Bare Nuclei Absence?                                                  Y:[NA=1] 

Is there Nucleoli Absence?                                                       Y:[NA=1] 

Is there Nucleoli Inconspicuous?                                    Y:[NI=1] 

Is there Nucleoli Prominent?                                                    Y:[NP=1] 

Is there Chromatin Stippled?                                         Y:[CS=1] 

Is there Chromatin Coarse?                                                      Y:[CC=1] 

Is there Mitoses Abnormal?                                                      Y:[MA=1] 

Is there Mitoses Present?                                                      Y:[MP=1] 

Is there Mitoses Absence?                                                      Y:[MA=1] 

 

Physiological parameter  

Physiological parameter consists of Breast Swelling, Pain, Lump and Nipple Discharge. 

Physiological parameters: 
 

 

    

 

 

These parameters take the value “one” or “zero” for the presence or absence of the symptoms 

correspondently. 

Does there Swelling?                                                          Y:[SW=1] 

Does there Pain?                                                                         Y:[P=1] 

 Does there Lump?                                                                      Y:[L=1] 

Does there Nipple Discharge?                                                    Y:[ND=1] 

 



 

These five breast cancer diseases: DCIS, LCIS, IDC, ILC and MC are described with their 

two important parameters: pathological (P) parameters and physiological (Phy) parameters. 

Pathological parameter (Isa et. al, 2007) is further classified as: Cellularity(C) which further 

categorized as: Cellularity Scanty (CS) and Cellularity High (CH); Marginal Adhesion (MA) 

which is further categorized as: Marginal Loose (ML) and  Marginal Tight (MT); Epithelial 

Cell Size (ECS) which is further categorized as: Normal Epithelial cell size (EN), Moderately 

Epithelial cell size (EM) and Enlarged Epithelial cell size (EE); Bare Nuclei (BN) which is 

further categorized as: Nuclei Present (NP) and Nuclei Absence (NA); Nucleoli (N) which is 

further categorized as: Nucleoli Absence (NA), Nucleoli Inconspicuous (NI) and Nucleoli 

Prominent (NP); Bland Chromatin (BC) further categorized as: Chromatin Stippled (CS), 

Chromatin Coarse (CC); Mitoses (M) further categorized as: Mitoses Abnormal (MA), 

Mitoses Present (MP) and Mitoses Absence (MA). The Physiological parameters are 

classified as (www.cancer.org): Swelling (SW), Pain (P), Lump (L) and Nipple Discharge 

(NP) as shown in Table 4.2. 

Table 4.2 Case base 
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4.1.2.2 Case Retrieval 

The important stage in CBR cycle is the retrieval of experience cases that can be used to 

solve the new (target) problem. For solving the new problem, the problem matched against 

the stored cases in the case base and similar cases are retrieved using the similarity eq1. 

        (1)   

    

Where Ui, is the i
th

 feature of new case and Ri is the i
th

 feature of stored case in case base. 

The case in case base having minimum similarity (MS) with new case is the retrieved case, 

which is computed using eq 2.         

        (2)   

4.1.2.3 Case Adaption 

Case is adapted using copy method i.e. the solution of retrieved case is used to solve the new 

case without any modification. When the problem solved the result will be retained into case 

base. 

4.2 Retrieval through ANN in WEKA 

 

 

Figure 4.2 Retrieval through ANN in WEKA 



 

Figure 4.2 shows ANN model contain four layers. In the first layer (input layer) data transfer 

to the input layer. Input layer contain 21 neuron, this input data transfer to the 13 neuron in 

first hidden layer and its output transfer further five neuron of second hidden layer. At final 

output classified dataset into five breast cancer disease such as DCIS, LCIS, IDC, ILC and 

MC.   

4.3 Results 

4.2.1 Result Phase I diagnosis 

The Waikato Environment for Knowledge Analysis (Weka version 3.4) tool with J48 

classifier algorithm is adopted to classify dataset into malignant and benign class. It is used 

for feature selection which results into reduction of dimensions. Fourteen parameters such as: 

clump thickness, cell size, cell shape, marginal adhesion, epithelial cell size, nuclei, bland 

chromatin, nucleoli, mitoses, swelling, dimpling, pain, lump and nipple discharge are given 

as the input to J48. J48 algorithms select the important parameters and skip the least 

important parameter by using Information Gain process. Figure 4.3, displays decision tree 

generated by J48 algorithm at first level. 

 

 

Figure 4.3 A decision tree of J48 at first level diagnosis 



 

Figure 4.4 define the 16 rules extracted from decision tree of first level diagnosis. After 

evaluated these rules doctor approved them for proper diagnosis. 

 

 

Figure 4.4 Rule extracted by J48 at first level diagnosis 

 

  
 Table 4.3 Result of first level diagnosis with J48 

 

 

Rule1:If cell size<=2;swelling<=5;nuclei<=2 then Benign 

Rule 2:If cell size<=2;swelling>5;nuclei>2 then Malignant 

Rule 3:If cell size<=2;swelling<=5;nuclei<=2 then Benign 

Rule 4:If cell size<=2;swelling<=5;nuclei>2;nucleoli>3 then Malignant 

Rule 5:If cell size<=2;swelling<=5;nuclei>2 ;nucleoli<=3;pain<=5 then Benign 

Rule 6:If cell size<=2;swelling<=5;nuclei>2 ;nucleoli<=3;pain>5; clump thickness<=3 then Benign 

Rule 7:If cell size<=2;swelling<=5;nuclei>2 ;nucleoli<=3;pain>5; clump thickness>3 then Malignant 

Rule 8:If cell size>2;cell shape<=2;clump thickness<=5 then benign 

Rule 9:If cell size>2;cell shape<=2;clump thickness>5 then benign 

Rule 10:If cell size>2;cell shape>2;cell size>4 then malignant 

Rule 11:If cell size>2;cell shape>2;cell size<=4;nuclei<=2;marginal adhesion<=3 then benign 

Rule 12:If cell size>2;cell shape>2;cell size<=4;nuclei<=2;marginal adhesion>3 then malignant 

Rule 13:If cell size>2;cell shape>2;cell size<=4;nuclei>2;clump thickness<=6;cell size<=3 then 

malignant 

Rule 14:If cell size>2;cell shape>2;cell size<=4;nuclei>2;clump thickness<=6;cell size>3; marginal 

adhesion<=5 then malignant 

Rule 15:If cell size>2;cell shape>2;cell size<=4;nuclei>2;clump thickness<=6;cell size>3; marginal 

adhesion>5 then malignant 

Rule 16: If cell size>2; cell shape>2; cell size<=4; nuclei>2; clump thickness>6 then malignant. 

Class Total 

Class 

 True positive False positive Sensitivity True 

positive 

Specificity false 

positive 

Malignant 241 0.983 0.017 0.98 0.983 

Benign 458 0.904 0.017 0.90 0.983 



 

4.2.2 Result Phase II diagnoses (the type of breast cancer) 

For two level diagnosis of breast cancer and its types, the system is designed in visual studio 

2008 express edition. At front end ASP.net with c# (c sharp) and at back end SQL (structured 

query language) server is used. 

Step 1: Data Base of first level and second level diagnosis of breast cancer and types of 

breast cancer 

The 699 breast cancer patient‟s record are entered as training dataset with nine pathological 

and four physiological parameters. In this „CANCER‟ table is made in „BREAST CANCER‟ 

(database). The dataset of first level diagnosis and second level diagnosis are defined in 

Figure 4.5 and 4.6.  

 

Figure 4.5 Dataset of malignant and benign cases.  

 



 

 

                         Figure 4.6 Dataset of malignant breast cancer types 

 

Step 2: Front End of two level diagnosis. 

Two pages are designed in front end. The process of diagnosis is defined in Figure 4.7, 4.9 

and 4.7 respectively. 

First page (First level diagnosis) 

First page contains all the pathological and physiological parameters. Users have to enter the 

values of all the symptoms in the form of range from 1-10 by selecting from the respective 

dropdown list. After filling all values press the MALIGNANT AND BENIGN button that 

exists in the left bottom corner of the screen. Then the diagnosed diseases will be appeared in 

the textbox. As shown in the Figure 4.7 when user enter the vale like clump thickness=8; cell 

size=10; cell shape=10; marginal adhesion=8; epithelial cell size=7; nuclei=10; bland 

chromatin=9; nucleoli=7; mitoses=1; pain=7; lump=8 and nipple discharge=6 then click on 

the button malignant and benign, it show the malignant in the text box.  



 

 

Figure 4.7 First level diagnoses of malignant and benign cases 

 

When the cases are diagnosed as malignant, click on the Go to next level button for diagnosis 

the malignant breast cancer types. By clicking on that users will redirect to next page. 

Second page (second level diagnosis) 

Second page contains all the pathological and physiological based parameters that helpful for 

diagnosis the malignant breast cancer types. In this page user enter the value in YES and 

LOW form by selecting from the respective dropdown list. After filling all values press the 

button that shown in right below corner. By clicking on that users will redirect to next page. 

After filling all the values of parameters, click on the button of „DISEASE‟ and it show the 

DCIS in text box as show in the below Figure 4.8 and Figure 4.9.  

 



 

 

   

Figure 4.8 Second level diagnoses of breast cancer types. 

 

 

Figure 4.9 second level diagnoses of breast cancer types. 

If the user‟s case value is matched to the any case of case base (experienced case) it will 

simply diagnose the diseases. If it not completely matched, then the system will select the 

more similar case stored in the data base as the resulted diseases. 



 

The classification sensitivity, specificity and accuracy of integrated J48, CBR and ANN 

performed in the Table 4.5. The 97.50% accuracy observed by integrated J48-CBM-ANN 

approach (proposed) for diagnosis. In addition to improved accuracy in breast cancer 

diagnosis, CBR also solved the knowledge acquisition, interpretation and self-updatability 

problem.   

            Table 4.5 Sensitivity, specificity and accuracy of breast cancer diagnosis 

 

Conclusion 

This chapter describe, the J48, CBR and ANN integration is used to diagnose the breast 

cancer in two levels. In the first level diagnosis, J48 classify the presence/absence of breast 

cancer and generate a set of rules which can define the relationship between predicted 

variable and target variable for proper diagnosis. In the second level, CBR applied to identify 

the type of breast cancer based on experienced cases and MLP helpful for disease 

recognition. Intelligent integrated diagnosis model is capable of examine breast cancer with 

significant accuracy and moderate the issues of knowledge acquisition, interpretation and 

self-learning. This model is helpful for making decision about the breast cancer diagnosis. 

The extracted rules of J48 are supporting to physician in breast cancer diagnosis. CBR 

retrieve the most similar case from case base (experienced case) for solve a new case of 

breast cancer. CBR is helpful to physician in identifying the type of breast cancer and 

decreasing diagnosis error.   

The proposed model used two level diagnoses, the presence/absence of breast cancer 

and types of breast cancer. The result of this study specifies the helpfulness of proposed 

model to hospital and clinical physician. This study would be helpful for the researcher that 

working or beginner in the area of medical expert and intelligent systems.  

 

 

 

Method Accuracy Sensitivity Specificity 

J48-CBR-ANN 98% 97% 97.50% 



 

 

Chapter 5      

     

 

  Result and Discussion 

 

 

This chapter compare the result obtained from K-means-RBR, J48 and J48-CBR-ANN  

The k-means deployed for clustering into benign and malignant cluster. The Rule 

based reasoning generates rules from clustering. The k-means and rule base reasoning have 

their own advantages and disadvantages. K-means is computationally fast, robust and easy to 

understand but it is unable to handle noisy data and non-linear dataset. The advantages of 

Rule Based Reasoning (Pandey and Mishra, 2009) are modularity, compact demonstrate of 

knowledge and provision of explanation but it also face some problems like: difficult to 

maintain large rule based, difficult for represent casual information and   problem of 

inference efficiency (Pandey and Mishra, 2009). The rule acquisitions from experts are 

difficult as the expert is not efficient to provide information in forms of rules. This problem 

is reduced by generating rule from cluster and then these rules are efficiently used by 

clinician for diagnosis of breast cancer. The integration of k-means and RBR overcome the 

problem of each other. 

 J48 is used for features selection and classification. J48 is deployed at first and 

second level breast cancer diagnosis. While creating tree, J48 ignores the missing values and 

handle the continuous and discrete attributes (Bhargava, N. et al, 2013). J48 alone faces some 

problem such as: updatability and interpretability.  

Integration of J48-CBR-ANN moderates the issues of knowledge acquisition, 

interpretation and self-updatability. The comparison of deployed method with the sensitivity, 

specificity and accuracy are show in Table 5.1 and Figure 5.1. 

 



 

           Table 5.1 Comparison of Existing and Recent Experiment result 

 

 

 

 

           

         Figure 5.1 Performance comparison of deployed method for diagnosis of breast cancer 

The Figure 5.1 shows the comparison of deployed methods. The sensitivity, specificity of k 

means-RBR, J48 and integrated J48-CBR-ANN provide by calculating the true positive and 

false positive rate of classification. Therefore as shown in figure the sensitivity, specificity 

and accuracy of integrated J48-CBR-ANN is better than the k means-rule base reasoning and 

J48. It provides result with 98% accuracy.  

Conclusion 

This chapter demonstrates of different AI deployed techniques with their own advantages and 

disadvantages. The integrated J48-CBR-ANN consist the best result in comparison to the k-

means-RBR and J48. The J48 classify the dataset and select the important features, but it has 

lack knowledge acquisition. CBR overcome the knowledge acquisition problem and it is self 

– updateability. ANN improves the retrieval process and help for diagnosis. Therefore 

intelligent method diagnosed the breast cancer at two levels with good accuracy. 

Method Sensitivity Specificity Accuracy 

K-means-RBR 75% 80% 77.5% 

J48-J48 93% 92% 92% 

J48-CBR-ANN 97% 97.50% 98% 



 

Chapter 6      

     

 

 Conclusion 

 

                                                       

Breast cancer is main cause of death among women. It has become the major health issue in 

world. Every year many new breast cancer cases are diagnosed. The major problem in 

medical science is to attempt the diagnosis of breast cancer in early stage. Although many 

conventional and intelligent methods are available for the diagnosis of breast cancer but they 

diagnose the disease in critical stage. Mammogram is very complex and costly and diagnose 

breast cancer at crucial stage so the treatment is very costly and percentage of life saving is 

less. Surgical biopsy is costly, time consuming and painful. Intelligent method used limited 

amount of data from the breast cancer dataset could not clearly classify the dataset of 

affective and non-affective patients. A lot of work has been done for diagnosis of breast 

cancer but nobody has classified it at two levels. 

Therefore, there is a need to develop an intelligent method that diagnose breast cancer 

at early stage and also predict the type of breast cancer (second level). In this work develop 

an intelligent method for the diagnosis of breast cancer at two levels using physiological and 

pathological test result. 

 

Chapter 2, demonstrate the use of K-means and RBR for the diagnosis of breast cancer. The 

k-means clustering is used to divide dataset in malignant and benign. Then the Rule based 

approach is used for generating rules based on clustering, correlating the sign and symptoms 

with disease. The rule acquisitions from experts are difficult as the expert is not efficient to 

provide information in forms of rules. This problem is reduced by generating rule from 

cluster and then these rules are efficiently used by clinician for diagnosis of breast cancer. 

The diagnosis is based on pathological test result and physiological parameters. The 



 

combination of pathological and physiological symptoms increases the accuracy of the 

diagnosis of breast cancer at initial stage.  

 

Chapter 3, describes the diagnosis of breast cancer at two levels. At the first level, the disease 

is classified into malignant and benign. At second level for diagnosis the malignant breast 

cancer types such as: Ductal Carcinoma in Situ (DCIS), Lobular Carcinoma in Situ (LCIS), 

Invasive Ductal Carcinoma (IDC), Invasive Lobular Carcinoma (ILC) and Mucinous 

Carcinoma (MC).  

  Data mining (J48 algorithm) gives good classification accuracy, sensitivity and 

specificity in diagnosis of breast cancer dataset at two levels. The sensitivity for all malignant 

breast cancer diseases diagnosis is lies between 94-99%. It was observed from the result that 

data mining can efficiently classify the breast cancer disease. The Receiver Operating 

Characteristic (ROC) curve calculate the relationship between true positive and false positive 

with good efficiency. Therefore, the classification/diagnosis of two levels helpful for doctor 

and patients to diagnosis of breast cancer in early stage and saving the life of affected patient.  

 

Chapter 4 describes the J48, CBR and ANN integration is used to diagnose the breast cancer 

in two levels. In the first level diagnosis, J48 classify the presence/absence of breast cancer 

and generate a set of rules which can define the relationship between predicted variable and 

target variable for proper diagnosis. In the second level, CBR applied to identify the type of 

breast cancer based on experienced cases and ANN helpful for disease diagnosis. Intelligent 

integrated diagnosis model is capable of examine breast cancer with significant accuracy and 

moderate the issues of knowledge acquisition, interpretation and self-learning. This model is 

helpful for making decision about the breast cancer diagnosis. The extracted rules of J48 are 

supporting to physician in breast cancer diagnosis. CBR retrieve the most similar case from 

case base (experienced case) for solve a new case of breast cancer. CBR and ANN are 

helpful to physician in identifying the type of breast cancer and decreasing diagnosis error.   

Chapter 5, demonstrates of different AI deployed techniques with their own advantages and 

disadvantages. The integrated J48-CBR-ANN consist the best result than the k-means-RBR 

and J48. The J48 classify the dataset and select the important features, but it has lack 

knowledge acquisition. CBR overcome the knowledge acquisition problem and it is self-



 

updateability. ANN improves the retrieval process and help for diagnosis. Therefore 

intelligent method diagnosed the breast cancer at two levels with good accuracy. 

The deployed method used two level diagnoses, the presence/absence of breast cancer 

and types of breast cancer. The result of this study specifies the helpfulness of proposed 

model to hospital and clinical physician. This study would be helpful for the researcher that 

working or beginner in the area of medical expert and intelligent systems.  
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AI               Artificial Intelligence  

ANFIS     Adaptive Neuro -Fuzzy Interference System 

ANN     Artificial Neural Network 

BC      Bland Chromatin 

BCPP      Breast Cancer Prognosis Prediction 

BN                                 Bare Nuclei 

C      Cellularity 

CC     Chromatin Coarse 

CH      Cellularity High 

CBR     Case Based Reasoning 

CT     Clump Thickness 

CS                                 Cellularity Scanty 

CS     Chromatin Stippled 

DCIS     Ductal Carcinoma in Situ 

ECS                               Epithelial Cell Size 

GRNN    Generalized Regression Neural Network 

IDC    Invasive Ductal Carcinoma 

ILC                    Invasive Lobular Carcinoma 

LCIS    Lobular Carcinoma in Situ 



 

M    Mitosis 

MA                          Marginal Adhesion 

MC                Mucinous Carcinoma 

MLP               Multilayer Perception 

ML     Marginal Loose 

MP    Mitoses Present 

MT     Marginal Tight 

NA     Nuclei Absence 

NI     Nucleoli Inconspicuous 

NN    Normal Nuclei 

NP    Nucleoli Prominent 

NP    Nuclei Present 

PCA   Principal Component Analysis 

PNN   Probabilistic Neural Network 

RBR                 Rule Based Reasoning  

SOM    Self – Organizing Map  

WBC             Wisconsin breast cancer 

WDBC           Wisconsin Diagnosis Breast Cancer 

WPBC       Wisconsin Prognosis Breast Cancer 

 

 

 

 

 

 

 



 

 

 

 Appendices 

 

 

Dataset of first level diagnosis with classified malignant and benign. 

   

 

 

Figure 7.1 Classified dataset with their result (malignant and benign). 

 

Dataset of second level diagnosis (breast cancer types) are defined in given Figure 7.2 

 



 

 

Figure 7.2 The dataset of breast cancer types with the classified result 
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