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ABSTRACT 

 

Research in ‘Optimization’ ranges from the design and analysis of algorithms to their 

software implementations. A substantial area of optimization is the formulation of 

algorithms which are representative of real-world applications. Optimization 

problems arise in all areas of science and engineering. Most realistic optimization 

algorithms deal with uncertainty of algorithms’ parameters and data. One of the 

challenge of optimization algorithms is how to achieve optimized results on large 

scale using optimization algorithms. 

 

Different optimization techniques/algorithms are adopted to obtain optimized results 

in different application areas. Swarm Intelligence (SI) based optimization is popular 

metaheuristic technique which is developed and inspired by the collective behavior of 

swarms. SI has attracted significant attention of researchers in past decade. Given that 

Ant Colony Optimization, Particle Swarm Optimization, Genetic Algorithms, Firefly 

Algorithm, Bat Algorithm and many more, belong to same family and share the 

common characteristics of ‘swarm’. But, this thesis focuses on Bat Algorithm which 

is inspired by echolocation of a colony of bats. Due to astonishing echolocation 

behavior of bats, frequency tuning, automatic parameter updation and automatic 

zooming, Bat Algorithm is preferred over other Swarm Intelligence algorithms. The 

aim of the research is to introduce novel variants of Bat Algorithm by incorporating 

the biological behavior of bats. 

  

Bat Algorithm relies on the assumption of calculating distance between bat and prey, 

in a ‘magical way’. In order to obtain optimal solution ‘timely’, while satisfying 

underlying constraints, it becomes important to determine the range between prey and 

bat. It is also important to track the movement of prey (target). The movement 

strategy adopted by bats depend upon prey’s movement. Few preys tend to move at 

constant speed and direction, which is predictable to bats. The first objective of the 

thesis is to develop such a variant of Bat Algorithm, which can determine range 

between prey and bat. The algorithm proposed in this research work will help in 
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tracking targets moving at constant or predictable speed. The proposed algorithm is 

based on Constant Bearing pursuit strategy, which will help in achieving more 

optimized solution. This type of algorithm is suitable for Cloud Computing 

environment, where motive is to select optimal virtual machine and selection of 

virtual machines is done more likely from same zonal area. So, movement of target 

(i.e. Virtual Machine) is within same zonal area, but virtual machine may differ. So, 

in this case, movement of target may be negligible (in case of selection of same 

optimal virtual machine) or may be predictable (in case of selection of optimal virtual 

machine from same zonal area, but different virtual machine). 

 

Furthermore, Bat Algorithm is modified by incorporating different strategies which 

are adopted by bats for targeting erratically moving targets. In the presence of 

multiple prey (targets), selection of optimal prey becomes crucial. Selection of 

feasible solutions depend upon the range between bat and prey, and also depends 

upon movement of prey. As per biological features of bats, they adopt different 

pursuit strategies for capturing static prey or moving at predictable speed or moving at 

unpredictable speed. The second objective of the thesis is to develop such a variant of 

Bat Algorithm, which can track targets moving erratically. This algorithm primarily 

focuses on tracking of such preys, which are moving erratically, i.e. at unpredictable 

speed. The proposed algorithm is based on Constant Absolute Target Detection 

pursuit strategy, which will help in achieving more optimized solution. This type of 

algorithm is suitable for routing through sensor nodes in WSN, where motive is to 

select optimal sensor node either for acting as sender or recipient or may be as 

intermediate (forwarding) node. So, movement of target (i.e. sensor node) is very 

frequent in most of the cases. So, deployment of such algorithm becomes necessity to 

track such unpredictable targets (sensor nodes). 

 

Another variant is developed which has incorporated different pursuit strategies. Most 

of the nature inspired optimization techniques relies on fact of obtaining optimal 

solution with the collaborative work of swarm population. Bat Algorithm is such a 

nature inspired optimization technique, where one bat of a swarm jams/blocks sound 

produced by another bat of same swarm or it may steal the information encoded in the 
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sound produced and the received echo or by entering in ‘silent’ mode. In the existing 

literature survey, presence of other target seekers (bats), seeking for optimal solution 

(prey) in the same search space is not considered. Existing literature and this behavior 

of bats motivate to develop another variant of Bat Algorithm. Bats which are the part 

of same colony, do not work collaboratively to obtain the solution. Bats prefer to 

search their optimal solution individually while utilizing the information available in 

search space and conserving their energy levels. The third objective of the thesis is to 

explore different pursuit strategies which are adopted by bats while capturing their 

targets. The proposed algorithm will help in those scenarios, where energy 

conservation is one of aspects while obtaining optimal solution. It can be 

implemented in solving Traveling Salesman Problem, where motive is to take 

advantage from traveling plan of another traveler without preparing its own plan, as 

one traveler will be following the other traveler.  

 

Moreover, the movement strategies of bats are also studied in this research work. Bats 

adopt three different types of pursuit strategies: Following, Converging and 

Diverging. It has been noticed during result evaluation that 65% times, bats adopt 

‘following’ pursuit strategy. Most of the times ‘follower bats’ are able to capture their 

targets (preys) as compared to ‘leader bats’. 

 

The tools, methodologies, and approach used for different variants of Bat Algorithm 

are detailed in the thesis. To evaluate the performance of all (three) proposed variants 

of Bat Algorithm, best, worst, mean, median and standard deviation are considered as 

parameters. The results are evaluated for varying bat population, i.e. [25,50,75,100] 

over varying number of iterations, i.e. [250,500,750,1000]. The performance of three 

proposed/developed variants of Bat Algorithm are verified through rigorous tests over 

thirteen optimization benchmark test functions. Further, performance of proposed 

variants of BA are assessed by solving three real-world problems. The results validate 

better performance of proposed algorithms for solving single-objective optimization 

problems. 
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CHAPTER 1 

INTRODUCTION 

 

In this chapter, various optimization problems are briefly discussed, which is the 

foundation of this research work. In first section, basic idea of optimization is 

presented, followed by second section, which emphasis on single optimization 

problems and solutions to problems. Third section describes constrained optimization 

problems. In fourth section, multi objective optimization problems are explored and 

suggested solutions to problems. In fifth section, Swarm Intelligence techniques are 

described. In sixth and seventh section, behavior of real bats are explored and 

presented. In eighth section, Bat Algorithm (BA) is described, followed by existing 

variants of BA. Next section presents the different way of deriving new variants. At 

last, research aim and objectives of thesis are described. 

 

1.1 Optimization: Overview 

 

Optimization is considered to be the subset of mathematics; which include review of 

techniques, procedures, methods, algorithms to obtain optimum result to a given 

problem [6].  Optimization is process of obtaining best solution of any problem either 

by using minimization or maximization function, while specifying underline 

constraints [165] [189] [164] [147]. The author of [191] has mentioned in their 

research work that optimization process involves defining of objective and fitness 

function. These underlying fitness functions should satisfy respective parameters of 

interest and related constraints in order to provide solution to the problem. In the 

current era, optimization is applicable in almost every aspect of life, business, 

management or engineering designs, in order to reduce cost, time and resources, while 

improving performance, better results and increased profit [189]. The principle 

objectives of providing optimized solution are Design variables i.e. a numerical input 

that will change during the process of optimization; Objective function i.e. describes 

main motive of the function i.e. either to be minimize or maximize, depending upon 

nature of problem; Constraints i.e. conditions that must be satisfied while solving the 
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problem and Standard Formulation i.e. representation of problem in mathematical 

notation, as depicted in Figure 1.1.  

 

Figure 1.1: Steps involved in obtaining optimal solution 

 

Optimization problems exist in all fields. To solve optimization problems related to 

engineering disciple which mostly includes designing of hardware components and 

circuits, planning and scheduling of production, quality controlling, providing 

maintenance and repairing of hardware equipment’s [6], many optimization methods 

were proposed in past and proven to be beneficial for solving specific set of problems.  

 

Definition of Optimization is represented in mathematical form, in equation 1.1: 

 

Y = F (A1;A2; : : : ;An)       -(1.1) 

 

Here Y represents optimal solution and F represents fitness function which has been 

applied to obtain desired solution. This fitness function may be cost function, distance 

function, or any other objective function depending upon type of problem. The 

parameters A1 to An represents variables associated with any problem and their values 
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are required to be adjusted for obtaining optimal solution [6]. These parameters can 

fall under either category of decision variables, independent variables or control 

parameters. The authors of [6] and [189] have suggested the use of term ‘optimum’ is 

more appropriate and technical than word ‘improved’. The term ‘optimum’ refers to 

quantitative measurement either in terms of ‘minimizing’ or ‘maximizing’ the 

objective function.  Various optimization techniques/algorithms are proposed by 

researchers, in the past. Different algorithms inspired from swarm intelligence are 

mentioned in Table 1.1.  

 

Few authors have categorized Optimization problem in two categories: Continuous 

and Discrete Optimization Problems [113]. A problem is said to be discrete 

optimization problem, when it has finite number of solutions to a given problem. In 

case of continuous optimization problem, solutions obtained for problem at hand, 

could be infinite. This research wok primarily focuses on providing solutions to 

continuous optimization problems. Further, Continuous Optimization Problems are 

categorized into two categories, i.e. single-objective optimization and multi-objective 

optimization [165]. It is obvious that motive of single objective optimization problem 

is to obtain outcome with respect to single-objective only, whereas multi objective 

optimization problem has to maintain balance among multiple objectives, to obtain 

the optimized result to problem at hand [84] [43] [78] [190]. Considering existence of 

multiple solutions to a multi-objective optimization problem [144], researchers have 

contributed the concept of Pareto Optimum Solutions [151] [17]. 

 

To describe single-objective optimization problems, further categories can be formed 

as either constrained or unconstrained. As name suggests, constrained optimization 

problems do consist of constraints and fulfillment of these constraints is a must, 

whereas unconstrained optimization problems need not to satisfy any constraints 

while providing solutions to problems and these type of problems seems to be less 

complicated as compared to constrained ones [165] [12]. Over the period of past four 

decades, many techniques have been put forward and implemented to unravel 

different kinds of problems [107] [165]. According to [151] [49] [107], to obtain 

optimal solutions, various linear and non-linear mathematical or programming 
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methods have been adopted. The author of [107] has focused on usage of numerical 

optimization techniques to obtain optimal solutions, but implementation of such 

techniques in real world is a cumbersome task and unpredictable. As mentioned in 

[108] [198] [16], authors have suggested that numerical optimization techniques are 

incapable of solving any problem, where optimization is required, due to absence of 

gradient information and computational limitations. Due to drawbacks and limitations 

of numerical optimization techniques, as mentioned by [108], another aspect is to opt 

for either heuristic or metaheuristic approaches for solving optimization problems 

[108] [110] [49] [93].  

 

In earlier days, optimization is achieved by using different ‘traditional’ or ‘numerical’ 

optimization techniques. Optimized Solution was obtained using Stochastic 

Programming, Hill Climbing, Constraint Programming, Goal based Programming, by 

assigning Weights to objectives, by applying Sequential Optimization techniques, 

Gradient based techniques and Linear Programming. Nowadays, nature of problems is 

much more complex and count of problems is increasing day by day. To provide 

solutions to different set of problems, numerous methodologies/techniques have been 

developed and adopted so far. Evolutionary Computation, Genetic Algorithm, Ant 

Colony Optimization, Harmony Search, Particle Swarm Optimization, Bat Algorithm, 

Firefly Algorithm, Cuckoo Search Optimization, to name the few, are gaining 

popularity due to their applicability in most of the application areas. 

 

Despite of computationally extensive and without any guarantee of obtaining optimal 

solution, metaheuristic approaches are still preferred by many researchers for 

providing solutions to problems. Though metaheuristic approaches offer many 

benefits like ease of development and applicable to variety of problems [3]. Even the 

convergence rate of metaheuristic approaches is better than other optimization 

approaches [15].  

 

Evolutionary optimization techniques are combination of a set of semantics and 

constraints, along with uncertain population. Evolutionary algorithms (EA) have 

capability to simulate natural characteristics of physical systems or biological systems 



23 
 

[3] [151] [133] [210] [16] [190]. Here physical system refers to Simulated Annealing 

algorithms and biological system refers to those algorithms which are inspired from 

either human biological system like neural network or animal behavior inspired like 

ant colony optimization and many more. Evolutionary algorithms offer many 

advantages over other algorithms. Priori the use of Evolutionary algorithms, previous 

knowledge of problem is inessential and is applicable to vast range of areas. In order 

to optimize the solution to any problem, one needs to describe objective function 

either explicitly or implicitly [83] [145]. An evolutionary algorithm relies on hit and 

trial method, keeps on updating solutions and also instruct search entities of 

population to maintain trade-off between exploitation of obtained best solutions so far 

and also keeps on exploring new solutions in order to obtain global optimum solution 

[83] [69] [56] [135]. Author of [1] has categorized evolutionary algorithms in sub 

categories. These sub categories include genetic algorithm (GA) which is proposed in 

1975 and developed by Holland. In 1966, Fogel has introduced evolutionary 

programming. In 1992, Koza has proposed genetic programming. In 1995, Stom and 

Price has implemented differential evolution. Among these popular EA, few 

algorithmic techniques have attracted various researchers to contribute in this field.  

 

Swarm intelligence based algorithms is one such category, which has astonished and 

inspired researchers across globe and also generate optimal solutions for problems 

related to almost every aspect of life. These algorithms operate as per collective 

behavior of swarm entities/population and share a complex interaction between 

individuals and their neighborhood. Here individual refers to ant, bat, honey-bee, 

bacteria, bird or fish [3] [109] [53] [8] [177]. One of the reasons that swarm gained 

popularity is due to their self- organization and decentralized nature. Entire population 

of swarm has to follow same rule, cooperate with each other, interact with each other 

to achieve common objective of either foraging or socializing [109] [8] [191]. 

Another remarkable feature includes presence of memory component, presence of 

multiple individual entities, continuous solution improvement mechanism and 

adaptable to environmental changes [53] [68]. In 1995, Kennedy along with Eberhart 

has devised PSO which depends on how flock of birds behave socially. Development 

of PSO is shadow of ACO which is developed in 1999 by Dorigo. This algorithm is 
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based on idea, how ants follow each other while seeking a path to reach food source. 

Artificial Immune System is based on idea that how human body reacts when some 

non-body cells interact with body cells. This concept motivates Hofmeyr and Forrest 

and lead to development of an artificial immune system algorithm in 2000. In 2002, 

Passino has come up with an idea of imitating social foraging behavior of Escherichia 

coli while searching for nutrients using bacterial foraging optimization algorithm. 

ABC is considered to be among efficient algorithms that was developed by Karboga 

and Basturk in 2007. In 2008, Havens has started investigating how cockroaches 

behave socially and which leads to the development of roach infestation optimization 

(RIO) algorithm. Later in 2010, Xin She Yang got inspired from the way by which 

bats echolocate their targets and which lead to the formation of Bat Algorithm. Bats 

produce sound and listen to echo received to find their targeted prey. Considering 

applicability of Bat Algorithm, Xin She Yang has proposed another meta-heuristic 

approach, namely, cuckoo search [194], soon after firefly algorithm was proposed 

[195] that is related to flashing behavior of fireflies. To strengthen swarm intelligence 

techniques, researchers have opted for hybridization of one algorithm with another, 

incorporating biological features or inculcating conventional approaches [191] [15]. 

Here, focus is on Swarm Intelligence based Optimization techniques, which is sub-set 

of Bio-Inspired Optimization techniques, which in-turn is a sub-set of Nature-Inspired 

Optimization techniques. 

 

SI-Based  Bio-Inspired  Nature Inspired 

 

whereas Physics based and Chemistry based algorithms are from the sub-set of Nature 

Inspired, but not from Bio-Inspired Algorithms. 

Physics Based Algorithms      Bio-Inspired Algorithms 

Chemistry Based Algorithms      Nature Inspired Algorithms 

 

Few algorithms from category of Physics & Chemistry Based Algorithms are 

Memetic Algorithm, Harmony Search, Shuffled Frog Leaping, Simulated Annealing, 

Big bang-big Crunch, Charged System Search, River Formation Dynamics, Stochastic 
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Diffusion Search, Spiral Optimization, Water Cycle Optimization Technique, Galaxy 

based Search technique, Black Hole Optimization, Gravitational Search, to name the 

few [75]. 

 

1.2 Single Objective Optimization Problems 

 

Selection of appropriate optimization technique depends upon type of problem. The 

broad categories of problems are Single-Objective, Constrained and Multi-Objective 

optimization problems, as depicted in Figure 1.2. Description of such problems and 

appropriate optimization algorithm required for solving these types of problems are 

listed in subsequent sections. 

 

 

 

 

 

 

Figure 1.2: Categorization of Optimization Problems 

 

1.2.1 Outline 

 

A single-objective optimization problem is defined as combination of an objective 

function, which relies on ‘n’ numbers of variables, which are tied to minimum and 

maximum threshold value. These minimum and maximum threshold values are 

sometimes also referred as lower and upper bound of variables. The motive behind 

usage of any optimization method is to obtain result of problem, considering 

underlying parameters (variables) which generates optimum solution for function 

F(x). According to [189], solutions are categorized into two categories: 

 

1. Local optima: A result obtained is represented as local optima if no solution exists 

in neighborhood, which is improved version of selected one. If objective function 

Types of Optimization Problems 

Single-Objective 

Optimization Problems 

Multi-Objective 

Optimization Problems 

Constrained 

Optimization Problems 
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is a ‘minimization’ function, then there should be no solution lesser than selected 

best solution.  

2. Global optima: A result obtained is represented as global optima if no solution 

exists in neighborhood, in all magnitudes, which is better than selected solution. If 

objective function is a ‘minimization’ function, then there should be no solution, 

present in entire search space, which is lesser than selected best solution.  

 

The author of [164] has mentioned about three techniques of solving single-objective 

optimization problems. These techniques are: Numerical Methods, Enumerative 

Techniques and Random Guided Techniques. Numerical Method makes use of local 

solution and sufficient condition for finding solution to a given problem [164]. Direct 

and In-direct searching approaches, belong to Numerical Methods. The problem with 

such techniques is that, these can be used to solve unimodal problems, but fail to 

solve real-life applications. Another set of techniques are enumerative techniques, 

which assess all solutions available in neighborhood to obtain optimal solution. To 

evaluate each and every solution, problem at hand is divided into smaller parts, 

having lower complexity and then optimal solution is obtained [164]. Third category 

of techniques for solving single-optimization techniques involve Random Guided 

Technique, which is an extension of enumerative techniques and includes additional 

information about search space to generate more optimal solution. These types of 

techniques can be further classified as single and multi-point search techniques. SI 

techniques are considered to be the part of evolutionary techniques and rely on multi 

point search techniques, which offers good exploration along with different set of 

parameters, depending on problem at hand [164]. In case of multimodal and 

discontinuous category of problems, swarm intelligence techniques help in obtaining 

approximate optimal solution, in a larger search space. 

 

1.2.2 Approaches for handling Single Objective optimization problems 

 

Generally, there are two approaches which are deployed to solve single-objective 

optimization problems, namely, gradient based methods and direct methods [189]. 

Direct approaches are dependent only on the value of fitness function in order to 
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control search process and does not utilize derived statistics related to fitness function 

[189]. On contrary, gradient-based methods make complete utilization of first 

derivative or second derivative to refine search process. SI based techniques are 

nowadays gaining popularity for solving optimization problems, comes under 

category of direct methods. Numerous techniques of SI have been implemented in the 

past for providing results to either single or multi-objective optimization methods. In 

2005, Yang has introduced artificial bee algorithm (ABA) that simulates behavior of 

honeybees. Artificial honey bee finds food by process of exploration in search space; 

returns to hive with honey collected; performs waggle dance to convey route 

information to other bees; other artificial bees calculate distance as well as direction 

from waggle dance; and follow same path to reach same food source. The author has 

done performance evaluation of this algorithm with respect to genetic algorithm (GA) 

and proved that ABA performs better than GA due to parallelism factor. Later, in 

2007, Yang has done hybridization of particle swarm optimization (PSO) and genetic 

algorithm to provide solutions to single objective optimization problems. In the 

hybridized algorithm, flying strategy of particles and diversity among particles are 

improved using GA. This hybrid strategy works in two different phases. In first phase, 

implementation of PSO is done and in later phase, GA is used, which avoids untimely 

conjunction. The performance of hybrid algorithm is validated for solving single-

objective optimization problems over Sphere, Rosenbrock and Rastrigin mathematical 

functions. This hybrid algorithm is proven to be beneficial over PSO and GA.  

 

In [48], author has proposed an artificial bee colony (ABC) algorithm which is 

enthused from the nectar searching process carried out by artificial bees. Here, bees 

belong to same colony are divided into three sets; first set of bees search food source, 

another set of bees (known as onlooker bees) selects best food source and third set of 

bees (known as scout bees) search for food in search space randomly. In work [48], 

author has carried out comparison between ABC algorithm, GA, PSO and hybridized 

PSO-EA. Experimental results have shown that ABC algorithm have capacity to 

escape from being stuck in local optimal solution. ABC algorithm can also be used to 

provide solutions to multimodal and multivariate problems. In [176], researchers have 

developed roach infestation optimization algorithm (RIO), inspired from behavior of 
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cockroaches. The authors have considered collective as well as individual behavior of 

cockroaches. This algorithm is based on three interesting behaviors of cockroaches, 

which include movement in darkest location, enjoying and socializing with other 

cockroaches and searching for food very frequently. According to [176], results has 

proven that algorithm has obtained global optima and can perform far better than 

PSO. The author of [195] got astonished from lightening feature of firefly has 

proposed firefly algorithm (FA). FA works on three elementary assumptions. The first 

is that gender of all fireflies is same, attractiveness depends upon brightness of light 

and fitness function relies on ‘brightness’ parameter. The results of FA are evaluated 

on benchmark functions, related to single objective optimization techniques and 

outperforms in terms of success rate and efficiency. In [194], author has developed 

another swarm intelligence-based algorithm, namely cuckoo search (CS) algorithm. 

This algorithm is grounded on parasitic behavior of cuckoos. This algorithm is 

hybridized with Levy flight behavior of fruit flies. This system is based on three rules; 

every cuckoo can lay an egg at a unit interval of time, randomly in any nest; nest 

having top superiority of eggs will be forwarded to next level; nests must be 

quantified. The CS technique has been proved against PSO and GA on the basis of 

single objective optimization benchmark functions and results proved that CS is better 

in terms of multimodal objective functions [194].  

 

In [58], author has proposed an extension of ABC algorithm, which is Rosenbrock 

ABC algorithm, which is combination of Rosenbrock’s rotational scheme to be 

implemented during exploitation, along with basic concepts of ABC algorithm used 

during exploration. Rosenbrock function is a derivative-free local search method, 

having adaptive search mechanism. ABC is such a SI technique which is stimulated 

from behavior of bee colony, which is involved in process of nectar searching. The 

author of RABC algorithm has stated in research work that proposed algorithm 

offered good performance level, when tested on convergence factor, accuracy factor, 

efficiency factor and robustness factor on different 41 optimization benchmark 

functions. In [10], author has proposed another nature inspired optimization 

technique, namely, Krill Herd which is stirred from krill’s herding behavior. This 

algorithm relies on movement of each individual, their foraging behavior and 
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randomly induced diffusion to determine next position of krill. This algorithm is 

tested over different 8 algorithm to prove its performance over 20 single objective 

optimization benchmark functions. Another author has proposed hybrid version of ant 

colony optimization and firefly algorithm for resolving single-objective optimization 

techniques. The reason behind hybridization is that ant colony optimization technique 

is good at exploitation and will work as global searcher. Whereas firefly algorithm is 

good at exploration, so it will perform tasks of local searcher. The author has 

evaluated performance of algorithm over different 15 benchmark functions, which are 

purely meant for single objective optimization techniques. The author has named this 

hybrid algorithm as ACO-FA. In [150], another variant of bee colony algorithm is 

proposed and named it as directed bee colony algorithm. This algorithm is inspired 

from collective decision-making process which is carried out by bees while finalizing 

nest location. Generally, population of bees is kept constant. Environmental 

conditions, information sharing procedure and the way bees perform tasks, constitutes 

the formation of another algorithm. The author has evaluated performance of 

algorithm over 9 unimodal and multimodal based functions. The experimental results 

have proven that it is superior in terms of accurateness and robustness over other 

nature inspired meta-heuristic techniques.  

 

After inspiring from mating strategy of birds, author of [7] has proposed an algorithm 

in 2014, namely, bird mating optimization technique. The base of this algorithm is 

resultant of birds’ mating behavior. Based on mating behavior, birds residing in same 

neighborhood are referred as five different groups. These groups are referred as: 

monogamous, parthenogenetic, polygynous, promiscuous and polyandrous. This 

algorithm is tested over 3 different kind of optimization benchmark functions, which 

are suitable for testing single objective-based optimization problems. Three different 

kind of optimization categories include unimodal, multimodal and low-dimensional 

multimodal. The results have suggested that algorithm is good at performing local as 

well as global search, in comparison to other algorithms.  Bare bones particle swarm 

optimization with scale matrix adaptation (SMABBPSO) algorithm is improved 

version of original bare bones particle swarm optimization. This algorithm has 

improved problem of premature convergence.  The author of [126] has suggested that 
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every component present in search space makes use of multi-variate distribution, 

along with adaptation of scaling matrix. To imbibe accumulated learning feature in 

every component and to help these components in getting stuck in local optima, 

above-mentioned strategy helps in doing so. This algorithm is evaluated on 15 single 

objective optimization bench marking functions and results has shown significant 

improvement over its previous variant. Based on social network evolution model, 

author has proposed an algorithm in [187], namely, social network-based swarm 

optimization algorithm which is meant for solving single-objective problems. This 

algorithm aimed at improving performance of swarm and it is based on dynamic 

topology, scalable population, and vast neighborhood. To achieve finest results, 

associates of swarm are categorized into two categories, based on their fitness value. 

The algorithm is then compared with other seven algorithms, to prove its 

performance. In [188], author has proposed Bat Algorithm based on echolocation 

feature of bats. In subsequent chapters, detailed study is carried out, as Bat Algorithm 

forms the base for this research work and motivates to explore biological features of 

bats to develop more variants. 

 

1.3 Constrained Optimization problem 

 

1.3.1 Outline 

 

Constrained Optimization problem is defined as combination of objective function, 

equality and in-equality constraints and lower bound & upper bound associated with 

variables. The work done by researchers in [114] [26] [57] have stated that 

constrained optimization problems are able to deal with interferences among multi 

variable and multi constraint characteristics. Solving these types of problems are hard 

in comparison to unconstrained problems [6]. To solve any constrained problem, it is 

crucial to fulfill underlying constraints [6] [68] [88]. Many researchers have used 

different methodologies to convert constrained problems to unconstrained problems. 

In order to satisfy constraints, authors of [6] [146] have suggested to include these 

constraints into objective. Another aspect of constrained problem is to maintain 

stability among feasible and non-feasible solutions, during entire search process [24] 
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[135]. Available solutions are categorized into two categories: feasible and non-

feasible, depending upon their satisfaction to equality & in-equality constraints and 

lower & upper bound of variables. Those solutions which satisfy constraints and lie in 

range of variables, are said to be feasible solutions. Those solutions which fails to 

satisfy even a single constraint, are said to be non-feasible solutions [189] [24]. 

 

Conventional way of solving problem suggests to ignore the presence of non-feasible 

solutions and optimal solution can be obtained considering only feasible solutions 

[24]. From this, importance of constraints can be concluded i.e. to obtain optimal 

solution, constraints play a major role, while solving constrained optimization 

problems [119].  

 

1.3.2 Approaches for handling Constraints 

 

To obtain feasible solutions, proper implementation of constraint handling techniques 

is very necessary. In [53], it has been mentioned that constraint handling techniques 

play major role while finding feasible solutions. As per literature survey, various 

techniques are available to handle given constraints effectively and to obtain optimal 

solution [45] [162] [179] [191]. These constraint handling techniques are given 

below: 

 

1. Usage of operators to prefer feasible solutions over non-feasible solutions. 

2. Inclusion of penalty functions to transform constrained problem into unconstrained 

problem. 

3. Use of multiple objective optimization concept such as Pareto ranking scheme. 

4. Identification of factors which differentiate between feasible solutions and non-

feasible solutions. 

5. Selection of techniques which treats objective function and constraints in a 

different manner. 

6. Hybridization of evolutionary techniques with numerical optimization techniques. 

 

1.3.3 Approaches for solving Constrained Optimization problems 
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In last twenty years, various researchers have contributed by unravelling the concepts 

associated with constrained problems. In this section, approaches for offering 

solutions to such problems are divided into four main categories: swarm intelligence 

techniques, multi-objective techniques, evolutionary techniques and hybridized 

techniques. Many swarm intelligence methods have been used to solve constrained 

problems. Among all, PSO is considered to be favorable for many applications. In 

[100], author has modified existing PSO and named it as unified particle swarm 

optimization (UPSO) technique, which has integrated penalty function approach for 

handling constraints. This technique holds capability of good exploration and 

exploitation, without requiring extra function evaluations, while maintaining 

feasibility of obtained solutions. In [26], author has introduced another variant of 

PSO, namely, master-slave particle swarm optimization (MSPSO). In this algorithm, 

master swarm particles and slave swarm particles en route for better solutions and 

keeps on updating their information. Meanwhile, these master and slave particles also 

share their information with other particles. This approach helps in achieving better 

global solution and avoids being trapped in local optimal solution.  

The author of [145] has formed two groups of swarms and devised a mechanism of 

communication between these two swarms. This algorithm is named as co-

evolutionary particle swarm optimization (CPSO). The responsibility of both groups 

is to develop decision result and adapt according to penalty aspects for obtaining 

better solution. In [108], author has carried out research-based analysis with respect to 

simple constrained particle swarm optimizer (SiC-PSO), which is united with 

constraint handling mechanism. The algorithm is considered to be faster, consistent 

and effective, when local best solution and global best solution are used to update 

velocity. The author of [129] has proposed a fully constrained particle swarm 

optimization (FCPSO) and three types of partially constrained PSO (PCPSO) to 

manage water resources. These algorithms are improved versions of PSO, which lead 

to elimination of non-feasible solutions from search space. In comparison to standard 

PSO, these algorithms are considered to be computationally effective and does not get 

effective by initial swarm particles and population of swarm. In recent years, artificial 

bee colony (ABC) algorithm has gained popularity and which motivates other 
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researchers as well to contribute in improvement of algorithm. The author of [68] has 

introduced penalty function with ABC algorithm to provide solutions to various 

engineering problems. Prior to this, the work done in [47] has opted Deb’s rule for 

selection of mechanism which can be used to satisfy constraints. The author has 

proposed improved version to handle large scale constrained optimization problems, 

by introducing method for handling constraints [46]. Remaining techniques which are 

covered under umbrella of swarm intelligence includes Bat Algorithm, which relies 

on adjustment of loudness and pulse emission rate to achieve optimal solution [197]. 

Another algorithm bacterial gene recombination algorithm (BGRA) is stimulated 

from process carried out to resist effect of virus in bacteria [177]. Another algorithm, 

namely social spider optimization (SSO-C) algorithm, is related to supportive 

behavior among spiders, who belong to same colony [53]. 

 

Apart from above mentioned swarm intelligence techniques, various researchers have 

applied evolutionary algorithms to provide solution to constrained optimization 

problems. The author of [162] has hybridized an evolutionary algorithm with genetic 

algorithm which uses chromosome and homomorphous mapping between an n-

dimensional cube and search space. The authors have claimed that hybridized 

algorithm is an alternative approach for solving nonlinear programming problems. 

Differential evolution (DE) is a widespread technique which comes under umbrella of 

evolutionary algorithms and mostly used to solve to constrained optimization 

problems. In [208], author has modified DE and came up with an idea of archived DE 

(ADE). In ADE, archive of all best solutions, which are obtained from last evolution, 

are maintained and used for computation of novel solutions. This algorithm is also 

combined with penalty functions and for calculation of fitness value of all available 

solutions. In [209], author has proposed an extension of DE which includes self-

adaptive strategy. The motive behind combining self-adaptive strategy is to identify 

control parameters used along with various constraint handling techniques. Dynamic 

constraint handling mechanisms are used to improve available results and to fulfill 

objective function. The author of [185] has carried out survey on variants of 

constrained DE and proposed an improved mutation dynamic DE. This improved 

algorithm has incorporated rank-based mutation operator to improve convergence rate 
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of DE and dynamic diversity among feasible and non-feasible solutions, available in 

search space using multiple trail vectors generation method. EA which are famously 

used for solving constrained problems, also include algorithm developed by [161], 

namely, adaptive segregation constraint handling evolutionary algorithm (ASCHEA).  

The purpose of algorithm is to maintain both feasible and non-feasible solutions. This 

algorithm also focused on improvement of constrained simplex method in order to 

improve convergence speed, as suggested by [182]. A genetic algorithm inspired 

penalty algorithm, which is holding the property of self-adaptive, is introduced to 

acquire information hidden in non-feasible solutions [24]. Another approach, effective 

global harmony search (EGHS), is proposed by [110], which is related to musical 

performance and applied to pressure vessel design problems, in order to obtain 

feasible solutions. Researchers have developed teaching-learning based optimization 

technique which is enthused from behavior of teacher-learner relationship and how 

teacher influences learner [156]. Another novel selection evolutionary strategy 

(NSES) is integrated with self-adaptive selection technique [114]. Mine blast 

algorithm (MBA) is such an algorithm which is inspired from explosion of bombs in 

order to clear mines field [16]. 

 

Many researchers have opted for hybridization of two or more techniques to provide 

solution to constrained optimization problems. The motive behind hybridization is to 

obtain new solutions which are better than existing solutions. As mentioned in [27] 

and [5], hybridization of genetic algorithm with another technique is done to enhance 

capabilities of genetic algorithm, while providing solutions to constrained 

optimization problems. The researcher of [27] has integrated co-evolution with self-

adaptive penalty factors to improve fitness function of GA. Here, co-evolution is used 

to create two groups of populations, to determine type of penalty function and also to 

optimize solution. The process is considerably easy to device and is applicable in all 

such situations where parallelization plays a major role in improving general 

performance of function. The author of [5] has experimented with GA by injecting 

GA with a varied range of variables using a stochastic ranking method along with 

shifting and shrinking mechanism (SSM). The algorithm moves and shrinks search 

space which leads to fast convergence and in turn generates global optimal solution. 
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In [146], author has proposed an algorithm, which is combination of PSO and 

simulated annealing. SA is used to escape untimely convergence of algorithm and 

feasibility-based rule of PSO is used instead of penalty function, while applying 

constraint handling technique. The author of [205] has paired Nelder-Mead simplex 

method (NMSM) with PSO as NMSM offers benefit of exploration and PSO is 

mostly used for exploitation. PSO has also been combined with DE [69], in order to 

improve convergence rate. DE offers good search capability and usually used with 

PSO to get rid from stagnation. Deb has suggested the use of feasibility-based ruleset 

for comparison of solutions used in this method. [180] has proposed an approach, 

which is the combination of M & I and stochastic ranking scheme. This algorithm is 

used to balance dominant nature of penalty function along with objective function. 

The researcher has enhanced capability of algorithm by adding stochastic ranking 

mechanism to reflect the effect of search bias in constrained optimization problems 

[180]. In [179], author has investigated society and civilization-based algorithm which 

models interactions among intra society members and inter society members. This 

algorithm is combination of genetic algorithm, machine learning and Pareto scheme 

used for ranking. In [151], author has proposed cultural algorithm, which is a part of 

evolutionary computation, along with combination of differential evolution. This 

proposed technique makes use of field understanding to further expand performance. 

There are few more instances which includes dynamic stochastic selection used for 

multi member differential evolution proposed in [135], hybrid evolutionary algorithm 

and constraint handling approach proposed in [202] and differential evolution along 

with level comparison in [119]. There are few other approaches which are used for 

optimizing constrained optimization problems, which includes non-constraint 

handling approach. For instance, author of [29] has introduced niched-Pareto GA, in 

which new way of handling constraint is used for achieving multiple objectives. This 

method uses multi objective optimization approach, without using any penalty 

function to maintain diverse population. Later, the author of [55] has reviewed various 

non-penalty functions which offers self-adaptive mutation of multi population 

evolution. Multi population/member evolution strategy includes diverse function to 

separate non-feasible solutions, feasibility-based mechanism used to obtain feasible 

solutions and a recombination operator used during intensification phase. In [198], 
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author has investigated GA that uses multi objective optimization technique, along 

with Pareto ranking scheme in order to deal with non-feasible solutions which violate 

constraints. In [201], researcher has proposed hybridized version of multi objective 

optimization and DE. This hybridized version has utilized non-feasible individual 

replacement technique to improve performance, by driving population towards 

feasible individuals. The comparison between feasible and non-feasible solutions is 

carried out using multi-objective optimization technique. 

 

1.4 Multi-Objective optimization problem 

 

1.4.1 Outline 

 

Multi objective optimization problem is described as such a problem which includes 

satisfaction of more than one objective. Most of the times, there is a conflict in 

process of satisfying many objectives simultaneously. Existence of such result which 

fulfills all the objectives of a given multi objective problem is difficult. So, motive is 

to obtain such a solution which offers trade-off between the objectives to satisfy. The 

need is to select such a solution for any multi objective problem among other feasible 

solutions, which should satisfy acceptance criteria and should not dominate existence 

of other feasible solutions of search space. The collection of such solutions is said to 

be a collection of Pareto Optimality solutions. In 1881, Francis Ysidro Edgeworth has 

firstly introduced this concept and Vilfredo Pareto has modified it later in 1896 [28]. 

The two concepts associated with Pareto optimality includes: Pareto optimum and 

dominated & non-dominated points. There are so many ways to provide solutions to 

multi objective optimization problems. These ways are broadly categorized into two 

major categories: Pareto and non-Pareto techniques. Former comprises of pure Pareto, 

multi objective genetic, niched Pareto genetic, non- dominated sorting genetic, Pareto 

archived evolution and strength Pareto evolutionary algorithm. Non-Pareto based 

techniques are further categorized into various techniques, i.e. Vector evaluated 

genetic algorithm, e-constrained based, weighted sum approach and target vector 

approach. 
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1.4.2 Approaches for handling Multi-Objective optimization problems 

 

Nowadays, Bat Algorithm and Particle swarm optimization are widely used for 

unravelling multi-objective problems [133]. These authors have carried out an 

extensive review, which revolves around approximately thirty different research 

works based on multi objective PSO (MOPSO). In [93], authors have claimed that 

they are the ones, who have modified PSO, meant for single optimization problems 

and for resolving multi-objective problems. They have used theory of p-vector, which 

is used to alter list of solutions, which generally keeps track of non-dominating 

solutions, in order to comply with rules of Pareto based techniques. The MPSO 

algorithm is applied for unravelling two multi-objective problems that are taken from 

literature survey by authors of [93]. The author of [105] has applied PSO for 

identification of Pareto optimum set and produced appropriate shape of Pareto front. 

The authors have hybridized multi-swarm based PSO with vector evaluated genetic 

algorithm and also integrated weighted sum approach for providing solutions to a 

multi objective problem [105]. They have evaluated performance of vector evaluated 

PSO technique (VEPSO) based on non-trivial multi objective optimization-based 

benchmarking functions and proven to be beneficial, as results of VEPSO were able 

to generate good set of Pareto optimum solutions. In [30], author has proposed 

MOPSO which uses Pareto dominance for obtaining optimal solution. Pareto 

dominance is applied to find out flight direction of a particle, whereas non-dominated 

vectors are kept for guiding flight behavior adopted by other particles. The results 

shown that performance of mentioned technique, namely, MOPSO is far better in 

contrast to PAES and NSGA-II, when compared on different categories of multi 

objective optimization problems, considering various mathematical benchmark 

functions [30]. In [132], author has applied Pareto dominance while developing 

MOPSO. This algorithm is based on three major factors. These factors comprise of 

crowding factor, mutation operators and e-dominance. Crowding factor is used as 

another form for discrimination criteria. Mutation operator is used for bifurcating 

population present in swarm. E-dominance factor is used to state upper bound of 

results present in concluding set. It has been noticed that this technique is capable to 

approximate Pareto front in a better way, when compared to other exiting techniques 
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used for same purpose. The author of [199] has used the concept of PSO for providing 

solutions to a turning process involved in manufacturing industry. Neural network 

system is combined with PSO, which leads to formation of swarm intelligent neural 

network system (SINNS). SINNS is formed for defining objective functions, 

parameters associated and techniques to initialize these associated parameters. In [13], 

another algorithm is proposed, which includes criteria opted for defining velocity 

construction and then integrated with PSO for solving multi-objective problems. This 

proposed algorithm is named as speed-constrained multi objective PSO (SMPSO) and 

have evaluated performance on mathematical benchmark functions. The author of 

[121] has used global best and local best MOPSO for solving environmental and 

economic dispatch problems. In [85], concept of MOPSO is used for providing 

solutions to vehicle routing problem (VRP), by integrating improved dynamic 

lexicographic ordering. In [190], author has proposed an algorithm, namely, multi-

objective Bat Algorithm for solving welded beam design problems. In [117], author 

has applied MOBA for solving problem of floor planning in VLSI. The floor planning 

problem revolves around minimization of wire length and minimization of dead 

space. The work done in [118] developed multi objective binary Bat Algorithm 

(MBBA), which relies on usage of Pareto dominance factor to discover Pareto 

solutions and to elect flight leader. Author has also suggested the usage of mutation 

operator for improving local search abilities of algorithm. This algorithm proven to be 

beneficial and outperforms non-dominated sorting genetic algorithm II. The author of 

[18] has come up with an idea of achieving optimization using grasshopper-based 

technique (MOGOA) and applied proposed technique for solving constrained and un-

constrained multi objective optimization techniques. The proposed algorithm consists 

of three major algorithms, namely, Multi-Objective Particle Swarm Optimization, 

Multi-Objective Ant Lion Optimizer and Non-dominated Sorting Genetic Algorithm 

version 2 (NSGA-II). Out of these techniques, MOGOA proves to be beneficial. 

 

1.5 Swarm Intelligence 

 

1.5.1 Overview 
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Swarm Intelligence describes cumulative behavior of agents/entities, which holds 

capability of self-organizing, functions in decentralized manner and are distributed in 

entire search space. These agents/entities can be natural or man-made. In the year of 

1989, a researcher, namely, Beni has coined ‘Swarm intelligence’ term. From that 

time, Swarm intelligence has led to development of several nature-inspired 

techniques, either used for obtaining the solution of the problem or for optimization of 

obtained solution. Swarm Intelligence techniques majorly focuses on metaheuristic 

approaches. The meaning of ‘meta’ is to look beyond and meaning of ‘heuristic’ is to 

find out solution by hit and trail method. In the nut shell, swarm intelligence inspired 

metaheuristic approaches are said to be ‘high-level’ approaches which can be used for 

exploring search space by deploying different techniques [32]. The metaheuristic 

approach is a type of heuristic approach which focuses on finding global optima from 

given search space either in an intelligent way or less [130] and termed as Stochastic 

approach of optimization. Stochastic optimization suggests selection of higher order 

approximate solution of global optima is of more importance than lower order of local 

optima, obtained using deterministic approach or conventional approach. In order to 

achieve higher order of fitness value, this approach always focuses on improvement 

of feasible solutions. First of all, it selects any feasible solution, say 𝑥solution, randomly 

and search termination criteria. Then, it keeps on exploring neighboring solutions, till 

the time, a new solution is not obtained which is more computationally fit than the 

existing one. Mathematically, it can be represented as (𝑆𝑒𝑙𝑒𝑐𝑡 𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 ∈ 𝑥solution). 

New solution is selected (𝐼𝐹 (𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟) < (𝑥solution) then update 𝑥solution with new value 

of 𝑥solution) and global optima obtained at last is 𝑥𝑜𝑝𝑡 = 𝑥solution. Metaheuristic 

approaches very often rely on local exploration techniques and used in such 

applications where solution/search space is not explored in a systematic way or 

exhaustive manner. Any heuristic approach is characterized by the way of exploration 

carried out in solution/search space.  

 

Examples of metaheuristic includes Particle Swarm Optimization [39], applied to 

solve problem of designing of Antenna’s [138] and Electro-Magnetics [96]. Another 

metaheuristic approach includes Ant Colony Optimization and proven to be beneficial 

in many application areas, as suggested in [50] [151]. Artificial Bee Colony 
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optimization technique has proven its applicability in solving numerical optimization 

problems and exhibit good performance [47] [48]. It has also been implemented in 

solving large scale optimization problems [76], combinatorial problems [76] [59] 

[152]. In recent times, new metaheuristic approaches are developed by researchers 

and added under umbrella of Swarm Intelligence. These swarm intelligence 

techniques include Cuckoo Search optimization [194], Firefly optimization technique 

[195], Wolf-Search optimization [154] and Bat Algorithm [188]. These newly 

developed optimization techniques comprise of search methods, which are broad in 

terms of breadth and depth. Moreover, these techniques rely largely on behavior 

exhibited by animals\insects belong to that swarm. The performance of such 

metaheuristic approaches is superior in comparison to many conventional techniques, 

used in past, for obtaining optimized solutions. Genetic Algorithm and Particle 

Swarm Optimization fall under such category [44] [92]. 

 

Two fundamental phases of any metaheuristic approach-based optimization technique 

include exploration and exploitation. Exploration can be accomplished using 

randomization to explore neighbourhood in order to obtain more optimized solutions. 

This randomization can be acquired by inclusion of random walks. Exploration offers 

diverse solutions, which indirectly helps any optimization technique to obtain global 

optimal solution and avoid getting struck in local optimal solution. On contrary, 

exploitation phase allows any metaheuristic approach to obtain new solutions present 

in the neighborhood, by traversing in the search space (locally) and to find improved 

solution than already selected optimal solution [59] [168]. The explanation of both 

phases: exploitation and exploration are given in next section, with respect to 

metaheuristic approaches. 

 

Genetic Algorithm is such a metaheuristic approach which imitates behavior of 

natural selection, while obtaining solution to a given problem [91] [44]. It is one sub-

category of evolutionary techniques, which is inspired from natural evolution process. 

It offers different operations like selection, mutation, crossover and many other 

natural evolution processes. As per terminology of Genetic Algorithm, all feasible 

solutions are said to be chromosomes and solutions are categorized as parent solutions 
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and child solutions. Parent Solutions are used to generate child solutions either by 

performing mutation or crossover, but one at a time, to obtain more optimal child 

solution. Selection process is an umbrella activity and is carried out to shortlist 

solutions, whose features can be transferred to next generation of solutions. This leads 

to exploitation phase in Genetic Algorithm [111]. To provide solution to a stochastic 

problem, another type of metaheuristic approach is proposed by Kirkpatrick, Gelett, 

namely Simulated Annealing (SA). The advancements are introduced by [167] and 

further improved by [183]. To increase durability of metal, a metallurgic process is 

carried out. During this process, metal is heated and cooled under controlled 

temperature and environmental conditions. The author inspired from this, has 

proposed SA based optimization technique. In SA, temperature is the parameter 

which is used for evaluating fitness value of SA, during exploration and exploitation 

phase [42].  

 

Particle Swarm Optimization, proposed in [92] is a stochastic optimization technique 

which uses population to obtain optimal solution. PSO is inspired from birds’ flocking 

behavior, where each bird is acted as a particle. Similar to other evolutionary 

techniques, particles have ability to fly to obtain optimal solution. These birds fly 

using certain velocity, to obtain local and global solution. Selection of global solution 

relies on multiple local solutions obtained during different traversals in search space. 

In every iteration, a local solution is obtained, which is having minimum fitness value. 

This method is repeated for finite number of iterations and then best among all locally 

obtained solutions is obtained. The applicability of PSO has already been proven, 

when implemented in un-supervised robotic learning [95] tile manufacturing cum 

optimization [178], electromagnetics [60], wireless sensor networks [155] and many 

more. Another metaheuristic technique, namely Harmony Search, is proposed in 2001 

and popular for solving various optimization problems, like water distribution-based 

problems [127], vehicle routing problem [107], time-table scheduling problem [122], 

numerical optimization problems [46] and many more. Harmony Search is inspired 

from harmonic sounds which sounds pleasant to human ear. Another metaheuristic 

algorithm is proposed and named as flower pollination algorithm [193]. The motive of 

this optimization technique is to obtain a similar optimal solution, as produced by 
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musician during a perfect harmony. The way musicians adjust three major factors: 

adjustment of pitch, randomization and harmony memory, to produce sound, which is 

pleasant to human ears, in the same manner, this technique works [195]. 

 

1.5.2 Characteristics of SI 

 

Different optimization technique possesses have different behavior and different 

characteristics, even though they all are inspired from nature. But few features are 

common in their behavior. Below given are characteristics of all such algorithms, 

basic steps, process of obtaining optimal solutions and dynamics of algorithms. 

 All swarm intelligence-based optimization algorithms rely on population/agents. 

Here population/agent refers to bats, ants, particles, cuckoos, fireflies, and bees for 

Bat Algorithm, Ant Colony Optimization, Particle Swarm Optimization, Cuckoo 

Search, Firefly Algorithm, Artificial Bee Colony algorithm, respectively. Here each 

agent relates to a solution, present in search space. Among all solutions present in 

search space, there exists a global best solution, which is having either maximum or 

minimum fitness value. Maximization or Minimization of fitness function depends 

upon problem at hand. The solutions present are highly diverse in nature, which 

makes implementation of any optimization algorithm a necessity. 

 Improvement in population is achieved by using different operators like random 

operators or mutation or using certain variables or formulae or equations, depending 

upon problem at hand.  These types of evolutions are iterative in nature, which will 

lead to the generation of new solutions with different characteristics. The system 

deployed for optimizing solution will start converging, once solutions obtained so 

far, seems to be similar. 

 Most of the algorithms work in two phases: exploration and exploitation, to obtain 

local and global solutions. If it is a local search, chances of trapped in local optima 

is much more. But, if the used optimization technique only focuses on obtaining 

global search, then very soon it will converge, which reduces chance of obtaining 

good optimal solution. Different strategies are adopted by different optimization 

techniques. Few have introduced randomization, whereas few have introduced 
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different strategies to maintain equilibrium between exploitation and exploration 

[31]. 

 The solution having maximum or minimum fitness value is reflected to best among 

all. This best solution is kept in population, to obtain another best solution in 

subsequent iterations. This type of selection mechanism drives the force among all 

best solutions to converge towards best solution, in an organized manner. 

 

1.5.3 Selection of Optimization Techniques 

 

As there exists many traditional optimization techniques and various swarm 

optimization techniques. It is an obvious question that comes to mind, before selecting 

the optimization technique for solving any problem, is that which type of optimization 

technique should be preferred over the other? Is there really a necessity of swarm 

intelligence-based optimization techniques? What was the drawback of traditional 

optimization techniques, which led to development of swarm intelligence-based 

optimization techniques? 

 

The answer to all such questions is that, there is no major drawback of traditional 

optimization techniques. Research carried out by many researchers have proved that 

traditional optimization techniques are really good at providing solutions to various 

problems. But there are certain shortcomings of traditional optimization techniques, 

which are mentioned below: 

 Traditional optimization techniques are mostly suited for obtaining local solutions. 

These techniques do not offer guarantee of obtaining global solutions. Moreover, the 

final solution depends upon initial seed value. Few exceptions from basket of 

traditional optimization problem includes linear programming and convex technique.   

 Traditional optimization techniques are more specific to problems and that’s why 

sometimes referred as problem dependent optimization techniques. These techniques 

usually make use of derivatives related to local objective. It is not possible to solve 

highly multimodal and nonlinear problems. Another problem is that, such techniques 

faces a lot of problems with discontinuity, specifically when gradients are needed. 
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 Such optimization techniques are highly deterministic. Due to this, their exploitation 

capability is good, but lacks in exploration, which in turns lead to less diversification 

of solutions. 

  

On the contrary, Swarm Intelligence-based optimization techniques offer advantages 

over traditional optimization techniques. To overcome disadvantages of traditional 

optimization problems, inclusion of population-based optimization techniques, along 

with non-deterministic and stochastic capabilities, is done, to improve exploration 

capabilities. The focus of SI techniques is to improve result obtained as global 

solution. The features and advantages of SI techniques are mentioned in next section. 

 

 Most of the SI techniques are good at obtaining global optimization solutions. 

These techniques are usually gradient free and do not depend on derivatives. These 

types of techniques are highly suitable for solving non-linear and discontinuity 

problems. 

 Here optimization techniques are treated as black box, which do not require 

knowledge of specific field and thus can be used to solve any type of problems. 

 To enhance exploration capabilities, stochastic features are used along with swarm 

intelligence techniques. Inclusion of stochastic features, helps in avoiding being 

trapped at local solutions. There is no chance of remembering initial solution, thus 

reduces chance of recalling initial guess and does not hold knowledge of problem 

at hand. 

 

Table 1.1 summarizes various swarm intelligence-based optimization techniques, 

which are explored in this research work. Along with above-mentioned advantages of 

swarm intelligence-based optimization techniques, they do hold some drawbacks.  

 

Table 1.1: Summary of Swarm Intelligence Techniques 

Optimization Technique Swarm 

based 

Bio inspired but 

not Swarm based 

Physics 

based 
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Artificial Bee Colony √   

Ant Colony Optimization √   

Bacterial Foraging √   

Bat Algorithm √   

Bee Hive √   

Black Hole   √ 

Butterfly inspired √   

Cat based Swarm √   

Charged system search   √ 

Cuckoo Search √   

Dolphin Echolocation  √  

Eagle Strategy √   

Electromagnetism technique   √ 

Firefly Algorithm √   

Fish Swarm √   

Flower Pollination Algorithm  √  

Galaxy based search   √ 

Genetic Algorithm √   

Glow worm technique √   

Gravitational based search   √ 

Harmony based search   √ 
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Intelligent water Drop   √ 

Invasive weed optimization  √  

Krill Herd √   

Lightening Attachment procedure √   

Marriage in Artificial Honey 

Bees 

 √  

Monkey Search √   

Paddy Field Algorithm  √  

Particle Swarm Optimization √   

Queen Bee Evolution  √  

Shuffled Frog Leap  √  

Simulated Annealing   √ 

Squirrel Search √   

Termite Colony  √  

Thermal exchange  √  

Weighted super position 

attraction 

 √  

 

One of the major drawbacks is that computational power of such optimization 

techniques is much more than traditional techniques, because number of iterations 

required to acquire optimal solution is higher. Due to stochastic behavior of such 

techniques, it is not possible to obtain same solution again. It must be executed 

multiple times, to ensure consistency and to obtain meaningful statistical data. 
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1.6 Bats’ family 

 

From many decades, existence and livelihood of microchiroptera and megachiroptera 

bats have attracted humans [120] [70] [125] [41]. Bats are considered to be one of the 

extraordinary and diverse species, from mammalian family. More than 900 species of 

bats, exist all across the globe and is almost constitutes one-fourth of mammalian 

family [123] [86] [70] [41].  

 

Table 1.2: Sub-categories of Megachiroptera and Microchiroptera bats 

Order Scientific Names Common Names 

 

Megachiroptera 

Pteropodidae Mega Bats 

Rousettus aegyptiacus Egyptian Fruit Bat 

Pteropus giganteus Indian Flying Fox 

 

 

 

 

 

 

Microchiroptera 

Megadermatidae False Vampire Bats 

Craseonycteridae Kitti's Hog-Nosed Bat 

Rhinopomatidae Mouse-Tailed Bats 

Hipposideridae Old World Leaf-Nosed Bats 

Rhinolophidae Horseshoe Bats 

Miniopteridae Long Winged Bat 

Noctilionidae Fisherman Bats 

Mystacinidae New Zealand Short-Tailed 

Bats 

Thyropteridae Disc-Winged Bats 

Phyllostomidae New World Leaf-Nosed Bats 
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Molossidae Free-Tailed Bats 

Emballonuridae Sac-Winged Bats 

Natalidae Funnel-Eared Bats 

Vespertilionidae Vesper Bats 

 

Among these 900 species, every species holds unique behavior and livelihood, which 

makes them unique among all species from mammalian family [120] [128]. The bats’ 

species are categorized in two categories, as mentioned above: Microchiroptera and 

Megachiroptera depending upon size. The smallest species among all is named as 

Microchiroptera, for example: bumblebee bat. The heaviest species among all is 

named as Megachiroptera, for example: Indian flying fox. The bumblebee bats can 

span wings up to 13cm and have weight of only 1.5g, whereas Indian flying fox bats 

can span wings up to 1.7m and have weight more than 2kg [86] [70] [41].  Table 1.2 

specifies the species of bats exist under Megachiroptera and Microchiroptera category 

along with their scientific and common names. 

 

Figure 1.3: Sketches of designated Microchiroptera bats (a) Eumops underwoodi (b) 

Pipistrelle (c) Corynorhinus mexicanus (d) Mimon bennetti (e) Choeronycteris 

mexicana (f) Chiroderma improvisum [70] 

 

Bats generally live together in large colonies, which includes approximately 1000 bats 

in common habitat and share roost [139] [163]. Bats living in same habitat is referred 

as a colony. Generally, bats belong to same colony occupy such locations, which are 
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abandoned or caves or prefer locations with more darkness. Such roofs of a building 

are preferred which ends with a top limit of size between 0.73 to 0.99 inch width wise 

and 15.9 to 23.9 inches height wise [120] [128], depicted in figure 1.4. 

 

Figure 1.5 depicts pictorial representation of a colony of bats’ roosting. Generally, 

bats fly in dark locations. They start flying when environment starts turning dark. As 

per study carried out by [70], most of the bats from this species are those who prefer 

eating insects over other food, so called as insectivorous. Apart from such species, 

another category of bats do exist, who rely on fruits, small vertebrates, nectar and 

blood. 

 

  

(a) Mouse-eared bat (b) Vampire bat 

 
 

(c) Vesper bat (d) Pipistrelles 

Figure 1.4: Glance at few species of mammalian bats 
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There exist four information transfer methods, which are adopted by colony members 

and these methods are mentioned below [120] and [86]: Colony of bats is depicted in 

Figure 1.5. 

 

1. Intentional signaling includes calls related to mating process, alarm calls to inform 

peers in case of danger, territorial calls and foraging calls.  

2. Local enhancement includes such calls which are produced unintentionally while 

guiding other bat of colony to a definite location of habitat. 

3. Social assistance, which increases the chances of obtaining good food, by 

integrating cluster hunting behavior. 

4. Imitative wisdom includes such bats, which acquire different hunting methods 

from other bats. 

 

Figure 1.5: A colony of bats 

 

 

Figure 1.6: Formation of angle with respect to the emitted sound of bat 
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1.7 Biological behavior of bats 

 

Many zoologists and researchers have studied biological sonar or echolocation of bats 

[80]. Apart from bats, various groups of animals do exist, who possess echolocation 

behavior, for example: shrews and tenrecs [120] [125]. Lazzaro Spallanzani has 

carried out study of such behavior of bats in 1794 [120] [87]. ‘Echolocation’ term is 

coined by Donald Griffin in 1944. The meaning of term ‘echolocation’ is to represent 

capability of bats to produce sound, which return echoes as well. The frequency of 

such signals is beyond range of human hearing. This echolocation is basically used for 

navigation purposes in dark locations or during night [120] [70]. Echolocation 

comprises of ultrasonic pulses, which can be frequency-modulated (FM) or constant-

frequency (CF) or both [86] [101] [87]. Which type of signal will be produced by 

bats, depends on type of information bats’ want to obtain about the environment. FM 

signals are best for determining target distance. CF signals are better for long range 

detection and for detecting target motion. To prevent pulse-echo overlap, bats shorten 

duration of FM signal produced. Pulse emission by one bat, in the presence of 

another, leads to interference of sound waves and echo produced by both bats. To 

avoid this interference, bats comes out from vocalizing phase and enters silent phase. 

Shifting from vocalizing phase to silent mode depends on relative spots of bats. 

Without actively echolocating, silent bat can acquire information about location of 

other bats and objects and can also avoid collisions, by listening passively. Some bats 

make use of tongue to produce sounds and emit short pulses using either mouth or 

nostrils [86] [87] [41] as depicted in Figure 1.6. When produced sound strikes with 

any object on path, it reflects back as echo [136]. In [141], author has stated in his 

research work that received echo follows Doppler shift, which means that frequency 

of received echo is much more than frequency of sound produced by bat. Bats do have 

capability to identify object and can also determine range between itself and object. 

The bats are able to acquire this information, by calculating time of reflection of 

modulated echoes [86] [136] [141] [41]. As per study of [86] [19] [136], while 

capturing prey, bat undergoes three phases. These phases include: searching phase, 

approachable phase and termination phase. During initial phase, bat starts capturing 
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target, bat emits sound at very low frequency range, generally 10Hz [86]. In next 

phase, i.e. approach phase, bats detect location of target and attempt to get nearer to 

target. During approach phase, bat produces sound at such a frequency, so that 

overlapping of sounds can be avoided [86] [80] -as depicted in Figure 1.7. Shorter 

pulses can be produced by reducing time gap between sounds produced and received 

echo [86]. Even at this point of time, rate at which pulse is emitted keeps on 

increasing, as bat is moving closer to prey [86]. In [80], author has mentioned that 

pulse emission rate increases as bat needs to show more signs in order to trace exact 

location of prey. This is because angular position of prey changes so erratically, due 

to nearer distance between bat and target. During terminal phase, bat emits pulse at 

much higher frequency, sometimes even more than 200Hz and rate of pulse emission 

gradually increases with respect to fraction of milliseconds. This immediate increase 

in pulse emission rate happens just before capturing of prey. Bats have capability to 

avoid overlapping of sound produced and echo received during approach, target and 

terminal phase of prey capturing.  

 

 

Figure 1.7: Phases of capturing prey [86] 
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Bat search space depends upon search cone angle, made from bat’s mouth. Larger the 

angle, greater the search space and hence increases exploration. Bats are not only able 

to identify different targets with the help of echolocation, but also identify diverse 

parts of multifaceted object even located at far location. Bats are able to calculate 

jitter in echo delays before deciding target of interest. Three dissimilar pursuit 

behaviors are described of bats. Bats can compute relative position of bat with respect 

to conspecifics, along with details of angle between two bats. How bat distinguish a 

signal, even in presence of background noise? Source Initiation point, Strength of 

target, Communication Losses, Noise Level, Directional Index and Directional 

Thresholds are major elements for separating signal from noise [22]. Based on 

differences in echo spectra, shape and type of target can be discriminated. Moreover, 

information about object size, shape and surface properties are coded in temporal and 

spectral elements of echo structure. In [25], researcher has observed behavior of bats, 

which they adopt in order to avoid collision among themselves, while capturing prey. 

They adopt different pulse rate, in terms of frequency range, type of sound produced 

or sweep time course. Moreover, every bat follows a unique time structure, so that 

only bat produced sound should be able to interpret received echo [25].  

 

From last so many decades, echolocation is considered to be one of the best 

characteristics that bat holds to detect position of target, to capture target and to select 

best target, in presence of multiple target’s depending upon energy level of different 

targets [101] [80]. Bats belong to same colony, do share food, which is collected 

using echolocation [116] [63]. Bats favor each other, especially who belongs to same 

colony. For example, vampire bats share blood meals among themselves, so that 

energy level of all members of a colony should be at same level [116]. Research 

carried out by [63] has discovered that reciprocal altruism behavior exists among 

members of colony and fitness value of recipient bat is elevated with respect to non-

recipient bat. This reciprocal altruism can takes place during common nursing or 

partnership formation in primates and backing behavior in cetaceans [63]. 

 

1.8 Bat Algorithm 
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Bat Algorithm (BA) is amongst those SI techniques which is proposed by [188]. This 

algorithm is enthused from echolocation behavior of bats, in order to identify target. 

Bat creates 3-dimensional picture of neighborhood by emitting pulse and calculates 

distance on the reception of echo. For calculation of distance between itself and prey 

to target, bats relies on time delay factor and varied intensity of sound. Received echo 

actually helps bat in determining not only location of prey, but also helps in 

determining type of prey, speed at which prey is moving and orientation of 

target/prey. For better functionality of algorithm author of this research has laid down 

certain ideal rules, which should be followed while using BA for solving any kind of 

problem. These ideal rules are mentioned below [188] [19]: 

1. Bats will utilize echolocation feature in order to determine the range between 

themselves and prey. 

2. Bats will differentiate between type of food source/prey and obstacles, using 

echolocation. 

3. Bats initialize their parameters like velocity, position, frequency, upper bound of 

frequency, lower bound of frequency, pulse emission rate and loudness with 

random values. 

4. Bats will adjust associated parameters while targeting prey, considering proximity 

of prey. 

5. Lower bound of loudness factor is represented as Amin and upper bound is 

represented as A0.  

6. The concept of Ray tracing is not applied in estimation of time interval for 

determining range between prey and bat. 

7. Upper bound of frequency can be selected depending upon type of problem at hand 

and which suits domain of underlying problem.  

8. Another assumption laid down by the researcher is that distance between bat and 

prey is calculated in ‘magical’ way. 

9. To represent lower and upper bound of pulse emission rate, 0 and 1 are used; 

where 0 represents absence of emitted pulse and 1 represents presence of emitted 

pulse. 
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Bat Algorithm is represented in form of pseudocode and represented in Algorithm 3.1. 

Here, [188] has updated velocity vi, frequency fi and position xi of bats’ in d-

dimensional search space. In pseudo code, xt
i represents new solution obtained at 

position ‘i’ at time ‘t’, vt
i represents new solution obtained having velocity at time ‘t’, 

x* represents global optima obtained so far, after evaluating all feasible results. The 

flow diagram of Bat Algorithm is depicted in Figure 1.8 and step by step procedure is 

explained below: 

 

Step 1: Set the number of bats required, along with their parameters, including 

frequency, position, velocity, pulse emission rate and loudness. 

Step 2: Assign initial values to above mentioned parameters, along with minimum 

frequency and maximum frequency. 

Step 3: Repeat Step 3 to Step 10, till maximum number of iterations are not reached. 

Step 4: Compute new solutions by varying the parameters. 

Step 5: In case any randomly generated pulse rate is higher than pulse generated by 

existing bats, then execute Step 6, else execute Step 7. 

 

 Algorithm 1.1: Bat Algorithm 

Initialize position xi, velocity vi, frequency fi, pulse emission rate r and loudness A 

while count < Max_Iterations 

         Compute the fitness value of each solution 

          Select the “minimum” fitness value as the best solution 

          Explore new solutions around the selected best solution, by adjusting fi, vi and xi. 

  fi=fmin+(fmax-fmin)* rand 

  vi(t)=vi(t-1)+(xi(t)-x*)*fi 

  xi(t)=xi(t-1)+vi(t) 

Narrow down the search space; explore the search space in the nearby areas of best 

selected solution 

 if (rand>ri) 

  Generate the local solution around the selected best solution 

 end if 

 Generate a new solution by flying randomly 
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 if (rand <Ai && f(xi)<f(x*)) 

  Accept new solutions and increase ri and reduce Ai. 

 end if 

 Rank the bats and find the current best solution. 

end while 

Figure 1.8: Pseudocode of Bat Algorithm 

 

Step 6: Select best solution among all and try to compute another local solution 

around the same to avoid trap in local optimal solution. 

Step 7: Compute any other solution, using random search. 

Step 8: In case, randomly generated loudness is less than the loudness of any other bat 

and frequency is also lesser than the frequency of best bat, then follow Step 9. 

Step 9: Accept that solution and keep on increasing the value of pulse emission rate 

and decreasing the value of loudness. 

Step 10: Among all the bats, select the best bat and process the results. 
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Figure 1.9: Flowchart of Bat Algorithm 

 

The value of frequency fi gains important as it helps in controlling the pace and 

movement of bats [188]. Whereas, values of fmax and fmin have been pre-defined 

during early phase of algorithm. The value assigned to fmin is 0 and value assigned to 

fmax is 100. The value assigned to frequency of every bat lies in the range of fmin and 

fmax. On contrary, values of these parameters also relies on kind of problem and 

domain size of the problem.As per author of this algorithm, bat can explore new 

position (solution) by walking randomly in search space and makes use of current best 

solution before moving to next best solution, as per the equation 1. 

xnew = xold +eAt   -(1) 

     where, e= [-1;1] is a random number and At =<Ati> 
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Here At represents mean loudness value of all bats present in search space at time ‘t’. 

Generally, whenever bat approaches its prey, loudness factor (Ai) keeps on decreasing 

but pulse emission rate ri keeps on increases. 

 

At initial step, every bat present in search space, have been assigned random value of 

pulse emission rate and loudness. Along with increment in iteration number, newly 

obtained solutions become better, and pulse emission rate and loudness will also get 

updated using equation (2) and (3). For instance, if we consider value of A0 =1 and 

assume that bat will move towards prey and will stop producing any sound, once Amin 

become 0. On contrary, if r0 is initialized with value 0 and considering rmax = 1, bat 

will keep on increasing its pulse emission rate once it reaches near to prey. From this, 

equation (2) and (3) are derived: 

At+1
i = αAt

i     -(2) 

rt+1
i = r0

i [1-exp(-βt)]    -(3) 

where α = β = 0:9 

Bat Algorithm has been implemented and tested over various benchmark functions. In 

all such cases, population of bats (n) lies in the range of 25 and 50. Further, author of 

this algorithm has equated performance of BA with GA and PSO, considering number 

of function evaluations by fixing tolerance level. As per outcomes of evaluation, BA 

is proven to be more precise and effective when equated with GA and PSO 

algorithms. 

 

1.9 Broad division of Bat Algorithm’s variants 

 

X.S.Yang got motivated from echolocation feature of bats, back in 2010 and 

implemented concept of echolocation for optimizing solutions. Thereafter, various 

researchers have contributed in this field, by developing various variants and offered 

optimized solution to many engineering problems. In all subsequent versions/variants, 

researchers aimed and tried to improve Standard Bat Algorithm in one or the other 

aspect, either by hybridizing with other existing meta-heuristic techniques or by using 

different methods for initializing BA parameters, updating existing parameters or by 

developing discrete versions of Standard Bat Algorithm. All these advancements are 
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introduced in standard BA, to improve performance and to make it suitable for 

solving different types of problems.  

 

1.9.1 Improved version 

 

After introduction of BA in 2010, research works have contributed towards 

performance improvement of standard BA and increasing scope of implementation. 

Initially, the author of [190] has applied Standard BA to solve non-linear problems. 

The proposed algorithm attained better results in comparison to existing meta-

heuristic techniques. In [89], author has proposed a modified version of standard BA 

and entitled it as evolved Bat Algorithm (EBA). The authors have carried out process 

of analysis and redefined behavior adopted by bats of same colony. The proposed 

algorithm enhances accuracy level of obtaining optimal solution and also reduces 

computational time, while solving numerical optimization problems. Moreover, 

author of [190] has extended his own original work of BA for solving multi-objective 

optimization problems. The author has implemented multi-objective Bat Algorithm 

(MOBA) and tested it over welded beam design engineering problem. Afterwards, 

author of [9] has applied BA to solve constrained optimization problem. When BA is 

compared with other meta-heuristic techniques for obtaining optimal solution, it is 

proven to be far better than existing techniques, which are applied to solve similar 

problems. In [90], author has integrated concept of chaotic maps and Levy flight to 

produce more optimized solutions, in comparison to solutions generated using 

Standard BA. This research work focuses on improving search operation and to 

maintain equilibrium between exploration and exploitation process. In [89], author 

has stated that mentioned technique is reliable in estimating parameters for re-

construction of dynamic biological system. Moreover, in [90] concept of Levy flight 

and chaotic dynamics for estimating parameter values in non-linear dynamic systems 

has been incorporated. Experimental results of proposed algorithm proven to be 

superior over other approaches [90]. In [124], author has used sonar of bats to develop 

an algorithm and named it as Bat Sonar Algorithm. In another research carried out by 

Yang, emphasis is given on intensification and diversification of Bat Algorithm, 

initialization of parameters and improvement of convergence performance. Many 
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fields are yet to be explored which includes time delay estimation between emission 

of pulse and echo received by bat. Directional echolocation and Angular information 

fields can also be explored to propose a new variant of Bat Algorithm. In basic Bat 

Algorithm, position of bat updates, along with frequency and loudness, but position of 

prey is assumed to be constant. But, in real world, position of prey also gets updated 

with time. In [64], author has used concept of conditioned reflex to maintain foraging 

history. In [140], relationship between number of bats and operation to be formed, is 

found. The performance is increased and decreased along with increase in count of 

bats for 2-bit OR and E-bit XOR/4-bit XOR operation respectively. In Standard Bat 

Algorithm, self-adaptive compensation of Doppler Effect is not considered. So, work 

mentioned in [186], focuses on self-adaptive search strategy. To avoid being trapped 

in local solution, randomization approach of initialization of parameters is used. 

Updating loudness, pulse emission rate and compensation rate will affect performance 

of algorithm. This algorithm has yet to prove its efficiency in large scale optimization 

problems. In [112], diversification of population and optimization performance of Bat 

Algorithm is enhanced using real and imaginary part separately of complex valued 

encoding. In previous variants of Bat Algorithms, ability to learn from previous 

experiences is missing. In work of [115], author has used concept of double sub-

population Levy flight to introduce this ability to Standard Bat Algorithm. Greedy 

algorithm is used here. Greedy algorithm fails to find global optimal solution. 

Moreover, it is applicable only for unimodal applications, not for multimodal 

applications. In [11], chaotic BSO, linearly decreasing function is multiplied by 

chaotic map function to update loudness. In [142], Bat Algorithm is used for 

optimization of weights and structure of neural network. This approach is useful in 

unravelling other real-world problems like pattern recognition. Moreover, concept of 

chaotic maps can be used to boost performance of algorithm. In [54], meta-heuristic 

approach introduced in 2010, by Xin.She Yang is applied to community detection 

problem. To avoid being trapped into local optimal solution, best among top ‘n’ bats 

is selected and for representation of solution, locus-based adjacency encoding scheme 

is used. Limitation of basic Bat Algorithm lies in diversification of all possible 

directions of search space. Due to that, success rate of BA is less. In [200], Doppler 

Effect on frequency shift is considered for updating frequency of artificial bat during 
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exploration and exploitation. Concept of refined search and divers are considered to 

attain better solution. In [9], author has focused on frequency alteration and 

maintaining dynamic balance between exploration and exploitation. In future work, 

author has suggested to incorporate directional echolocation and the concept of 

Doppler Effect. In [4], author has suggested involvement of mutation and crossover 

operator to increase effectiveness of search and to speed up convergence rate of basic 

Bat Algorithm. Mostly, initialization of parameters like frequency, wavelength and 

position is done randomly. In this work [66], author has used chaotic sequences for 

initialization. Gauss Map is used to initialize frequency and loudness and to initialize 

pulse rate, Tent Map is used. Balance between different search capabilities, dispersion 

of solutions and more focus on exploitation are three advancements introduced by 

author in [172]. In all variants of Bat Algorithm, motive of researcher is to either 

increase convergence rate or to escape from getting stuck in local optima or 

initialization of parameters, to enhance performance of algorithm. In [85], author has 

used fuzzy logic to initialize parameters of Bat Algorithm. In [36], author has 

replaced poorer solution present in a subgroup with the best solution present in 

neighbor subgroup of search space, after execution of each iteration. This 

characteristic make algorithm suitable for applications which require parallel 

processing. Generally, population size is directly proportional to computational time. 

To diversify search space, simple restart is beneficial rather than opting for longer 

iterations intense search. In work of [97], concept of Differential operator and Levy 

flight Trajectory is applied to improve performance of Bat Algorithm. Differential 

operator is used to update frequency. This work has improved convergence rate of 

Standard Bat Algorithm. 

 

1.9.2 Hybrid version 

 

From last decade, hybridization plays a major role in optimizing solution in much 

more effective way. Various researchers have hybridized Standard BA with other 

techniques or algorithms, to optimize solutions. Integrated K-means algorithm, 

generally used for clustering, with BA for increasing the efficiency while clustering 

data sets of huge volume for the analysis of data and named it as K-Means Bat 
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Algorithm (KMBA) [61]. KMBA is not only able to achieve higher level of efficiency 

during clustering process but also minimizes requirement of computational resources 

and time required for computation. Apart from this, the author of [103] has 

incorporated pros of using BA to overcome shortcomings of fuzzy c- means algorithm 

(FCM). FCM is considered to be sensitive while initializing configuration and easily 

trapped in local optimal solution. Hybridized BA with differential evolution (DE) 

techniques [74]. Integration of BA with DE has increased ability of standard BA and 

also revealed motivating results when evaluated over mathematical benchmark 

functions. The researcher has utilized the same method of incorporating mutation 

scheme with BA and named it as differential operator, which is one of parts of DE 

algorithm and Levy flight trajectory [97]. This hybrid version aims not only to 

improve accuracy level but also improves convergence rate. Results have shown 

significant improvements in this hybridized version of algorithm and used for better 

quality of estimation, specifically advanced dimensional space. In [65], author has 

proposed concept of robust hybrid optimization technique by combining features of 

harmony search with characteristics of BA. Integrated harmony search factors are one 

of the operators for updating process of BA [64]. By adjusting pitch value, this hybrid 

technique has shown promising results, which has speed up rate of convergence, 

while solving global numerical optimization problems. In [181], PSO is hybridized 

with Bat Algorithm. To attain improved results, after each iteration, worst elements of 

PSO get replaced with best elements of BA and vice versa. Back Propagation Neural 

Network, identifies errors present in hidden layer by calculating errors of outer layers. 

In order to find location of nodes in wireless sensor network and to remove above-

mentioned drawback of Bat Algorithm, author in [160] has suggested hybridization of 

Bacteria Foraging Algorithm with Bat Algorithm. In future, horizontal and vertical 

angle information can be included. To improve performance of Bat Algorithm, author 

in [173] has suggested some modifications. Linear decreasing inertia weight factor is 

familiarized to control exploration and exploitation. To enhance the exploration 

capability, artificial bee colony technique is applied. 

 

1.9.3 Direct application 
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As BA has gained popularity among numerous researchers, Yang has become center 

of attraction and motivated other researchers to contribute in the field of optimization 

by proposing new techniques for solving single-objective & multi-objective 

optimization problems. In [102], researcher has utilized swarm intelligence algorithm 

along with fuzzy logic. This algorithm has been used for screening process of 

workspace offered by company having high ergonomic risk in a very short span of 

time. Another research related to field of ergonomic is carried out by [158] and has 

implemented BA. Here, each bat corresponds to every possible solution that can exist 

for skeletal of human body to identify optimal posture of human being. For 

mechanical engineering field, BA is proven to be beneficial. For instance, [174] has 

modelled an industrial gas turbine using BA method. Even, to monitor performance of 

thermal systems, BA based models can be used. The author of [23] has estimated 

amount of emissions emitted by fossil fueled power plant, using BA. Many 

applications have embedded BA with manufacturing processes, for example: data 

warehouse data, de-duplication of records [33], multi-stage hybrid flow shop 

scheduling [131] and multi-stage multi-machine multi-product scheduling [143]. In 

application areas related to electrical and electronics field, BA has been used in past 

to optimize solutions. For example, optimization of brushless DC motor wheel [175] 

and optimal location of capacitor placement [184] and many more. Moreover, 

researchers have linked implementation of BA for detecting phishing websites [148], 

training neural network of eLearning processes [104], classifying data sets associated 

with microarray’s [166], feature selection methods [52], path planning for combat air 

vehicle [98], optimization of topology [196] and image matching problem [98]. In 

[171], localization error is minimized by using range-free algorithm, i.e., mobile 

anchor positioning. To achieve optimization, meta-heuristic techniques are applied. 

This work is not suitable for underwater and indoor setup of ad hoc network. For this, 

natural extension of bat can be explored, because bat and frog have capability to 

identify location and type of object based on water ripple information. In [106], 

author has applied Bat Algorithm for speech enhancement and proved that Bat 

Algorithm outperform PSO in improving quality of speech. In [14], author has used 

concept of only two bats to attain optimal solution. These two bats exchange their 

responsibilities of exploration and exploitation from time to time. Movement direction 
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of bat is considered here. Till now, planning of training sessions for sports is done by 

the sports coach. But, with the advancement in technology, nowadays, heuristic and 

meta-heuristic approaches have found applicability in this area as well. In [77], author 

has cited use of Bat Algorithm to plan training sessions for sports person, based on the 

one’ physical and mental strength, recorded via sports watch. The motive of the 

research in [40], is to find the best system configuration while minimizing the loss 

rate. To achieve this, there is a need to select proper state of switches. Here, optimal 

selection of state of switches is accomplished using Bat Algorithm.  

 

1.9.4 Discrete version 

 

In [99], author has transformed continuous space into binary space, with the help of 

sigmoid function. In order to increase search space and convergence performance, 

complex number encoding is used. Initialization of all parameters, except bat position, 

is assigned randomly, in order to apply binary Bat Algorithm to graph coloring 

problem. The key focus of [67] is to color each vertex of graph with constraint that no 

two adjacent vertices have same color. RLF algorithm is used to initialize bat 

positions. In another work, concept of complex numbers is used to represent one 

dimensional number line, which enhances diversity and performance of Standard Bat 

Algorithm. Moreover, Cartesian coordinate system can be used to represent one 

dimensional number line using three-dimensional number line. In [168], author has 

applied concept of binary Bat Algorithm to real world application of optical 

engineering. In [157], based on natural behavior of real bat, feature selection 

technique is proposed. Binary Bat Algorithm, based on sigmoid function, used to 

maximize accuracy of algorithm, feature selection technique is used along with 

echolocation behavior of bat. In [170], to schedule workflow in cloud computing 

environment, binary Bat Algorithm is used. Resources are assigned to tasks in such a 

fashion, so that overall cost of workflow is minimal.  

 

1.10 Research Aim and Objectives 

 



65 
 

This research focuses on resolving issues which are faced by various swarm 

intelligence techniques and simulating biological behavior of bats. This work 

primarily focuses on improvements and advancements to be introduced in Bat 

Algorithm. It is important to mention here that, it is not the aim of this work, to 

investigate existing swarm intelligence techniques and find out which technique has 

outperformed other prevailing techniques while solving diverse problems. However, it 

focuses on development of novel variant of Bat Algorithm, inspired from the 

echolocation and flight behavior of bats. This newly developed technique can then be 

used for solving different problems. 

 

Below mentioned are the three main objectives of this research work: 

 

1. To develop an approach for tracking targets moving at predictable speed using 

Constant Bearing strategy. 

2. To develop an approach for tracking erratically (unpredictably) moving targets 

using Constant Absolute Target Detection strategy. 

3. To design movement strategy for a target seeker in the presence of multiple 

target seekers. 

 

1.11 Deriving new variants of Bat Algorithm 

 

To improve performance of Standard Bat Algorithm, researchers have contributed a 

lot in the past. Still, it is attracting attention of many researchers. The motive of this 

research is to study biological features of bats and to incorporate those biological 

features to develop more variants of Bat Algorithm, which are definitely improved 

versions of Standard Bat Algorithm. The improvement can be observed either in 

convergence rate or accuracy or number of iterations or bat population or time taken 

to obtain global optimal solution.  

 

The algorithm proposed for achieving objective-1 will help in tracking targets moving 

at constant speed or predictable speed. The proposed algorithm is based on Constant 

Bearing pursuit strategy, which will help in achieving more optimized solution. Scope 
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of first objective is to analyze performance of Range-Determination phase and 

Constant Bearing strategy adopted for obtaining optimal solution. This type of 

algorithm is suitable for Cloud Computing environment, where motive is to select 

optimal virtual machine and selection of virtual machines is done more likely from 

same zonal area. So, movement of target (i.e. Virtual Machine) is from same zonal 

area, but different from one virtual machine to another. So, in this case, movement of 

target may be negligible (in case of selection of same optimal virtual machine) or may 

be predictable (in case of selection of optimal virtual machine from same zonal area, 

but different virtual machine).  

 

The algorithm proposed for achieving objective-2 will help in tracking targets moving 

at unpredictable speed or moving erratically. The algorithm is based on Constant 

Absolute Target Detection pursuit strategy, which will help in achieving more 

optimized solution. This type of algorithm is suitable for localization of sensor nodes 

in WSN, where motive is to select optimal sensor node either for acting as sender or 

recipient or may be as intermediate node. So, movement of target (sensor node) is 

very frequent in most of the cases. So, deployment of such algorithm becomes 

necessity to track such unpredictable sensor nodes. Bats search for optimal solution 

individually while utilizing information available in search space and conserving their 

energy levels.  

 

The algorithm proposed for achieving objective-3 will help in tracking the movement 

of bats with respect to the movement of other bats. This proposed algorithm will help 

in such scenarios, where energy conservation is one of the aspects, while obtaining 

optimal solution. It can be implemented considering flight behavior of other bats, i.e. 

following, converging or diverging, either for cloud computing environment or 

wireless sensor network or any other application area where objective is to provide 

solution to continuous optimization problems. 

 

1.12 Organization of the Thesis 

 

The flow of this research work is organized as below: 
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Chapter 1: Describes types of optimization, approaches used to solve different 

optimization problems, swarm intelligence algorithms and selection criteria of 

different swarm intelligence techniques as per requirements. It also describes 

population of bats, Bat Algorithm, variants of Bat Algorithm inspired from 

echolocation. 

Chapter 2: Review of existing literature, analysis and comparison of existing variants 

of BA and research gaps, are presented. 

Chapter 3: Investigates RD-Bat Algorithm and its applicability for load balancing in 

Cloud Computing environment. 

Chapter 4: Presents CATD-Bat Algorithm and its applicability for routing in Wireless 

Sensor Networks. 

Chapter 5: Analysis the performance enhancement of Standard Bat Algorithm after 

adoption of different Pursuit Strategies and applicability of proposed algorithm to 

solve Traveling Salesperson Problem.. 

Chapter 6: Focuses on Performance Evaluation of RD-Bat, CATD-Bat, FBI-BA with 

respect to Mathematical Benchmark Functions. 

Chapter 7: Concludes the research work and also emphasis on strength and weakness 

of BA. It also presents future direction and scope of this research work. 

 

1.13 Summary 

 

This chapter primarily focused on various optimization techniques opted for solving 

single-objective, constrained, un-constrained and multi-objective optimization 

problems. The literature review carried out by numerous researchers, on various 

approaches for solving different category of optimization problems, are studied and 

incorporated in this section. This section establishes major portion of research 

methodology. This chapter prepared basis for categorization of optimization problems 

and suggest optimization technique to solve different set of problems. This chapter 

has also explored echolocation feature of bats and presented how optimization 

algorithms are inspired from bats’ echolocation.  
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This chapter has thrown light on the life of bats, which belong to the same colony and 

also stated about the echolocation behavior. Details of Standard Bat Algorithm, its 

applicability areas, enhanced and hybrid versions were elaborated in this chapter. This 

chapter laid down the basis of research methodology of this research work. The next 

chapter will highlight aspects related to investigation of biological features of bats, 

which are adopted to develop another variant of Bat Algorithm.  

 

CHAPTER 2 

REVIEW OF LITERATURE 

 

This chapter throws light on existing variants of Bat Algorithm and presents the 

survey of the same. Further, analysis of survey is presented along with the comparison 

of few variants of Bat Algorithm, in subsequent sections. Based on the comparison 

conducted, research gaps are identified and derived new variants of Bat Algorithm.  

 

2.1 Highlights of Bat Algorithm 

 

Existing variants of Bat Algorithm can be reviewed either by considering the 

biological characteristics of bats or year wise advancements which are introduced in 

Standard Bat Algorithm to enhance the performance. Next section presents the 

literature survey conducted based on biological features of bats. 

 

2.1.1 Survey of Biological Characteristics of bats 

 

In 1980, author of [81] has studied sounds produced by bats. The author has analyzed 

that bats produce different types of sounds for foraging, for tracking location of prey 

and for identifying size/shape of prey. 

In 1985, work is carried out by author in [71] has studied behavior of bats. The author 

has also studied concept of echolocation. Echolocation, generally, refers to the sound 

produced by bats and echo received by bats. But author has thrown light on various 

other hidden information which is encoded in echolocation. Echolocation also 
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contains information about distance between prey and bat. It also tells about angular 

position or direction in which bat should fly to capture prey. Moreover, bats can even 

predict type, size and shape of prey, before capturing, using echo received. 

In 1988, work stated in [22] has studied echolocation behavior of bats and concluded 

that bats produce different types of sounds for detection and identification of prey. 

Different types of sounds are produced by varying range, cutter-noise ratio and 

detection sensitivity. One of the major components which helps bats in categorizing 

the prey’s is detection sensitivity, also known as detection threshold. Detection 

threshold is an informative feature of bats. 

In 1989, researcher of [82] has highlighted features of bats, i.e. how bats perceive 

prey. Bats use idea of cross-correlation to discover out similarity among sound 

produced and the echo received. Based on similarity index, bat decides which prey to 

capture, in presence of multiple preys. Auditory system of bats helps them in 

identifying shape of prey and to determine range between prey and itself. 

In 2001, based on experiments conducted on foraging bats, author has suggested that 

echolocation behavior of bats vary according to climatic conditions, their habitat and 

their diet [72]. Author has also suggested that sounds produced by bats differ in 

frequency, duration, structure and pressure level of sound produced. The author has 

categorized foraging and echolocation behavior of bats in three different stages: 

search flight, approach flight, capture of prey. Search flight stage is when prey is not 

yet detected by bat. Approach stage is that stage when bat adopts different flight 

strategies and fly towards the prey to capture. Once prey is captured by bat, it enters 

third and last stage. The author has studied foraging and echolocation behavior of 

three different types of pipistrelles bats. 

In 2006, author has studied pursuit behavior of bats [101]. Generally, bats follow 

either one of the two types of pursuit strategies: Constant Bearing or Constant 

Absolute Target Detection. The studies reveal that in order to capture targets moving 

erratically, bats adopt constant absolute target detection strategy. While capturing 

targets moving at constant speed of predictable speed, bats follow constant bearing 

strategy. 
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In 2008, author of [34] has analyzed behavior of bats and suggested that bats behave 

differently in presence of other bats. Bats stay in silent mode so that sound produced 

by multiple bats in that region do not interfere. The author has suggested that the bats 

keep shifting their roles from active mode to passive mode and vice versa, while 

producing sounds. Spatial separation between the ears of bats and bat heading 

direction also affects this shifting of roles among bats. 

In 2009, author of [62] has suggested an intercepting strategy which is followed by 

bats while capturing preys. To predict time and position of futuristic interception 

point, bats follow anticipatory strategy unlike humans. The author has conducted two 

experiments and suggests that bats follow constant bearing strategy while keeping 

bearing angle constant for a shorter duration. 

In 2010, an experiment is conducted to analyze movement of two bats, which are 

present in same search space [35]. Generally, one bat (follower) is following other bat 

(leader). The leader bat is always closer to prey, whereas follower bat saves its energy 

while moving towards prey, by just following leader. Most of the times, it was noticed 

during experiment that follower bat is successful in capturing prey, in comparison to 

leader bat. Both uses sonar beam to coordinate with each other, even if they are 

coming from different directions, to avoid signal jamming. 

2.1.2 Survey of variants of Bat Algorithm 

This section presents literature survey conducted related to the existing variants of Bat 

Algorithm. This survey is presented in ascending order of their publication. 

In 2002, BA is used to solve two kinds of data mining problems [153], i.e. 

classification and time-series problem. Moreover, concept of chaotic maps can be 

used to enhance performance of algorithm. 

In 2003, author has surveyed of various heuristic and meta-heuristic approaches. The 

author has also listed characteristics based upon which an algorithm is said to be 

‘metaheuristic’. Followed by classification of metaheuristic approaches and also 

explained thin line difference between term’s ‘intensification’ and ‘exploitation’ and 

‘diversification’ and ‘exploration’ [31]. 
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In 2010, researcher has proposed new SI technique. This technique is based on 

echolocation behavior of bats, with few assumptions. The author has also suggested 

the computation of distance between bat and prey, in magical way [188]. Time- Delay 

estimation, directional echolocation, convergence rate improvement and identification 

of object using bat behavior are research areas that yet to be explored. 

In 2011, work done in [190] is the extended version of Bat Algorithm, to achieve 

multi-objective optimization using Pareto Front. Population size is directly 

proportional to computational time. This work is suitable for solving non-linear and 

global optimization problems. To prove its applicability to engineering problems, 

author has applied this algorithm to welded beam design problem and results are 

astonishing, when validated against benchmark functions. The author has suggested 

that, to diversify search space, simple restart is beneficial rather than opting for longer 

iterations intense search. 

In 2012, author of [79] surveyed different methodologies adopted so far for solving 

traveling salesperson problems. The author has conducted survey by grouping 

different types of animals. This work involves study of swarm intelligence-based 

techniques, school-based techniques, flock-based techniques and herd-based 

techniques which can be used for optimization. The author has also stated meaning of 

all different categories of techniques and suggested to conduct survey based on 

mammal-based techniques, in future.  

In 2012, author has proposed a technique which is based on natural behavior of bats, 

i.e. feature selection technique. Binary Bat Algorithm, which is based on sigmoid 

function, is further used to maximize accurateness of algorithm. Feature selection 

technique is used along with echolocation behavior of bat. The exploration capability 

of bats is combined with optimum-path forest classifier, to improve accuracy of Bat 

Algorithm. Further, this work is tested over five public data sets [157].  

In 2012, performance of a new meta-heuristic approach is evaluated, i.e. Bat 

Algorithm with intermittent approach and results proved that Bat Algorithm 

outperforms intermittent approach [197]. Further, author has suggested 
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implementation of Bat Algorithm for solving business-based and engineering design-

based problems.  

In 2012, researcher has proposed a technique to identify best geometrical 

configurations in order to achieve objectives, with usage of minimum resources. This 

technique is used to solve topology based problems. Further, it is tested over non-

linear benchmark functions used for designing in various engineering problems [196]. 

In 2013, author of [37] has proposed three different alternates of Binary Bat 

Algorithm for solving problem of graph-based road network. Three variables are 

introduced to develop these three different variants. Weibull Coded Binary Bat 

Algorithm, Real Bat Algorithm and Hybrid version of Weibull coded and real Bat 

Algorithm. These proposed variants are used for solving multi-objective problems. 

Number of bats require to obtain optimal solution are also reduced to a great extent. 

Finally, results are compared with Ant Colony Optimization and Intelligent Water 

Drop-based Optimization technique.  

In 2013, balance between different search capabilities, dispersion of solutions and 

more focus on exploitation are three advancements introduced by [173]. In all variants 

of Bat Algorithm, motive of researcher is to either increase the convergence rate or to 

escape from being stuck in local optima or initialization of parameters, to improve 

performance of algorithm.  

In 2013, concept of Differential operator and Levy flight Trajectory is applied to 

improve performance of Bat Algorithm. Differential operator is used to update 

frequency. This work has improved convergence rate of Standard Bat Algorithm. This 

algorithm is verified over fourteen mathematical benchmark functions and then 

applied to resolve non-linear optimization problems. The results proved that algorithm 

is effective, robust and produces more feasible results in comparison to Standard Bat 

Algorithm [97]. 

In 2013, to improve performance of Bat Algorithm, author has suggested some 

modifications, by introducing bats’ foraging behavior [173]. Linear decreasing inertia 

weight factor is introduced to control exploration and exploitation. Moreover, 



73 
 

adaptive frequency modification and scout bee modification is introduced. To 

enhance exploration capability, artificial bee colony technique is applied.  

In 2013, emphasis is given on intensification and diversification of Bat Algorithm, 

initialization of parameters and improvement of convergence performance. Many 

fields are yet to be explored which includes the time delay estimation between 

emission of pulse and echo received by bat. Directional echolocation and Angular 

information fields can also be explored to propose a new alternate of Bat Algorithm. 

In Standard Bat Algorithm, position of bat gets updated along with frequency and 

loudness, but position of prey is assumed to be constant. But, in real world, the 

position of prey also gets updated with time [75]. 

In 2013, author of [97] has used the concept of differential operator for accelerating 

the convergence speed whereas levy flight behavior is adopted to explore the diverse 

population of search space. This algorithm is then applied to provide solution to non-

linear problems and it is worth mentioning that this algorithm not only provides 

solution to the problem at hand, but also outperforms Standard Bat Algorithm. Due to 

their superior quality of approximation capabilities, this algorithm is suitable for 

providing solutions to such problems, which have high dimensional search space.  

In 2013, to find location of nodes in wireless sensor network, author of [9] has 

suggested hybridization of Bacteria Foraging Algorithm with Bat Algorithm. Here 

author has focused on frequency tuning and maintaining dynamic balance between 

exploration and exploitation. For further enhancements, author has suggested to 

incorporate directional echolocation and the concept of Doppler Effect. In future, 

horizontal and vertical angle information can be included. 

In 2013, researcher has worked on relationship between number of bats and operation 

to be formed, as back-propagation suffers with problem of network stagnancy [144]. 

To remove this problem, population of bats is increased and inclusion of OR & XOR 

operations. To evaluate whether performance is increased and decreased along with 

increase in count of bats for 2-bit OR, simulation with E-bit XOR/4-bit XOR 
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operation is performed. The results are computed in terms of average CPU time, 

average accuracy and convergence epoch. 

In 2013, author has proposed a new variant of Bat Algorithm which obtains global 

optimal solution with less computational cost and effort. This proposed technique is 

then implemented to reduce operating cost of thermal power plant [159].  

In 2013, author of [74] has carried out literature survey on various swarm intelligence 

techniques, physics-based optimization techniques, chemistry-based optimization 

techniques and bio-based optimization techniques. The motive of this research is to 

present summary of above-mentioned techniques to inspire researchers for further 

research.  

In 2013, researcher in [38] has hybridized Bat Algorithm with Shuffled Frog Leap 

optimization algorithm to optimize voltage levels of multi-distributed generations. 

The algorithm is used to solve problems associated with wind-based, solar-based, 

fuel-based and artificial model-based distributed generated systems. The results of 

proposed technique are then compared with Genetic Algorithm and Standard Bat 

Algorithm.  

In 2013, author has suggested the implementation of Standard Bat Algorithm for 

unravelling non-linear engineering optimization problems. Later, technique’s 

performance is validated over eight benchmark functions. Further, author has also 

suggested implications for future research work [192]. 

In 2014, author of [52] has used wrapper feature selection-based methodology in 

collaboration with optimum path forest model. Here feature selection is used as 

classification model, binary Bat Algorithm is used for optimization and optimum path 

forest model is used for accuracy. To estimate quality of obtained solution set, 

experiments are conducted using six data sets, available for public use. The results 

suggest that classification of data-sets is improved significantly, using proposed 

approach.  
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In 2014, author has introduced communication strategy between different groups of 

bats. The algorithm has replaced poorer solution present in a subgroup with the best 

solution present in neighbor subgroup of search space, after execution of each 

iteration. This characteristic makes algorithm suitable for applications which require 

parallel processing. To increase accurateness, convergence rate and speed of 

algorithm, these advancements are introduced. Scheduling the workflow is a NP-hard 

problem. To crack different types of NP-hard problems, many researchers have 

suggested different optimization approaches [36].  

In 2014, work mentioned in [207] has categorized bio-inspired computation as part of 

artificial intelligence, evolutionary and computational intelligence. Generally, it refers 

to self-organized nature, adaptive to situation and holds capability of dealing with 

random inputs. Bio-inspired computations include swarm intelligence, membrane and 

memetic-based computation, DNA and molecular-based computations, neural 

network-based computations, neuroscience computations, bio-informatics, natural 

language processing, software engineering, machine learning, data mining, 

algorithmic theories and many more.  

In 2014, author has suggested that Bat Algorithm is preferable over Particle Swarm 

Optimization and Intelligent Water Drop-based Optimization [20] for better accuracy 

and efficiency. This proposed methodology is further evaluated over 3 unit and 6 unit 

systems.  

In 2014, author has used fuzzy logic to initialize parameters of Bat Algorithm. The 

results of algorithm are equated with results obtained using Genetic Algorithm. 

Further, it has been evaluated over benchmark functions to test effectiveness of fuzzy 

based Bat Algorithm [94] [185].  

In 2014, author used the concept of automatic zooming to maintain equilibrium 

between exploration phase and exploitation phase of Bat Algorithm. To boost 

intelligibility of speech and to improve quality, this work has been applied for speech 

enhancement. It has been verified that Bat Algorithm outperforms PSO in improving 



76 
 

value of speech. The quality of speech is enhanced by focusing on 

reducing/cancelling the noise using dual-microphone systems [106]. 

In 2014, concept of complex numbers is used to represent one dimensional number 

line, which enhances diversity and optimization performance of Standard Bat 

Algorithm. In future work, rather than using only mathematical concepts to boost 

performance of algorithm, biological features of bat can be explored to develop 

different alternates of Bat Algorithm [112].  

In 2014, cartesian coordinate system can be used to represent one dimensional 

number line using three-dimensional number line. As direct application of Bat 

Algorithm for solving various problems is not feasible. So, [168] has applied concept 

of binary Bat Algorithm to real world application of optical engineering. The 

performance of Binary Bat Algorithm is proven to be superior to Standard Bat 

Algorithm and PSO over twenty-two mathematical benchmark functions.  

In 2014, author of [4] has suggested involvement of mutation and crossover operator 

to improve efficiency of search and to speed up convergence rate of basic Bat 

Algorithm. The work is then compared with hybridized Bat Algorithm with 

differential evolution. This work yields better results for unimodal and multimodal 

problems and have been tested over five different set of benchmark functions. In most 

of variants of Bat Algorithm, initialization of parameters like frequency, wavelength 

and position is done randomly.  

In 2014, pseudorandom generation of initial values of parameters is replaced with 

chaotic sequences [66]. Gauss Map is used to initialize frequency and loudness and 

Tent Map is used to set pulse rate. This algorithm has improved convergence rate of 

Standard Bat Algorithm. Usage of chaotic sequences has added capability to Standard 

Bat Algorithm to avoid getting stuck in local optima and explore other solutions to 

generate global optima. This algorithm has yet to prove its efficiency in large scale 

optimization problems. 

In 2014, author has focused on diversification of population and optimization 

performance of Bat Algorithm is enhanced using real and imaginary part separately of 
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complex valued encoding [112]. In previous variants of Bat Algorithms, ability to 

learn from previous experiences is missing. To obtain optimal results, this algorithm 

has set range of complex modulus, phase angle and variables. The work has been 

tested over fifteen different functions.  

In 2014, author of [14] has used the concept of only two bats to attain optimal 

solution. These two bats exchange their responsibilities of exploration and 

exploitation from time to time. Direction of movement of bat is considered here. The 

results are then equated with results of PSO and BA. The algorithm is proven to be 

improved in terms of accuracy and robustness.  

In 2014, Doppler Effect on frequency shift is considered for updating frequency of 

artificial bat during exploration and exploitation [200]. Concept of refined search and 

divers are considered to attain better solution. Three main areas explored in this 

research work includes conflict among bat population, competition among bat 

population and cooperation among the same. The results are computed on basis of 

accuracy, success rate and problem-solving speed.  

In 2014, initialization of all parameters, except bat position, is assigned randomly, in 

order to apply binary Bat Algorithm to graph coloring problem. The key focus of [67] 

is to color each vertex of graph with constraint that no two adjacent vertices have 

same color. RLF algorithm is used to initialize bat positions. Moreover, sigmoid 

function is used to ensure values either zero or one. The results are evaluated using 

different instances of Graph Coloring Problem.  

In 2015, researcher has proposed a multi-swarm technique for obtaining global 

optimal solution [99]. Here, immigration operator is used to exchange information 

between different groups of swarm and accordingly need to do parameter adjustments. 

Selection operator is used to select elite solutions present in search space. This 

technique is tested over sixteen mathematical benchmark functions. Further results are 

equated with Standard Bat Algorithm and proven to be beneficial. Another author has 

identified two main tasks of process planning: selection of operations and sequencing 

of those operations. A hybrid Bat Algorithm is proposed to crack these kind of 
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problems. To make Standard Bat Algorithm adaptable to process planning problem, 

encoding, decoding and initialization of population is done. Two new parameters are 

introduced to modify existing Bat Algorithm. 

In 2015, author of [134] has proposed a technique of optimization while widening 

scope from single objective to multi-objective objectives in the field of wireless 

sensor networks. The author has focused on optimization of two aspects: area 

coverage and left-over energy of nodes. The aim is to select best-fittest node as cluster 

head. The author has used concept of Bat Algorithm to achieve above-mentioned 

objectives.  

In 2015, researcher of [169] suggested a mechanism to schedule the workflow in 

cloud computing environment, binary Bat Algorithm is used. Resources are assigned 

to tasks in such a fashion, so that overall cost of workflow is minimal. The results are 

compared with Best Resource Selection algorithm and proven to be fifty percent 

better than former.  

In 2015, work mentioned in [2] has described a new technique of wrapper feature 

selection for intrusion detection. The role of intrusion detection is to identify 

malicious and benign packets present in network. To do so, a technique is proposed 

by author, which is hybridization of two machine learning techniques along with 

modified version, i.e. binary version of Bat Algorithm. The motive of this technique is 

to increase attack detection rate and decrease ratio of false alarms raised due to false 

positive detection.  

In 2015, author of [137] has suggested that to improve the performance of automatic 

voltage regulator and load frequency controller, one should work on optimizing 

parameters of proportional integral derivation controller. For the same, author has 

suggested usage of Bat Algorithm and thermal interconnected power system of three 

equal area is considered for simulation. The results are then compared with Genetic 

Algorithm, Artificial Bee Colony, Particle Swarm Optimization and Bacteria 

Foraging Optimization. Zieglar-Nicholas based proportional integral derivation is 
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used as interconnected power system for simulation. For performance evaluation, 

robustness is considered as the parameter. 

In 2015, it has been cited that use of Bat Algorithm to plan training sessions for sports 

person, based on one’ physical and mental strength, recorded via sports watch [77]. In 

future, extraction of relevant and meaningful data from XML files, can be done using 

appropriate data mining techniques. Many researchers have has transformed 

continuous space into binary space, by applying different methods. 

In 2015, author of [204] has suggested the integration of sigmoid function. The real 

and imaginary part of any complex number are updated irrespective of each other, so 

that diversity of solutions and parallelism among multiple operations can be 

increased. In order to increase search space and convergence performance, complex 

number encoding is used. This variant of Bat Algorithm is used to solve large-scale 

and small-scale knapsack problems. Further, to prove the capability of proposed 

algorithm, comparison with existing techniques for solving knapsack problems is 

done. 

In 2015, PSO is hybridized with Bat Algorithm [181].  To attain improved results, 

after each iteration, worst elements of PSO get replaced with best elements of BA and 

vice versa. Back Propagation Neural Network, identifies errors present in hidden layer 

by calculating errors of outer layers. The results of hybrid PSO and BA are compared 

with PSO on six different functions and proven to be better in terms of accuracy and 

convergence rate. 

In 2015, work carried out in [171], localization error is minimized by using range-free 

algorithm, i.e., mobile anchor positioning. To achieve optimization, meta-heuristic 

techniques are applied. This work has thrown light on range-based, range-free, mobile 

anchor-based and hybrid localization techniques. The proposed work is not suitable 

for underwater and indoor setup of ad hoc network. For this, natural extension of bat 

can be explored. This is because bats and frogs have the capability to identify location 

and type of object based on water ripple information.  
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In 2015, researcher focuses on self-adaptive search strategy [186]. To avoid being 

trapped in local solution, randomization approach of initialization of parameters is 

used. Updation of loudness, pulse emission rate and compensation rate affect 

performance of algorithm. Moreover, bat population of this algorithm exhibits 

quantum behavior and offers a wide range of diverse solutions, along with 

improvement in convergence rate.  

In 2015, author has used concept of double sub-population Levy flight to introduce 

this ability to Standard Bat Algorithm [115]. Greedy algorithm is used here. Greedy 

algorithm fails to find global optimal solution. It updates position of solutions, either 

one of two subgroups: external and internal. External subgroup updates position using 

dynamic weight model and internal subgroup updates same using levy flight model. 

Moreover, it is applicable only for unimodal applications, not for multimodal 

applications.  

In 2015, author has proposed Chaotic BSO [11]. It relies on linearly decreasing 

function which is multiplied by chaotic map function to update loudness. The results 

obtained are then compared with Standard Bat Algorithm, Cuckoo Search 

Optimization, Bing bang-big crunch Algorithm, Genetic Algorithm and Gravitational 

Search Algorithm. This algorithm outperforms other metaheuristic approaches in 

terms of obtaining consistently feasible results. 

In 2015, Bat Algorithm is used for optimization of weights and structure of neural 

network [142]. This approach is useful in unravelling other real-world problems like 

pattern recognition. This algorithm focuses on improvement of trade-off between 

exploration and exploitation. The author of [99] has integrated concept of Cloud 

Model, along with Bat Algorithm.  

In 2015, author has focused on re-modeling echolocation model based on foraging 

and habitat. The motive of research done in [40], is to find best system configuration 

while minimizing loss rate. To achieve this, there is a need to select proper state of 

switches. Here, optimal selection of state of switches is accomplished using Bat 
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Algorithm. The efficiency of algorithm is evaluated on thirty-three different bus 

distribution systems and resulted into reduction of 33% loss rate. 

In 2015, author has proposed the technique for feature selection using appropriate 

learning algorithm, to reduce classification error [21]. Metaheuristic techniques are 

proven to be beneficial for solving such kind of problems. Here, author has applied 

Bat Algorithm for achieving optimization in feature/full selection-based model. This 

technique is tested over benchmark datasets of gene expressions. The results have 

proved its applicability and effectiveness on the given problem. 

In 2016, discrete version of Bat Algorithm for solving traveling salesman problem is 

suggested in [203]. Results obtained using this methodology outperforms Standard 

Bat Algorithm. Moreover, results are evaluated using standard benchmark functions 

available at TSPLIB library for symmetric traveling salesman problem. 

In 2017, Bat Algorithm is applied to community detection problem [54]. To avoid 

being trapped into local optimal solution, best among top ‘n’ bats is selected and for 

representation of solution, locus-based adjacency encoding scheme is used.  From 

results, it can be derived that Bat Algorithm is suitable for small scale data-sets. But, 

when large amount of data-sets are involved, Bat Algorithm fails to perform well in 

comparison to other community detection problems. Limitation of basic Bat 

Algorithm lies in diversification of all possible directions of search space. Due to that, 

success rate of BA is less. 

In 2018, author has mapped continuous Bat Algorithm to discrete version of Bat 

Algorithm [206]. The focus is to provide solution to antenna positioning problem, 

which is a NP-hard problem. Here five variants of Bat Algorithm are proposed and 

have been tested using well-known mathematical benchmark functions. The results 

are considered to be better than other existing meta-heuristic techniques. 

After reviewing research work carried out in past, by various researchers, it has been 

identified that there is need of new variants of Bat Algorithm. These variants should 

be suitable for different scenarios. This work primarily focuses on proposal of new 

variants of Bat Algorithm by incorporating biological behavior of bats.  
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Below given work flow is embraced in this research work, to identify research gaps 

based on literature survey: 

 

2.1 Analysis of Survey in which decision regarding the selection of appropriate 

optimization technique is carried out. 

2.2 Comparison of existing optimization techniques and to analyze which of the 

optimization techniques are suitable for solving which type of problem. The 

comparison can be done on the basis of single vs. multiple objective optimization 

problems, constraint optimization problems, conventional or swarm intelligence-

based optimization problem. It should be known in advance that how many 

iterations it will take to produce optimal solution or what could be the population 

size and what will be effect on performance of algorithm, if changes are 

incorporated in underlying concept of the algorithm? 

2.3 Comparison of existing optimization techniques on the basis of time taken or 

number of iterations for obtaining optimal solution or convergence rate. This type 

of analysis will yield result, which focuses on selection of optimization 

algorithm, under different underlying constraints. In this sub-section, research 

gap of existing work is identified. 

 

2.2 Analysis of Survey 

 

In this thesis, literature survey is carried out in two different aspects. One type of 

survey is related to inclusion of biological features/characteristics of bats. Another 

type focuses on applicability of newly developed Bat Algorithm. Newly developed 

variants of Bat Algorithm focus on one of the following advancements: 

 

1. Parameter Initialization: The basic parameters used by Bat Algorithm for obtaining 

optimal solution are frequency, pulse emission rate, velocity, position and 

loudness. The initial value of these parameters matters a lot while targeting optimal 

solution. Adoption of different strategies for initialization of these parameters will 
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definitely affect kind of solution obtained and time taken to obtain that optimal 

result. 

2. Parameter Updation: After the initialization of parameters, one needs to update 

those parameters during the exploration and exploitation phase of Bat Algorithm. 

The way these parameters get updated depends upon either on basic characteristics 

of bats or on inclusion of mathematical algorithms. 

3. Enhancement in Exploration & Exploitation: The way bats explore neighborhood 

search space and obtain local optimal solution, depend upon the advancements 

introduced during exploration and exploitation phase. 

4. Mapping to Binary Search Space: Standard variant of Bat Algorithm is related to 

continuous search space. To extend applicability of Bat Algorithm, numerous 

variants of Bat Algorithm are mapped to discrete versions of Standard Bat 

Algorithm. 

5. Hybridization: To further improve performance of Bat Algorithm, hybridization of 

two or more swarm intelligence-based optimization techniques is done. Moreover, 

few researchers have hybridized Bat Algorithm with conventional optimization 

techniques, to further improve its performance. 

 

2.3 Comparison of existing variants of Bat Algorithm 

 

The review conducted on different variants of Bat Algorithm are mentioned in 

previous section and are summarized in Table 2.1. 

Table 2.1: Comparison of Bat Algorithm variants 

Algorithm Used Modifications Introduced Result Validation 

Guidable Bat 

Algorithm [200] 

1. Velocity and Frequency 

Updation using Doppler Effect. 

2. Low pass Filter to 

filter noise. 

3. Avoid falling into local optima 

using Divers Search 

1. Rastrigin Function 

2.Griewangk Function 

Binary Bat 1. Velocity and Frequency 1. Optical Buffer 
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Algorithm [206] Updation 

2. Use of Transfer Function to 

map Continuous Search Space 

to Binary Search Space. 

Design in 

Optical Engineering 

Bat Algorithm 

[188] 

Standard Bat Algorithm 1. Rosenbrock Function 

2.Ackley Function 

3. Michalewicz 

Function 

Enhanced Bat 

Algorithm [197] 

1. Inertia Weigh Factor to 

avoid premature Convergence 

2. To increase Exploration. 

3.To increase local search 

capability, Invasive Weed 

Optimization is used 

1. Welded Beam 

2. Spring Design 

3. Pressure Vessel 

Design 

Multi-Objective 

Bat Algorithm 

[201] 

Pareto Optimality to increase 

Exploration 

1.Rastrigin Function 

2.Griewangk Function 

Complex Valued 

Bat Algorithm 

[204] 

Enhances Exploration Using Unimodal and 

Multimodal Function 

Bat Algorithm [23] Frequency Tuning and Dynamic 

Control of Exploration and 

Exploitation 

1. Pressure Vessel 

Design 

2.Welded Beam Design 

3. Tension 

Compression Spring 

Design 

Hybridized Bat 

Algorithm 

with Differential 

Evolution [75] 

Addition of Mutation and 

Crossover to avoid trapping 

in local optima. 

Using Convex, 

Seperable 

Non-Seperable, 

Continous 

Unimodal and 
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Multimodal Functions 

Chaotic Bat 

Algorithm [11] 

Parameter initialization is done 

using chaotic sequences, rather 

than random initialization 

1. High Dimensional 

and Low Dimensional 

Functions 

2.Unimodal and 

Multimodal 

Function 

Bat Algorithm [94] Parameter Initialization using 

Fuzzy Logic 

Inverted Pendulum 

Problem 

Double Sub-

population 

Levy Flight Bat 

Algorithm [90] 

Improves Exploration and 

Exploitation 

 

Using Standard 

Functions 

Binary Bat 

Algorithm [67] 

1. RLF algorithm for 

initialization 

2.Sigmoid Function to represent 

continuous space in binary 

encoding 

Graph Coloring 

Problem 

Chaotic BAT 

Swarm 

Optimization [11] 

Loudness computation is done 

using Chaotic Map Functions 

Using Unimodal and 

Multimodal Functions 

Modified Bat 

Algorithm [131] 

Enhances Exploration and 

Exploitation 

Classification of 

Time-Series Prediction 

Dynamic Virtual 

Bat Algorithm [14] 

Enhances Exploration and 

Exploitation 

Using Unimodal and 

Multimodal Functions 

Modified Bat 

Algorithm [77] 

Mapping of Real-valued search 

space to Integer Vector 

Planning of Sports 

Training Sessions 

Discrete Bat 

Algorithm [54] 

Locus based adjacent encoding 

scheme 

Community Detection 

Problem 

Modified Bat 

Algorithm [160] 

1. Increase in Success rate in 

Localization 

Localization in 

Wireless Sensor 
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2.Increase in Exploration Network 

Hybridization of 

PSO 

and Bat Algorithm 

[146] 

Replacement of worst solutions 

of Bat Algorithm with best 

particles of PSO and vice versa 

1. Rosenbrock 

2.Ackley 

3. Griewank 

4.Quadric 

5.Rastrigin 

6.Spherical 

Binary Bat 

Algorithm [170] 

Using Sigmoid Function Scheduling of Jobs in 

Cloud Computing 

Binary Bat 

Algorithm [52] 

To improve Optimum Path Forest 

effectiveness 

Using Standard 

Functions 

Novel Bat 

Algorithm [66] 

Better Habitat Selection technique 

and use of Doppler Effect 

1.Welded Beam Design 

2.Coil Compression 

Spring Design 

3.Speed Reducer 

Design  

Bat Algorithm 

[106] 

Stochastic Optimization based 

Speech Enhancement 

Dual Channel Speech 

Enhancement 

Parallelized Bat 

Algorithm [36] 

Improves Convergence by parallel 

searching best solution in 

subgroups 

 

1.Rastrigin Functions 

2.Griewank Function 

3.Ackley Function 

4.Spherical Function 

Bat Algorithm and 

Cuckoo Search 

[189] 

Standard BAT and Cuckoo 

Search Algorithms 

Gaussian, Cauchy and 

Levy Distribution 

Complex valued 

encoding 

Bat Algorithm 

[204] 

1. Separate Updation of real and 

imaginary part 

2. Use of Sigmoid function 

0-1 Knapsack Problem 

Bat Algorithm 

[104] 

Standard Bat Algorithm Back-propagation 

algorithm of ANN 
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Bat Algorithm with 

recollection [67] 

1. Time-Delay disturbance factor 

2.Time varying velocity inertia 

weight factor 

Graph Coloring 

Problem 

Bat Algorithm 

[155] 

1. Hybridization of Bat Algorithm 

with Mobile Anchor 

Positioning Algorithm 

2.Hybridization of Cuckoo 

Search with Mobile Anchor 

Positioning Algorithm 

3. Hybridization of Firefly 

Algorithm with Mobile Anchor 

Positioning Algorithm 

Localization of 

Wireless Sensor 

Network 

 

2.4 Research Gaps 

 

The shortcomings of various swarm intelligence techniques is that they are 

unsuccessful while maintaining good level of accuracy, optimum precision value and 

faster convergence rate while solving problems and obtaining global optimal solution. 

Though, a perfect equilibrium between intensification (exploitation) and 

diversification (exploration) phases of algorithm is essential. Generally, terms 

‘intensification’ and ‘diversification’ are referred as ‘exploitation’ and ‘exploration’, 

respectively. But these terms are quite different in terms of deployment of strategies 

according to usage of memory. Exploration and Exploitation terms denote those 

strategies which meant for short term and are associated with initial random solutions. 

Whereas Intensification and Diversification terms are associated with medium to long 

term strategies. Another important aspect is to maintain trade-off between these two. 

As insufficient exploration or excessive exploitation may result into breakdown of the 

system, which leads to trapping to local optimal solution instead of global optimal 

solution. Above mentioned issues must be taken care of, so as to make swarm 

intelligence techniques more efficient, consistent and operative, which generates more 

prominent solutions to any single or multi-objective optimization problems. 
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Bat Algorithm relies on assumption of calculating distance between bat and prey, in a 

‘magical way’. In order to obtain optimal solution ‘timely’, while satisfying 

underlying constraints, it becomes important to track movement of prey (target). The 

movement strategy adopted by bats depend upon the movement of prey. Few preys 

tend to move at constant speed and direction, which is predictable to bats. This 

research work is motivated from assumption laid down by author Yang. Another 

research gap that is identified during this research work is that, if multiple prey 

(targets) are present in search space then it affects selection of optimal target. 

Selection of feasible solutions depends upon range between bat and target, and also 

depends upon movement of target.  

 

As per biological features of bats, they adopt different pursuit strategies for capturing 

static prey, target moving at predictable speed and target moving at unpredictable 

speed. This objective primarily focuses on tracking of such preys, which are moving 

erratically, i.e. at unpredictable speed. One more aspect of bats is explored which is 

related to another characteristics of bats. Most of nature inspired optimization 

techniques relies on fact of obtaining optimal solution with collaborative work of 

swarm population. Bat Algorithm is such a nature inspired optimization technique, 

where one bat of a swarm may jam the sound produced by another bat of same swarm 

or it may steal information encoded in sound produced and received echo or by 

entering in ‘silent’ mode. In existing literature survey, presence of other target 

seekers, seeking for optimal solution in same search space is not considered.  

 

2.5 Summary 

 

This chapter has summarized different variants of Bat Algorithm. Also, analysis of 

survey is presented and research gaps. Based on research gaps, new variants can be 

derived. Further, tool used for implementation of proposed objectives is stated in 

previous section. The next chapter will highlight aspects related to investigation of 

Range-Determination based Bat Algorithm variant. 
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CHAPTER 3 

DESIGN AND DEVELOPMENT OF BAT ALGORITHM VARIANT USING 

CONSTANT BEARING STRATEGY 

 

This chapter focuses on first objective of this research work, i.e. “To develop an 

approach for tracking targets moving at predictable speed using Constant Bearing 

strategy”. This chapter presents investigation Range-Determiner Bat Algorithm (RD-

BA) which is inspired from echolocation behavior and flight behavior of bats. 

 

3.1 Inspiration 
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In this work, selection of an optimal target depends upon range between target and 

target seeker, and direction in which target is moving. In this methodology, to 

calculate range between target and target seeker, strategy which is opted by real bat to 

compute distance between target and itself, will be employed. Most of the researchers 

have contributed in this field, by computing distance using hamming code and by 

applying 2-opt and 3-opt to get more optimized result during exploitation phase. To 

develop a new modified version of Bat Algorithm rather than computing fitness value 

using mathematical function, Rosenbrock, a new way of computing distance is 

proposed. The bat makes use of echo-delay estimation data, to compute distance 

between target and itself. Echo-Delay Estimation can be done by using Cross 

Correlation, which will lead to development of new variant of Bat Algorithm. Here, 

focus is on calculation of distance using mathematical technique, Cross Correlation. 

Cross Correlation technique is basically used for evaluating similarity between two 

signals. In this research work, Cross Correlation is used to identify similarity between 

pulse generated and echo received. Real bats have ability to differentiate between the 

multiple echoes received, on the basis of similarity between the pulse generated 

(signal transmitted) and the echoes received. The calculation of “similarity among 

various signals” forms basis of calculating distance between target and real bat. 

 

Till now, in existing work, authors have worked on assumption of calculating distance 

in “some magical way” and no technique is adopted for same. “Range Determination” 

can act as basis for computing “fitness value” and will lead to development of new 

variant of Bat Algorithm (Range Determiner –Bat Algorithm). By considering 

“distance computation” or “range determination” as one of the factors for calculating 

fitness value, others objectives can be achieved.  

 

Fitness value is calculated in terms of distance between bats and all feasible solutions, 

over multiple iterations. After iteration, local optimal solution is selected, whichever 

is having minimum fitness value, as goal is to minimize distance. After obtaining 

local optimal solution, bats will enter exploitation phase and try to obtain global 

optimal solution in neighborhood of local optimal solution. In proposed work, 

exploitation phase will remain as that of Standard Bat Algorithm.  
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Depending upon assumptions and biological features, basic steps of a new variant of 

Bat Algorithm (RD-BA) are explained below and steps of RD-BA are summarized in 

Figure 3.1. 

 

3.2 Range Determiner-Bat Algorithm 

 

Step 1: Initialization 

 

Given bat population is ‘n’ and dimension of search space is represented as ‘D’. The 

initial bat population is represented by {b1,b2,b3,……,bn} and its parameters are 

initialized randomly. The parameters of bat population include following: 

 

1. Position of bat population is represented as {x1,x2,x3,…..xn}. 

2. Minimum and Maximum frequency is denoted by fmin and fmax, respectively. 

3. Frequency of bat population is represented as {f1,f2,f3,…..fn}. 

4. Velocity of bat population is represented as {v1,v2,v3,…..vn}. 

5. Pulse Emission Rate of bat population is represented as {r1,r2,r3,…..rn}. 

6. Loudness of bat population is represented as {A1,A2,A3,…..An}. 

 

After initialization of bat population and its parameters; based on nature of solution, 

either static (stationary) or dynamic (changing/moving); selection of Bat Algorithm 

variant is done. In case of stationary solution, Standard Bat Algorithm is applied to 

obtain optimal result; otherwise proposed variant of Bat Algorithm will be used. 

 

Step 2: Computation of Fitness Value 

 

To compute fitness value of Standard Bat Algorithm, mathematical function 

Rosenbrock is used. In this research work in order to compute fitness value of 

proposed Bat Algorithm variant, following step have been implemented: 

1): Bats will produce sound and wait for echo.  

2): Once the bat receives echo, it will try to detect presence of obstacle on way. 
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3): If any obstacle is present, attenuation will affect echo and some delay will be 

incurred. 

RSi= (SSi * α) +β 

where RSs and SSi represents received signal and sent signal and α represents 

attenuation factor and β represents delay incurred. 

4): In absence of obstacle, delay will be considered in the received sound. 

RSi= SSi+β 

5): Artificial bats will then compute cross correlation between pulse emitted and echo. 

[Corr,Lags]= xcorr(SSi, RSi) 

6): Among all emitted pulses and received echoes, whichever is having minimum 

similarity will be considered as actual echo of pulse emitted. 

Delay_Samples= Lags(find(Corr==max(Corr))) 

7): Based on that, delay samples and time samples will computed, which will be used 

to compute distance. 

 

Step 3: Exploration Phase 

 

During this phase, for ‘m’ number of iterations, artificial bats will move randomly in 

search space and generate new solutions to explore for obtaining optimal solution, by 

adjusting parameters, using below given instructions. The equations (1) to (5) update 

frequency, velocity, position, loudness and pulse emission rate of each bat.  
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Figure 3.1: Process Flow Diagram of Range-Determiner Bat Algorithm 

 

fi=fmin + (fmax-fmin)* β      -(1) 

vi
t= vi

t-1 + (xi-xbest) * fi      -(2) 

xi
t=xi

t-1 + vi
t       -(3) 

Ai
t+1=0.9*Ai

t       -(4) 

ri
t+1= ri

t *(1-exp(-1*0.9*i))      -(5) 
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Step 4: Exploitation Phase 

 

During this phase, search space in neighborhood of local optimal solution is exploited 

to obtain global best solution. The artificial bats will move in random directions to 

check for feasible solutions. If fitness value of any solution is minimum than currently 

selected local optimal solution, then it will be treated as best solution. Best solutions 

obtained for all iterations are ranked and solution having minimum fitness value is 

selected as global optima.  

 

3.3 Computer Simulation and Discussion 

 

It is evident from pseudo code, that it is easy to implement concept of Bat Algorithm 

using any programming language. In this research work, MATLAB is used as 

programming language to implement RD-Bat Algorithm.  

 

3.3.1 Set-up of Execution environment 

 

The main parameters of Bat Algorithm and its variants are frequency, loudness, pulse 

emission rate, position and velocity. Initial values assigned to these parameters play a 

major role during exploration and exploitation phase of algorithm, while obtaining 

global optimal solution. These parameters are represented using mathematical 

notations, as depicted in Table 3.1. Summary of parameters, along with their 

description and initial values are also mentioned in Table 3.1. Considering literature 

available, initial value of above-mentioned parameters are decided. 

 

 Bat Population ‘n’: Result Validation is carried out by varying bat population 

between 25 and 100, with the interval of 25. 

 Frequency ‘f’: The movement of bats is based on the frequency. The lower and 

higher bound used are 0 and 2 respectively. 
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 Loudness ‘A’: The value of this parameter is dependent on selection of α. Here, 

α=0.9, which helps in computing loudness parameter, which helps in accepting new 

feasible solutions. 

 Pulse Emission Rate ‘ri’: The value of constant β is fixed to 0.9 to obtain value of 

this parameter. ri keeps on increasing, as artificial bats start moving towards global 

optimal solution. 

 Number of Iterations ‘m’: The number of iterations is varied over [250, 500, 

750,1000]. 

Table 3.1: Parameters of RD-Bat Algorithm 

Parameter Notation Value 

Bat Population N [25 50 75 100] 

Pulse Emission Rate ri 0.5 

Loudness Ai 0.25 

Lower Bound Frequency fmin 0 

Upper Bound Frequency fmax 2 

Number of Iterations M [250 500 750 1000] 

Loudness Constant Α 0.9 

Pulse Emission Constant Β 0.9 

 

Performance evaluation of Bat Algorithm can be done in two ways: achieve higher 

accuracy in finite number of rounds or for fixed number of rounds, compute the 

accuracy of the algorithm. Apart from this, one can evaluate performance based on 

accuracy rate, number of fitness function evaluations, comparison of mean value, best 

value, worst value, median of series and standard deviation, by varying initial values 

of constants and dimensions. In Standard Bat Algorithm, performance is evaluated by 

executing over multiple iterations, till higher value of accuracy is not achieved. But, 
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in this research work, RD-Bat Algorithm is executed for predefined finite number of 

rounds to calculate accuracy of algorithm. 

 

Table 3.2: Result Evaluation of RD-Bat Algorithm w.r.t. Standard Bat Algorithm 

 

 

The RD-Bat Algorithm is executed for 25 times to produce results, so that some 

statistical comparison can be carried out. Here, results are shown for bat population 

ranging from 25 to 100. Each bat population is iterated over 250, 500, 750 and 1000 

times and results are recorded at end. Table 3.2 shows optimization results with 

different bat population over different iterations. For evaluation, α and β have been 

assigned with 0.9 value for all iterations. 

 

3.3.2 Initialization of parameters and performance study 

 

For N=25, it has been observed from results that for lesser number of bats, optimal 

results can be obtained even with 250 iterations.  In case of a greater number of 

iterations, bats will keep on searching for the optimal solution unnecessarily.  
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For bat population, N=50, maximum number of iterations required to obtain optimal 

result are 750. The graphical representation for bat population 25 and 50 is presented 

in figure 3.2 and 3.3. It is evident for bat population 25, with increase in number of 

iterations, more optimal result is obtained. Higher number of iterations force bats to 

update parameters and avoid getting trapped in local solution. 

 

 

Figure 3.2: For 25 bat population, over [250, 500, 750, 1000] iterations, comparison 

of Standard Bat Algorithm vs. RD-Bat Algorithm 

 

Figure 3.3: For 50 bat population, over [250, 500, 750, 1000] iterations, comparison 

of Standard Bat Algorithm vs. RD-Bat Algorithm 
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For 250 iterations, best solution can be obtained using 100 bat population and for 500 

iterations, best solution can be obtained using 75 bat population. While comparing the 

mean values obtained for RD-BA in comparison to Standard Bat Algorithm, there is a 

significant improvement of 16 % and 17% over 250 and 500 iterations respectively. 

As bat population increases, better results can be produced by using proposed RD-Bat 

Algorithm. Moreover, in comparison to Standard Bat Algorithm, proposed RD-Bat 

Algorithm shows better convergence rate. 

 

 

Figure 3.4: For 75 bat population, over [250, 500, 750, 1000] iterations, comparison 

of Standard Bat Algorithm vs. RD-Bat Algorithm 

 

Figure 3.4 and 3.5 reflects comparison of Best value, Mean value, Median of series, 

Worst value and Standard Deviation of Bat Population equal to 75 and 100 over [250, 

500, 750, 1000] iterations for Standard Bat Algorithm and RD- Bat Algorithm, for 

dimension D=3 and 25 independent runs. The value of best value, median of series, 

worst value, mean value and standard deviation are shown on x-axis and equivalent 

fitness values are shown on y-axis. Here, best represents minimum fitness value and 

worst being the maximum fitness value obtained. 
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In case bat population of 75, optimal results can be obtained over 500 and 750 

iterations. It can be concluded that for lesser number of bats, iterations may range up 

to 500, but for greater number of bats, optimal results can be achieved at earlier stage 

of exploration and exploitation phase.  Results obtained over 500 and 750 iterations 

are improved by 17%. 

 

 

Figure 3.5: For 100 bat population, over [250, 500, 750, 1000] iterations, 

comparison of Standard Bat Algorithm vs. RD-Bat Algorithm 

 

Over 1000 iterations, best solution can be obtained using 50 bats. Moreover, there is a 

significant advancement of 18% in the results of RD-BA in comparison to Standard 

Bat Algorithm. 

 

3.4 Applicability of RD-Bat Algorithm 

 

Load balancing in Cloud Computing environment has gained popularity in recent 

years. So, here to balance load among virtual machines and to evaluate performance 

on real world problem, RD-Bat Algorithm is applied. Steps for balancing load among 

virtual machines in Cloud Computing using Modified Bat Algorithm are mentioned in 

Algorithm 3.1. There are four main phases of Modified Bat Algorithm, which 
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includes- Initialization of Parameters, Computation of Fitness Value, Selection of 

Optimal VM and Ensuring optimal VM is not overloaded. 

 

 

3.4.1 Results & Discussions 

To evaluate performance of Modified Bat Algorithm while selecting optimal virtual 

machine, results are contrasted with results of Standard Bat Algorithm when applied 

for balancing load in cloud computing scenario. Here number of jobs/tasks to be 

assigned to available virtual machines are varied over [10, 15, 20] and bat population 

is varied over [10, 15, 20] for minimum 10 iterations. Results are compared using 

standard deviation, mean, median, best and worst values of results obtained for 

Standard Bat Algorithm as well as Modified Bat Algorithm.  

 

Algorithm 3.1: Modified Bat Algorithm 

Data: Input number of bats, N and Number of Virtual Machines, V. 

Set min_freq, max_freq, velocity, pulse emission rate, loudness and position for 

entire bat population. 

Result: Selection of best suited virtual machine 

Begin  

      For i = 1 to V 

             Calculate fitness value of every available virtual machine V. 

1. Deploy ‘N’ number of bats, where each bat is responsible for computing the 

fitness value of V which is present in search space. 

2. Every bat will emit pulse and received echo for the computation of distance. 

3. Detect the presence of any obstacle. If present, delay, β, and attenuation, 

α, will affect the solution, as per following equation. 

 Echoi= (Pulse_Emittedi * rand1) +rand2 
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      else 

       Echoi= Pulse_Emittedi+rand2 

4. Compute the similarity among sound produced Pulse_Emittedi and Echoi 

using mathematical function, cross correlation and compute delay samples. 

[Correlation]= xcorr(Pulse_Emittedi, Echoi) 

DelaySample= Lags(find(Correlation==maximum(Correlation))) 

5. Distance can be computed, using DelaySample and TimeSample. 

6. Select solution as a best which is having minimum fitness value. 

end for 

Select optimal virtual machine as local solution, having minimum fitness value. 

for i=1 to V 

           if VMi == visited VM( i, : ) 

Increment variable and check for other VM’s assigned load. 

     end if 

Rank the best virtual machine and select the best among all. 

End 

Figure 3.6: Pseudocode Modified Bat Algorithm for Cloud Computing environment 

To avoid such a situation, advancement is introduced in Modified Bat Algorithm, 

where selected optimal virtual machine will not be assigned any task for evaluation, if 

its existing task count is exceeding threshold value.  

Table 3.3: Performance Evaluation of Modified Bat Algorithm-OOVM on the basis of 

Execution Time 
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The results of Modified Bat Algorithm- Overloaded Optimal Virtual Machine 

(OOVM) for overloaded optimal virtual machine on the basis of execution time and 

cost are shown in Table 3.3 and 3.4 respectively. While evaluating results of Modified 

Bat Algorithm-overloaded optimal virtual machine variant, it has been observed that it 

has lesser cost and less variation in values of standard deviation in comparison to 

results obtained using Standard Bat Algorithm for solving same problem, if 10 bats 

are used for 10 virtual machines.  

Table 3.4: Performance Evaluation of Modified Bat Algorithm-OOVM on the basis of 

Cost 
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In case of 15 virtual machines, one should prefer deployment of 15 bats, as it aims at 

lesser standard deviation values at lesser cost. For 20 virtual machines, cost increase 

as number of bats increases. So, optimal solution can be obtained by deploying 15 

bats. 

 

Figure 3.7 represents varying values of performance evaluation parameters for 10 

virtual machines and varying bat population from 10, 15 and 20. Similarly, Figure 3.8 

and 3.9 represents results for 15 and 20 virtual machines for varying bat population, 

respectively.  
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Figure 3.7: Comparison of Execution Time of Modified Bat Algorithm w.r.t. Standard 

Bat Algorithm for Bat Population=10 

 

It has been noticed that while applying Standard Bat Algorithm for balancing load of 

VM’s, for 10 VM’s, if lesser number of bats are deployed, still an optimal result can 

be obtained with lesser cost, but standard deviation of the obtained results is high. 

But, when 15 VM’s are considered and 10 bats are deployed, it has been noticed that 

standard deviation is high, but cost is less. If 15 bats are deployed for 15 VM’s, 

standard deviation is reduced but cost is increased, whereas using 20 bats for 15 VM’s 

are not suitable due to increase in cost and standard deviation. So for 15 VM’s, 15 

bats should be deployed for optimal result. 
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Figure 3.8: Comparison of Execution Time of Modified Bat Algorithm w.r.t. Standard 

Bat Algorithm for Bat Population=15 

 

 

Figure 3.9: Comparison of Execution Time of Modified Bat Algorithm w.r.t. Standard 

Bat Algorithm for Bat Population=20 

 

Considering 20 VM’s and deployment of 10 bats, there will be trade-off between 

standard deviation and cost. Standard deviation will increase and cost will decrease. If 

number of bats are increased from 10 to 15 for 20 VM’s, then standard deviation will 
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decrease and cost increases. For 20 bats, standard deviation and cost both increases. 

So, for 20 VM’s, 15 bats are suitable to obtain optimal results. 

 

 

Figure 3.10: Comparison of Cost of Modified Bat Algorithm w.r.t. Standard Bat 

Algorithm for Bat Population=10 

 

Results evaluated on basis of cost incurred during entire process are depicted in 

Figure 3.10, 3.11 and 3.12. Figure 3.10 represents varying values of performance 

evaluation parameters for 10 virtual machines and varying bat population from 10, 15 

and 20. Similarly, Figure 3.11 and 3.12 represents results for 15 and 20 virtual 

machines for varying bat population, respectively. 

 

As depicted in Figure 3.10, cost of selecting optimal virtual machine is lesser than 

Standard Bat Algorithm. The results which are computed on basis of best, worst, 

median, mean and standard deviation values by varying number of bats present in bat 

population and number of virtual machines are represented in graphs. For 10 virtual 

machines, 15 bats have yielded better results at lesser cost than Standard Bat 

Algorithm. But, the variation among the solution obtained has not been improved 

when compared with Standard Bat Algorithm. 
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Figure 3.11: Comparison of Cost of Modified Bat Algorithm w.r.t. Standard Bat 

Algorithm for Bat Population=15 

 

For 15 virtual machines, 10 bats are sufficient to produce efficient results at lesser 

cost than Standard Bat Algorithm. Moreover, the standard deviation at this step is also 

improved when compared with Standard Bat Algorithm. 

 

 

Figure 3.12: Comparison of Cost of Modified Bat Algorithm w.r.t. Standard Bat 

Algorithm for Bat Population=20 
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It has been noticed that for 20 virtual machines, 10 bats are able to produce promising 

results at lesser cost in comparison to Standard Bat Algorithm. Considering the 

standard deviation, it is same as that in the case of Standard Bat Algorithm. 

 

While evaluating performance on basis of Execution Time, it has been observed that 

variation among optimal results obtained is reduced and difference between execution 

time of Standard Bat Algorithm and modified Bat Algorithm-OOVM version is 

almost negligible up to two decimal points. It is evident from results that Modified 

Bat Algorithm-OOVM has produced more optimal results in comparison to Standard 

Bat Algorithm while considering cost as the factor. 

 

3.5 Summary 

 

With rapid advancements introduced in field of IT and necessity of optimization has 

motivated to develop another variant of Bat Algorithm. Various researchers have 

contributed in this field, either by including biological features of real bats or by using 

mathematical functions or by doing hybridization with other algorithms. In this work, 

inclusion of biological characteristics of real bats is done to provide optimal result. In 

Standard Bat Algorithm, assumption is to compute distance in “some magical” way.  

So, motive of this work is to develop such a variant of Bat Algorithm. The main focus 

is to compute fitness value on the basis of “distance” as parameter, rather than 

considering any mathematical function. The experimental results show that RD-BA 

performs in improved fashion as compared to other algorithms. The reason behind 

this is that RD-BA computes distance and does not rely on any assumption. The 

results of RD-Bat Algorithm have motivated to explore other biological features of 

real bats, so that new variants of Bat Algorithm can be developed, which will further 

improve performance of algorithm and achieve higher level of accuracy while finding 

optimal solution of problem. An extension to this work is to consider existence of 

multiple bats to solve problems with multiple objectives. According to bats biological 

behavior, existence of one bat will affect the targeting behavior of another bat existing 

in same search space. By considering this behavior of bats, a new variant can also be 

developed.  
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CHAPTER 4 

DESIGN AND DEVELOPMENT OF BAT ALORITHM VARIANT USING 

CONSTANT ABSOLUTE TARGET DETECTION STRATEGY 

 

This chapter focuses on second objective of this research work, i.e. “To develop an 

approach for tracking erratically (unpredictably) moving targets using Constant 

Absolute Target Detection strategy”. This chapter presents investigation of proposed 

Constant Absolute Target Detection strategy inspired Bat Algorithm (CATD-BA) 

which is inspired from echolocation behavior and flight behavior of bats.  

4.1 Motivation 

 

Bats are a diversified group of microchiroptera and nocturnal types of mammals, 

having 1100 species around the world, which are capable of continued flight. These 

bats are capable of flying at 40 kilometers per hour. These bats are only mammals, 

which are adaptable to different flight strategies and can detect presence of target 

using echolocation. Based on echolocation, bats compute distance between 

themselves and prey using time delay estimation technique. Echolocation also helps 

bats in determining range, angular direction and relative velocity. Bats can also create 

3-dimensional picture of surrounding, studied and proved by [73]. The search space of 

bats depends upon search cone angle, shaped from mouth of bat. Larger the angle, 

more the search space and hence increases exploration. As per study carried out by 

[51], it has been proved that bats have capability to differentiate between various 

objects by echolocation. Another research carried ‘out by [81] bats can even perceive 

target shape by emitted signal. Constant Bearing and Constant Absolute Target 

Detection are two interception strategies which are followed by bats while targeting 

preys moving at predictable and erratically unpredictable speed, respectively. The 

author of [101] has mentioned about these interception strategies in their research 

work. Literature suggests that avoiding predators, prey capturing and targeting prey 

having more energy level (optimal selection of prey), are primary cause of evolution 

of adopting different flight behaviors. Bats target their prey’s using either constant 
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bearing (CB) flight strategy or constant absolute target detection (CATD) flight 

strategy. For instance, to capture prey’s moving at predictable speed, bats adopt CB 

flight strategy and to capture prey’s moving erratically, i.e. unpredictable speed, bats 

adopt CATD flight strategy. This intelligent flight behavior of bats is main source of 

motivation for proposed algorithm. In this work, pursuit strategy of bats is modeled 

mathematically to present a new variant of Bat Algorithm for achieving further 

optimized solution. 

 

4.2 Constant Absolute Target Detection Strategy 

 

Bats have fleeting time frame window within which, they have to detect presence of 

prey (object), identify the location of its (prey’s) presence and capture it. Prey moving 

erratically and adopting unpredictable flight behavior, build pressure on bat and 

enforces implementation of such flight strategy which is appropriate to capture such 

prey and reduces ‘time to capture’. For the same, Constant Absolute Target Detection 

flight strategy is adopted. Till date, there is no flight strategy which offers global 

minimum intercept time for such erratically moving targets. The concept of CATD is 

shown in Figure 4.1. 
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Figure 4.1: CATD strategy to intercept prey [101] 

The prey (target) starts at position U(t) which is moving erratically, varying both 

speed and direction, whereas bat starts at position U′(t). Bat follows time optimum 

path by adjusting its movement, locally. The bearing lines drawn from bat to prey 

(target) (U′(t) and U(t)) remain parallel to each other, while prey bearing (ϕ) and bat’s 

direction (θ) may change continuously. All values of α and θ are measured with 

respect to an external reference. 

 

4.3 New Variant of Bat Algorithm (CATD-BA) 

The description of proposed algorithm (CATD-BA: Constant Absolute Target 

Detection-Bat Algorithm) is categorized into different phases. The explanation of all 

phases is given below and flow diagram is depicted in Figure 2. 

Step 1: Initialization Phase 

Given that population of bats is represented by ‘M’ and population of prey’s (targets) 

is represented as ‘N’. Initial population of bats are represented by 

{BP1,BP2,BP3,……,BPM} and prey’s (targets) population are represented by 

{TO1,TO2,TO3,……,TON}. Following factors are considered as the parameters of 

each bat present in search space: 

 Position of each bat present in search space is represented as xip. 

 fmin and fmax represent the minimum and maximum frequency adopted by bats 

while capturing targets. 

 Frequency of each bat present in search space is represented as fi. 

 Velocity of each bat present in search space is represented as vip. 

 Pulse Emission Rate of each bat present in search space is represented as rip. 

 Loudness of each bat present in search space is represented as aip. 

 

Parameters of prey (target) include only Velocity and Position and are represented as 

follows: 

1. Velocity of each prey present in search space is represented as vie. 
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2. Position of each prey present in search space is represented as xie. 

 

The parameters of both prey’s and bat population are initialized using equations (1)-

(5). 

fi=fmin+ (fmax-fmin)*α   -(1) 

vip
t=vt

*e + (xip
t –x*p) *fi  -(2) 

xip
t=xip

t-1 +vip    -(3) 

vie
t= vie

t-1 + (xie
t –x*e

t)* β  -(4) 

xie
t= xie

t-1 +vie
t    -(5) 

 

Depending upon movement of prey, selection of appropriate interception strategy 

during flight is adopted. Two cases are considered: Case 1: If prey is moving at 

predictable speed, use Constant Bearing flight strategy. Case 2: If prey is moving 

erratically (unpredictable speed), use Constant Absolute Target Detection Strategy. 

Once movement of prey is determined, appropriate flight strategy is adopted by bat 

to capture prey. The motive behind adoption of different flight strategies is to 

minimize time to capture prey. In presence of multiple preys, computation of their 

fitness value is carried out in next phase. 

Step 2: Fitness Evaluation 

Bats are considered to be intelligent mammals, which assess energy level (fitness 

value) of their prey, before capturing them. This evaluation is carried out on basis of 

energy levels (i.e. fitness value). In this research work, to compute fitness value, 

distance between bat and prey is considered as factor. Longer the distance, higher 

will be fitness value and vice versa. To compute fitness value in proposed 

algorithm, following steps will be carried out: 

1): Bats emit pulse and wait for echo.   

2): On reception of echo, bats will evaluate received signal and try to identify 

presence of any obstacle, on the way. 

3): In presence of obstacle, echo received will be attenuated and delay will be 

incurred. 

Echoi= (Pulse Emittedi * α) +β -(6) 

where α represents attenuation factor and β represents delay incurred. 
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4): In absence of obstacle, delay will be incurred in reception of emitted pulse. But 

effect of attenuation will be negligible. 
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Algorithm 4.1: CATD-BA 

Data: Initialize bat population as i, position of bat as xp, 

velocity as vp, loudness as ap and frequency as fp. 

Initialize target position as xe and velocity as ve. 

Result: Optimized Solution 

Begin 

Set maximum number of iterations and represent it using max_iter. 

while (curr_iter<max_iter) 

Generate new solutions by updating frequency, position and velocity of bat, as 

mentioned below. 

fi=fmin+ (fmax-fmin)*α   -(1) 

vip
t=vt

*e + (xip
t –x*p) *fi  -(2) 

xip
t=xip

t-1 +vip    -(3) 

Target generates new position to forward in search space, by using following 

equations. 

vie
t= vie

t-1 + (xie
t –x*e

t)* β  -(4) 

xie
t= xie

t-1 +vie
t    -(5) 

if (rand> ri) 

     Select the best solution among all solutions. 

Generate local solution around the selected best solution. 

end if 

if ((rand<aip) && (f(xip) < f(x*)) 

Accept new solution. 

Increase rip and decrease aip. 

end if 

Rank the bats and find current best solution xi. 

end while 

Post Process results. 

End 

Figure 4.2: Pseudocode of CATD-BA 



Echoi= Pulse Emittedi+β   -(7) 

5): Similarity of emitted pulse and received echo will be computed using concept of 

cross correlation. 

[Correlation,Lags]=xcorr(Pulse Emittedi,Echoi) -(8) 

6): Bats may receive multiple echoes for same emitted pulse. To identify accurate 

echo, bats apply maximization function to similarity index. The echo which satisfies 

this maximization similarity index, will be considered and corresponding delay 

samples will be used for computation of time samples, which will be further used to 

compute distance. 

Delay=Lags(find(Correlation==max(Correlation)))  -(9) 

7): Time Samples are computed using frequency samples, as per equation (10). 

Ts=1/fs                    -(10) 

Where Ts represents Time Samples and fs represents Frequency Samples. 

8): Total time consumed in emitting pulse and receiving echo is computed as per 

equation given below. 

                      time=delay_samples*Ts              -(11) 

9): To compute distance between target (prey) and Bat, equation (12) is used. 

distance = speed*time          -(12) 

Step 3: Exploring Search Space 

During this phase, bats randomly fly in search space and emit pulse to produce novel 

solutions. These newly generated solutions should fulfil criteria of fitness function. To 

obtain new solutions, bats have to adjust its parameters, as per the equations (1)-(3) 

and bats compute fitness value, using equations (6)-(9). As preys are moving 

erratically, so they have to adjust their own speed and position, as per equation (4) 

and (5). 

Step 4: Generation of New Solutions 

Once local optimal solution is obtained, next task of bats is to obtain global optimal 

solution. For this, bats explore the neighborhood of local solution and update their 

parameters using below given equations: 



 

Li
t+1=0.9*Li

t       -(13) 

Pi
t+1= Pi

t *(1-exp(-1*0.9*i))     -(14) 

During this phase, bats emit pulse randomly, in neighborhood and wait for echo. On 

reception of echo, if fitness value of randomly selected solution is minimum, than 

fitness value of local optima, then new solution is accepted and existing local solution 

is discarded and this way global solution is obtained. 

Step 5: Flight Behavior Strategy 

Bats adopt different flight strategies depending on maneuver of prey. In the past, two 

types of flight strategies are adopted by different animals or humans while playing 

football. Constant Bearing strategy is generally adopted when prey is moving at 

constant speed (i.e. at predictable speed), whereas Constant Absolute Detection 

Strategy is adopted when prey is moving erratically (i.e. at unpredictable speed). In 

this research work, preys are considered to be flying at unpredictable speed, so 

proposed algorithm has adopted CATD flight strategy to capture prey (i.e. to obtain 

the optimal solution) in lesser time. 

Step 6: Stopping Criteria 

To optimize solution, one can either execute program till highest count of iterations or 

optimum solution is not obtained. In this research work, numbers of iterations are 

varied over [250, 500, 750, 1000] and optimal solution obtained during these 

iterations for varied number of bats are discussed in next section. 

 

4.4 Performance Evaluation of CATD-BA 

The proposed algorithm (CATD-BA) is implemented using MATLAB. Performance 

Evaluation of an algorithm is done in two ways. First, algorithm is evaluated for fixed 

number of iterations. Secondly, algorithm is evaluated till optimal solution of problem 

is not obtained. Xin She Yang has adopted later case to assess performance of 

Standard Bat Algorithm. Here, to assess performance of an algorithm, number of 

iterations is set to be finite. The proposed algorithm is executed for 25 times, while 

varying number of iterations over [250, 500, 750, 1000] and bat population is varied 



 

over [25, 50, 75, 100]. Parameters and their initial values used for describing bat 

population are mentioned in Table 4.1. 

 

Table 4.1: Parameters of CATD-Bat Algorithm 

Parameter Notation Value 

Bat Population N [25 50 75 100] 

Pulse Emission Rate ri 0.5 

Loudness Ai 0.25 

Lower Bound Frequency fmin 0 

Upper Bound Frequency fmax 2 

Number of Iterations M [250 500 750 1000] 

Loudness Constant Α 0.9 

Pulse Emission Constant Β 0.9 

Number of best solution selected Nsel 1 

 

Table 4.2 describes result comparison of Standard Bat Algorithm and CATD-BA. 

Performance evaluation is carried out by considering mean, median, worst, best and 

standard deviation (SD) values for diverse bat population and varying count of 

iterations. Selection of initial values and constants α and β is done considering 

research work carried out by different researchers and 0.9 value assigned to these 

constants yield more promising results. The result evaluation is done according to 

number of bats deployed for obtaining optimal results. 

 

From Table 4.2, it has been concluded that best optimal solution is obtained over 250 

iterations for bat population= 25. As number of iterations increase, it will not yield 

more optimal results.  Mean value for 25 bats keep increasing with increase in count 

of iterations, till count of iterations does not reach 750. But for 1000 iterations, mean 

value decreases. Lesser the value of standard deviation, lesser is the variation among 

data samples. Over 250 iterations and for 25 bats, there is minimum value of standard 

deviation. The standard deviation keeps increasing for 500, 750 and 1000 iterations.  

The dissimilarities among feasible solutions keep increasing with increase in number 

of iterations, as bats keep exploring different directions for possible solutions. This 



 

analysis suggested that for 25 bats, 250 iterations are sufficient to produce optimal 

results. So, there is no need to evaluate for more number of iterations. 

 

Table 4.2: Performance Evaluation of Proposed Algorithm (CATD-BA) with respect 

to Standard Bat Algorithm (BA) 

 

The solutions obtained after applying Standard Bat Algorithm and Proposed 

Algorithm over different iterations for 25 bats are depicted in Figure 4.3. 



 

 

Figure 4.3: Result Evaluation of CATD-BA w.r.t. Standard Bat Algorithm for bat 

population=25 

 

For bat population 50, best solution is obtained for 500 iterations. If number of 

iterations goes beyond 500, Standard Bat Algorithm is unable to produce more 

optimal results. But, for 1000 iterations, algorithm is able to produce similar solutions.  

In case of proposed algorithm, it has been noticed that for 50 bats, 500 iterations are 

sufficient to generate optimal and better solutions than Standard Bat Algorithm. There 

is significant improvement of 20%, which is reflected from results shown in Table 

4.2. The corresponding standard deviation of proposed algorithm over 500 iterations 

is 0.2669. Standard deviation over 1000 iterations is 0.2113. But when compared with 

standard deviation over 500 iterations, there is a huge difference with respect to 

standard deviation over 1000 iterations. Considering this difference, usage of 500 

iterations for obtaining results seems fruitful for obtaining results. The results are 

depicted in Figure 4.4. 

 



 

 

Figure 4.4: Result Evaluation of CATD-BA w.r.t. Standard Bat Algorithm for bat 

population=50 

 

Figure 4.5: Result Evaluation of CATD-BA w.r.t. Standard Bat Algorithm for bat 

population=75 

Considering worst values, 500 iterations are required to obtain optimal results for bat 

population lies in range of [25, 50, 75]. For selection of optimal solutions, best values 

are considered in this research work. For 75 bats, 500 iterations serve the purpose of 

obtaining optimal solution. The graphical format of results for 75 bats are shown in 

Figure 4.5. 



 

 

Figure 4.6: Result Evaluation of CATD-BA w.r.t. Standard Bat Algorithm for bat 

population=100 

 

In consideration to worst values, there is very minute difference in worst case values 

obtained for 250 and 1000 iterations. The variation among feasible solutions also 

varies for different number of iterations. For 250 iterations, standard deviation is 

0.1774 and for 1000 iterations, standard deviation is 0.1749. Results obtained for 100 

bats fail to outperform results obtained by 75 bats. Moreover, standard deviation for 

different iterations is less varied for different bat population. The results are depicted 

in graphical format in Figure 4.6. 

 

4.5 Comparison of CATD-BA with RD-Bat Algorithm 

 

Results of CATD-Bat Algorithm are then compared with results obtained using RD-

Bat Algorithm, another variant developed in this research work. Table 4.3 depicts 

results obtained for various parameters like best, median, mean, worst and standard 

deviation for different bat population varying over different number of iterations. 

 

 

Table 4.3: Performance Comparison of RD-Bat Algorithm and CATD-Bat Algorithm 



 

 

 

From Table 4.3, it has been concluded that best optimal solution is obtained over 250 

iterations for bat population equal to 100. As number of iterations increase, it will not 

yield more optimal results.  Mean value for 25 bats provides promising result over 

250 iterations. But for 1000 iterations and bat population equal to 50, optimal mean 

value can be obtained, i.e. 0.2518. Lesser the value of standard deviation, lesser is the 

variation among data samples. Over 250 iterations and for 100 bats, there is minimum 

value of standard deviation, i.e. 0.136. The standard deviation keeps increasing for 

500, 750 and 1000 iterations.  The dissimilarities among feasible solutions keep 

increasing with increase in number of iterations, as bats keep exploring different 

directions for possible solutions. This analysis suggested that for 25 bats, 1000 

iterations are sufficient to produce optimal results. So, there is no need to evaluate for 

more number of iterations.  Moreover for 75 bats, 500 iterations will be sufficient to 

produce optimal solution. For 100 bats over 1000 iterations, best solution can be 

obtained, within standard deviation of 0.129. The solutions obtained after applying 

Standard Bat Algorithm and Proposed Algorithm over different iterations for 25 bats 

are depicted in Figure 4.7. 



 

 

 

Figure 4.7: Result Evaluation of CATD-BA w.r.t. RD-Bat Algorithm for bat 

population=25 

 

For bat population 50, best solution is obtained for 500 iterations. If number of 

iterations goes beyond 500, Standard Bat Algorithm is unable to produce more 

optimal results, which satisfy minimization criteria of fitness functions. In case of 

CATD-BA, it has been noticed that for 50 bats, 1000 iterations are required to 

generate optimal and better solutions than Standard Bat Algorithm. There is 

significant improvement of 4%, which is reflected from results shown in Table 4.3. 

The corresponding standard deviation of proposed algorithm over 500 iterations is 

0.267. Standard deviation over 1000 iterations is 0.2114. But when compared with 

standard deviation over 500 iterations, there is very minute difference with respect to 

standard deviation over 1000 iterations. Considering this difference, usage of 500 

iterations for obtaining results seems fruitful for obtaining the results. The results are 

depicted in Figure 4.8. 

 



 

 

Figure 4.8: Result Evaluation of CATD-BA w.r.t. RD-Bat Algorithm for bat 

population=50 

 

 

Figure 4.9: Result Evaluation of CATD-BA w.r.t. RD-Bat Algorithm for bat 

population=75 

 

Considering worst values, 750 iterations are required to obtain optimal results for bat 

population lies in range of [25, 50, 75]. For selection of optimal solutions, best values 

are considered in this research work. For 75 bats, 750 iterations serve the purpose of 

obtaining optimal solution. The graphical format of results for 75 bats is shown in 



 

Figure 4.9.In consideration to worst values, there is very minute difference in worst 

case values obtained for 250 and 1000 iterations. The variation among feasible 

solutions also varies for different number of iterations. For 250 iterations, standard 

deviation is 0.19532 and for 1000 iterations, standard deviation is 0.19896. Results 

obtained for 100 bats fail to outperform results obtained by 75 bats. Moreover, 

standard deviation for different iterations is less varied for different bat population. 

The results are depicted in graphical format in Figure 4.10. 

 

 

Figure 4.10: Result Evaluation of CATD-BA w.r.t. RD-Bat Algorithm for bat 

population=100 

 

4.6 Applicability of CATD-BA in Wireless Sensor Networks 

 

This section proposes and presents outcome of applicability of CATD-Bat Algorithm 

for providing route to packets in Wireless Sensor Networks, while avoiding 

congestion on optimized route. Some of the key areas like selection of optimal path, 

energy conservation, efficient routing techniques and use of swarm intelligence 

techniques are gaining lot of researchers’ attention. It has been noticed that routing 

has been improved with the use of optimization techniques such as PSO, ACO and 

BA. However Bat Algorithm is as powerful as Particle Swarm optimization and 

Genetic algorithms and considered to be special cases of Bat Algorithm.  



 

 

Algorithm 4.2: Congestion Avoidance Algorithm 

Input number of packets, N 

Begin 

For each packets  

For i = 1 to N 

[Start, End, Cost, Visited Node ] = Call_BAT () 

End 

Avoiding traffic by suggesting other route to packets 

For i = 1 to N  

 Check = Start ( i, : ) 

For j = 1 to N  

  If check == start ( j,: ) 

   Counter ++; 

   Check for other start node 

  Endif 

Endfor 

Endfor  

Optimized route by calling Call_BAT( ) 

Display Cost for each route assigned to each packet  

End 

Figure 4.11: Pseudocode of Congestion Avoidance using CATD-Bat 

 

In this work, main focus is to avoid congestion while selecting shortest path using Bat 

Algorithm. To solve routing problem and minimize energy consumption, various 

optimization techniques is preferred by researchers. Node deployment, Energy 

efficiency and network lifetime are main challenges of wireless sensor networks 

which is overcome by optimization techniques. The emphasis is to ensure that no such 

delay incur or to reduce delay. Another aspect of this research work is to reduce 

control packets and specifying size of queue in network. To find prey, bat emits pulse 

in different directions and waits for echo. After that, bat follows direction in which it 

observes less fitness value and follows path in which possibility of more food is there. 



 

However congestion may occur in chosen path. Due to congestion, more delay will be 

there and load on single path will be increased due to traffic as well as response time. 

To overcome above problem, upper limit of usage of same path will be enforced in 

congestion avoidance algorithm for routing in wireless sensor network. 

 

Algorithm 4.3: Bat Algorithm for Routing 

Input number of bats, B and number of nodes 

Begin 

For all nodes, initialize distance, 

For i = 1 to X 

Compute distance/Cost between cities using Bat Algorithm  

Assign similar cost to pair of nodes i.e, 

Cost ( A  B) = Cost ( B  A ) 

Check for visited node  

If  selected node = visited node ( i , : ) 

  Select another node = start node  

End if 

Explore more solution using exploitation phase of Bat Algorithm and 

return starting node, ending node and cost associated. 

              End for 

     End 

Figure 4.12: Pseudocode for Routing in WSN 

While implementing proposed algorithm, count of packets and count of nodes are 

varied to assess performance of proposed algorithm. It has been observed that in 

search of optimal route, time taken by packets, will increase as count of nodes 

increases. The standard deviation depicts preciseness of algorithm. As discussed 

earlier to avoid congestion, threshold value is set for usability of proper path. If 

usability factor attains its maximum to threshold value, packets will be re-routed over 

new path. As number of same source node increases, it is quite natural that packets try 

to use same optimal path to minimize cost but at the same time, there is a need to 

avoid congestion over same path by rerouting packets which make network more 

efficient. 



 

 

4.6.1 Result Evaluation 

Table 4.4 and 4.5 depicts improvement in result of proposed work on basis of best, 

worst, mean and median for fixed number of packets 10 & 15 with varying count of 

nodes [10,15,20]. 

 

Table 4.4: Time comparison of CATD-BA inspired routing algorithm vs. Standard Bat 

Algorithm based routing algorithm for 10 packets 

Time (in 

Seconds) 

Nodes- 10, 

Packets-10 

Nodes- 15, 

Packets-10 

Nodes- 20, 

Packets-10 

BA 
CATD-

BA 
BA 

CATD-

BA 
BA 

CATD-

BA 

Best 2.13 1.97 12.50 12.29 48.56 39.12 

Median 2.30 2.01 13.08 12.53 49.16 46.35 

Worst 2.73 2.18 13.78 14.02 54.03 56.16 

Mean 2.32 2.05 13.16 12.73 49.70 46.70 

Standard 

Deviation 
0.17 0.08 0.42 0.52 1.57 2.37 

 

Here, time taken by Standard Bat Algorithm used for congestion avoidance and time 

taken by CATD-BA inspired Routing Algorithm, to obtain optimal results are 

considered. Figure 4.13 and Figure 4.14 represents graphical form of data as 

mentioned in Table 4.4 and Table 4.5. As it is clearly visible, as count of nodes 

increase, there is a significant change in time interval to find optimal route. 

 

Table 4.5: Time comparison of CATD-BA inspired routing algorithm vs. Standard Bat 

Algorithm based routing algorithm for 15 packets 

Time (in 

Seconds) 

Nodes- 10, 

Packets-15 

Nodes- 15, 

Packets-15 

Nodes- 20, 

Packets-15 

BA 
CATD-

BA 
BA 

CATD-

BA 
BA 

CATD-

BA 

Best 3.36 3.02 18.87 17.12 71.92 69.88 

Median 3.42 3.16 19.64 18.06 73.53 71.25 

Worst 3.56 3.45 20.05 23.07 74.52 78.58 



 

Mean 3.43 3.17 19.57 19.15 73.36 72.01 

Standard 

Deviation 
0.07 0.14 0.37 2.67 0.94 3.32 

 

 

Figure 4.13: Graphical Representation of Comparison of Standard Bat Algorithm 

w.r.t. CATD-BA inspired Routing Algorithm, considering Time as factor for 10 

packets 

 

 

Figure 4.14: Graphical Representation of Comparison of Standard Bat Algorithm 

w.r.t. CATD-BA inspired Routing Algorithm, considering Time as factor for 15 

packets 



 

 

In Table 4.6 and 4.7, it has been observed that in search of optimal route, cost will 

increase as number of nodes increase. As bats have to explore more number of 

optimal nodes, which will lead to increase in cost factor. However, cost reflecting is 

minimal, as optimal path is traced by nature inspired algorithm.  

 

Table 4.6: Cost comparison of Standard Bat Algorithm w.r.t. CATD-BA inspired 

Routing Algorithm for 10 Packets to explore different nodes 

Distance/Cost 

Nodes- 10, 

Packets-10 

Nodes- 15, 

Packets-10 

Nodes- 20, 

Packets-10 

BA 
CATD-

BA 
BA 

CATD-

BA 
BA 

CATD-

BA 

Best 250.35 143.65 243.05 186.79 239.94 240.83 

Median 280.24 156.80 287.72 216.87 276.56 267.69 

Worst 305.93 176.70 348.85 293.48 481.26 365.67 

Mean 280.39 158.36 288.97 220.34 293.18 291.08 

Standard 

Deviation 
17.35 12.40 37.21 29.93 70.71 48.34 

 

Table 4.7: Cost comparison of Standard Bat Algorithm w.r.t. CATD-BA inspired 

Routing Algorithm for 15 Packets to explore different nodes 

 

Distance/Cost 

Nodes- 10, 

Packets-15 

Nodes- 15, 

Packets-15 

Nodes- 20, 

Packets-15 

BA 
CATD-

BA 
BA 

CATD-

BA 
BA 

CATD-

BA 

Best 404.14 224.71 398.26 300.28 389.72 368.64 

Median 430.01 236.08 413.24 327.85 418.42 413.38 

Worst 451.10 260.19 467.87 368.17 573.48 498.42 

Mean 428.60 240.45 420.00 325.10 432.95 418.67 

Standard 

Deviation 
15.24 12.18 22.60 21.20 51.24 40.91 

 

It has been observed that cost is minimal in case of 10 packets for 10 nodes, in 

comparison to 15 and 20 nodes.  



 

 

Figure 4.15: Graphical Representation of Comparison of Standard Bat Algorithm 

w.r.t. CATD-BA inspired Routing Algorithm, considering Cost as factor for 10 

packets 

 

For 15 packets, minimal cost is incurred in case of 10 nodes. It can be concluded 

that, as the number of nodes increases irrespective of the packet count, the cost 

increases. Considering total cost associated among different routes, while solving 

problem at hand and results computed, graphical representation is depicted in Figure 

4.15 and 4.16. 

 



 

 

Figure 4.16: Graphical Representation of Standard Bat Algorithm w.r.t. CATD-BA 

inspired Routing Algorithm, considering Cost as factor for 15 packets 

 

Here main focus is to overcome congestion problem as it causes major problems like 

packet loss, transmission delay and more energy consumption. This work primarily 

focused and found optimal route in wireless sensor network. The experimental results 

were compared with similar works on Bat Algorithm by other researchers considering 

best, median, worst and mean parameters for time and cost factor. It has been found 

that proposed algorithm is more cost effective when used for solving routing problem 

in WSN environment. It also proved to be more efficient than others as it will 

minimize the congestion and find best route at minimal cost.  

 

4.7 Summary 

A novel variant of Bat Algorithm, which is inspired from bat’s flight behavior, is 

designed for solving combinatorial problems. The different flight behavior adopted by 

microchiroptera bats is studied and modelled mathematically. The proposed algorithm 

is tested and results validation is done in comparison to Standard Bat Algorithm. It is 

quite evident from comparative analysis that proposed algorithm explore wide variety 

of solutions, before obtaining local optimal solution. The proposed algorithm is able 



 

to generate more promising results when equated w.r.t. to Standard Bat Algorithm. 

The proposed work can be extended to solve multi-objective optimization problems. 

To develop other variants of Standard Bat Algorithm or to improve performance of 

proposed algorithm, other biological features of bat can also be explored. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 5 

ADOPTION OF PURSUIT STRATEGIES FOR PERFORMANCE 

IMPROVEMENT IN BAT ALGORITHM 

 

This chapter focuses on third objective of this research work, i.e. “To design 

movement strategy for a target seeker in the presence of multiple target seekers”. This 

chapter presents investigation of proposed strategies adopted while targeting prey, 

when bat is surrounded by multiple bats in search space.  

 

5.1 Inspiration 



 

 

Bats are quantitatively analyzed in past for their astonishing echolocating behavior 

and flight behavior. Many experiments have been conducted in past to analyze 

biological behavior of paired big brown bats, as mentioned in [34] and [35]. The 

author has conducted experiments by keeping big brown bats in big test center 

competing with other bats while targeting same food source. The author has 

categorized bats in two categories: leader and follower. During experiments, 

conducted in closed laboratory, it has been noticed that, most of times follower was 

able to gain access to food source, before leader. Moreover, if both bats are flying in 

direction of each other and guide their sonar beams away from each other, to avoid 

signal jamming of both bats. In another research work, author has suggested that bats 

seize their vocalization, to avoid signal jamming. Even, another aspect of this is to 

capture information from other bats’ without producing sound beams. Bats actually 

adopt strategy of ‘silence’ when surrounded by other bats. In this research work, 

behavior of bats’ is adopted to refine results obtained using Bat Algorithm. 

 

5.4 Proposed Strategies 

The flight behavior of bat population is analyzed in this research work. As mentioned 

in previous section, bats either act as follower or leader, in case two or more bats are 

following each other. Otherwise, bats may either converge or diverge with respect to 

movement of other bats. The direction of movement is categorized as following, 

converging or diverging as per angle difference between two bats’ head movement 

and the angle between two bats velocity factor. One bat is said to be follower of 

another, if one bat is flying behind another and in same direction. For this type of 

pursuit strategy, inter-bat angle should be less than 90 degree. Another type of pursuit 

strategy is converging. During converging, two bats fly towards each other, where 

angle of each bats’ movement should be less than 90 degree. Another pursuit strategy 

is diverging, during which bats fly away from each other. The benefits of follower-

leader strategy are quite visible. The relative position of two bats affects process of 

obtaining optimal solution. The bat fly in lead may be able to access optimal solution 

(target/prey) earlier as compared to follower. Whereas, follower always has advantage 



 

of tracking movement of leader, without utilizing its own energy/resources. Consider 

two bats are present in search space and also in neighborhood of each other. In order 

to avoid jamming of sounds produced, both bats will enter in silent phase and 

vocalization phase for different time period, as depicted in Figure 5.1, as per study 

carried out in [34]. Moreover, number of bats present in search space, also effects 

pursuit strategies opted by bats and their conspecifics. 

                                       

Bat B 

Bat A 

Silence >0.2 seconds Vocalization 

Silence >0.2 seconds Silent Phase Silent Phase 

Vocalization Silent Phase Vocalization Phase 

Figure 5.1: Silent and Vocalization Phase 

In Figure 5.2, Ө1 is angle between two different bats’ velocity parameter, whereas Ө2 

represents separation vector, where Ө1 denotes angle for one bat and Ө2 denotes angle 

for another bat. The vocalizing bat is depicted with dark black color in Figure 5.2, 

which is producing sound.  



 

 

Figure 5.2: Bat producing Sonar Beam in the presence of Conspecifics [34] 

The tracking angle with respect to bat is angle between vocalizing bat and other bat 

present in neighborhood. Tracking angle with respect to mealworm (prey/target) is 

angle between meal worm and axis of sonar beam. Two bats are said to be having 

‘following’ as pursuit strategy, if inter-bat angle is acute angle, considering Ө1 greater 

or equal than 90 degree and Ө2 less than 90 degree. If acute angle lies in range of 0 

degree to 30 degree, then inter-bat angle also lies in range of 0 degree and 30 degree. 

If acute angle lies in range of 30 degree to 60 degree, then inter-bat angle also lies in 

range of 30 degree and 60 degree. If acute angle lies in range of 60 degree to 90 

degree, then inter-bat angle also lies in range of 60 degree and 90 degree. In case of 

converging, both bats form acute angles with respect to common external surface, 

which leads to formation of inter-bat angle between 0 degree and 180 degree.  

Table 5.1: Types of Pursuit Strategies 



 

Flight 

Behavior 

Ө1 and Ө2 Inter-Bat Angle  (α) Movement 

Direction 

Diverging I Ө1>=90 degree and Ө2<90 

degree 

OR 

Ө2>=90 degree and Ө1<90 

degree 

α>90 degree 

 

Diverging II Ө1>=90 degree and Ө2>=90 

degree 

0 degree<= α<=180 

degree  

Following Ө1>=90 degree and Ө2<90 

degree 

OR 

Ө2>=90 degree and Ө1<90 

degree 

α<90 degree 

 

Converging Ө1<90 degree and Ө2<90 

degree 

 

0 degree <= α<=180 

degree  

Algorithm 5.1: Flight behavior inspired Algorithm 

Data: Initialize bat population as i, position of bat as xp, velocity as vp, loudness as ap 

and frequency as fp. 

Initialize target position as xe and velocity as ve. 

Result: Optimized Solution 



 

Begin 

Set maximum number of iterations and represent it using max_iter. 

while (curr_iter<max_iter) 

Generate new solutions by updating frequency, position and velocity of bat, as 

mentioned below. 

fi=fmin+ (fmax-fmin)*α   -(1) 

vip
t=vt

*p + (xip
t –x*p) *fi  -(2) 

xip
t=xip

t-1 +vip    -(3) 

Target generates new position to forward in search space, by using following 

equations. 

vie
t= vie

t-1 + (xie
t –x*e

t)*β  -(4) 

xie
t= xie

t-1 +vie
t    -(5) 

if (i==2) 

v1*Cosθ1=- v2*Cosθ2 + r12  -(6) 

          dt 

endif 

if (i>2) 

Select ‘competitor’ bat and ‘leader’ bat. 

endif 

if (rand> ri) 

     Select the best solution among all solutions. 

Generate local solution around the selected best solution. 

θ2=cos-1   -v1*cosθ1+distance -(7) 

           v2 

end if 

if ((rand<aip) && (f(xip) < f(x*)) 

Accept new solution. 

Increase rip and decrease aip. 

end if 

Rank the bats and find current best solution xi. 

end while 

Post Process results. 



 

End 

Figure 5.3: Psuedocode of Flight behavior inspired algorithm 

Two cases are described in diverging, i.e. diverging case I and diverging case II. 

Diverging case I denotes such a situation where both bats form obtuse angles and 

results into such an inter-bat angle which lies in range of 0 degree and 180 degree. 

Diverging case II denotes such a scenario where one bat forms acute angle, whereas 

another bat forms obtuse angle and results into inter-bat angle which lies in range of 0 

degree and 180 degree. But, it has been noticed during the experiments that 

‘following’ is the most common pursuit strategy adopted by bats, when present in the 

neighborhood of other bats/conspecifics. This following pursuit strategy is adopted 

65% of the times, which is even more than half of the time period. 

While targeting optimal solution, basis of identifying type of pursuit strategy to adopt, 

is inter-head bat angle between two bats.  The three types of pursuit strategies, i.e. 

following, converging and diverging are described in Table 5.1. Based on pursuit 

strategies, pseudocode for achieving third objective is depicted in Figure 5.3. 

5.5 Performance Analysis of Strategies adopted 

Flight behavior inspired Bat Algorithm (FBI-BA) is implemented using MATLAB. 

Performance evaluation of an algorithm can be done in two ways. Firstly, algorithm 

can be evaluated for fixed number of iterations. Secondly, algorithm can be evaluated 

till optimal solution of problem is not obtained. Xin She Yang has adopted later case 

to assess performance of Standard Bat Algorithm. Here, to assess performance of an 

algorithm, number of iterations is set to be finite. The FBI-BA is executed for 25 

times, while varying number of iterations over [250, 500, 750, 1000] and bat 

population is varied over [25, 50, 75, 100].  

Table 5.2: Result Evaluation of Flight behavior inspired Algorithm w.r.t. Standard 

Bat Algorithm 



 

 

 

Table 5.2 describes result comparison of Standard Bat Algorithm and FBI-BA. 

Performance evaluation is carried out by considering mean, median, worst, best and 

standard deviation (SD) values for diverse bat population and varying count of 

iterations. Selection of initial values and constants α and β is done considering 

research work carried out by various researchers and 0.9 value assigned to these 

constants yield more promising results. The result evaluation is done according to 

number of bats deployed for obtaining optimal results. From Table 5.2, it has been 

concluded that best optimal solution is obtained over 1000 iterations for bat 

population is equal to 25. Lesser the value of standard deviation, lesser is the variation 

among the data samples. Over 250 iterations and for 25 bats, there is minimum value 

of standard deviation. The standard deviation keeps increasing for 1000 iterations.  

The dissimilarities among feasible solutions keep increasing with increase in number 

of iterations, as bats keep exploring different directions for possible solutions. This 

analysis suggested that for 250 iterations, 25 bats are not sufficient to produce optimal 

results. So, there is a need to evaluate for more number of iterations. The best solution 



 

obtained over 250 iterations is using 75 bats. In case of RD-BA and CATD-BA, best 

solution obtained over 250 iterations is using 100 bats.  The solutions obtained after 

applying Standard Bat Algorithm and Flight behavior inspired Algorithm over 

different iterations for 25 bats are depicted in Figure 5.4. 

 

Figure 5.4: Result Evaluation of Flight behavior inspired Algorithm w.r.t. Standard 

Bat Algorithm for bat population=25 

 

For bat population 50, best solution is obtained for 750 iterations. If number of 

iterations goes beyond 750, Standard Bat Algorithm is unable to produce more 

optimal results, which satisfy the minimization criteria of fitness functions.  

 



 

Figure 5.5: Result Evaluation of Flight behavior inspired Algorithm w.r.t. Standard 

Bat Algorithm for bat population=50 

 

 

Figure 5.6: Result Evaluation of Flight behavior inspired Algorithm w.r.t. Standard 

Bat Algorithm for bat population=75 

There is significant improvement of 20%, which is reflected from results shown in 

Table 5.2. The corresponding standard deviation of FBI-BA over 750 iterations is 

0.01339. Standard deviation over 1000 iterations is 0.0121. But when compared with 

standard deviation over 500 iterations, there is a huge difference with respect to 

standard deviation over 1000 iterations. Considering this difference, usage of 250 

iterations for obtaining results seems fruitful for obtaining results. The results are 

depicted in Figure 5.5. Considering worst values, 1000 iterations are required to 

obtain optimal results for bat population equal to 50. For selection of optimal 

solutions, best values are considered in this research work. For 75 bats, 750 iterations 

serve the purpose of obtaining optimal solution. The graphical format of results for 75 

bats is shown in Figure 5.6. 



 

 

Figure 5.7: Result Evaluation of Flight behavior inspired Algorithm w.r.t. Standard 

Bat Algorithm for bat population=100 

 

In consideration to worst values, there is very minute difference in worst case values 

obtained for 750 and 1000 iterations, for bat population equal to 100. The variation 

among feasible solutions also varies for different number of iterations. For 750 

iterations, standard deviation is 0.0136 and for 1000 iterations, standard deviation is 

0.0142. Moreover, standard deviation for different iterations is less varied for 

different bat population. The results are depicted in Figure 5.7. 

To evaluate performance of strategies adopted while targeting optimal solution, bat 

population and number of iterations are varied over [25,50,75,100] and 

[250,500,750,1000] respectively. It has been observed that for given number of 

iterations, ‘follower’ bat tends to follow ‘leader’ bat more, in presence of 25 bats. As 

bat population starts increasing over [25,50,75], bats tend to follow less leader bat. 

But, for bat population equal to 100, 73% of bats follow leader bats for obtaining 

optimal solution, as depicted in Figure 5.8 (a) to (d).  



 

   

(a) N=25, Iter= 250 (b) N=50, Iter= 250 (c) N=75, Iter= 250 

   

(d) N=100, Iter= 

250 

(e) N=25, Iter= 500 (f) N=50, Iter= 500 

   

(g) N=75, Iter= 500 (h) N=100, Iter= 500 (i) N=25, Iter= 750 



 

  
 

(j) N=50, Iter= 750 (k) N=75, Iter= 750 (l) N=100, Iter= 

750 

   

(m) N=25, Iter= 

1000 

(n) N=50, Iter= 1000 (o) N=75, Iter= 

1000 

 

 

 

 (p) N=100,Iter= 

1000 

 



 

 

Figure 5.8: Performance Evaluation based on Pursuit Strategies adopted 

Apart from ‘following’ strategy adopted by bats, bat tend to adopt ‘converging’ and 

‘diverging’ strategies. While executing proposed algorithm over 250 iterations for 

25% of bats, only 9% of bat population has adopted converging and diverging 

strategy, while rest of the bats follow leader bat. As bat population increases to 50, 

18% of bats have adopted converging and diverging strategy. This proportion of 

converging and diverging strategy increases to 18% and 27% for bat population 75. 

For bat population equal to 25 for 250 iterations only 46% follower bats follow leader 

bat. Moreover, for bat population equal to 50 over 500 iterations, all bats present in 

search space prefer to follow leader bat. This proportionate number starts decreasing 

with increase in number of bats, i.e. for only 64% and 55% bats follow leader in case 

of bat population 75 and 100 for 500 iterations. In the beginning for N=25 for 500 

iterations, 36% bats are able to converge successfully and 18% bats are able to 

diverge from each other, as depicted in Figure 5.8 (e) to (h).  Whereas for 750 

iterations, it has been noticed that bat population 25 and 75, yields same results. On 

the other hand, there is drastic downfall in follower category of bats for N=50 and 100 

over 750 iterations. This situation is quite visible in Figure 5.8 (i) to (l). The bats tend 

to diverge more when 100 bats are present in search space and increases its proportion 

to 36%. For evaluation over 1000 iterations, bat population 50 and 100 yields same 

results. Whereas for bat population 25 and 75, there is huge difference in bat 

percentage of follower’s list, i.e. 73% and 36%, as shown in Figure 5.8 (m) to (p). 

Bats tend to converge and diverge more in comparison to following strategy, when 

run over for 1000 iterations for 75 bats. This ratio is maximum among varying 

number of bats for fixed number of iterations, i.e. 1000. 

Table 5.3: Comparison of Mean solution values of Leader and Follower bats 

Bat 

Population 

Leader Follower 

Best 1 Best 2 Best 3 Best 1 Best 2 Best 3 

25 0.999959 0.999958 0.574343 0.999739 0.999504 0.421832 



 

50 1.000076 1.00016 0.327596 0.999809 0.99963 0.11798 

75 0.999927 0.999858 -0.5313 0.999975 1.016577 0.200867 

100 0.99991 1.012333 1.161486 0.99998 0.999981 -0.06856 

 

As mentioned in related research work, followers are able to capture prey/obtain 

optimal solution more quickly than leader. Based on this assumption, results obtained 

for following strategy are analyzed for bat population lying in range of 

[25,50,75,100]. Generally, for performance analysis, three best solutions and 

corresponding fitness value is recorded and it has been observed from mean value of 

results obtained that ‘follower’ bats tend to take longer steps in comparison to the 

‘leader’ bat. This results into capturing of prey/obtaining optimal value, is mostly 

(60% times) done by follower bats. Table 5.3 summarizes mean value of obtained for 

best three solutions for both leader and follower bat, for varying bat population over 

[25,50,75,100]. 

5.4 Applicability of Flight behavior inspired algorithm (FBI-BA) for solving 

Traveling Salesman Problem 

This section proposes and presents outcome of applicability of FBI-BA for solving 

Traveling Salesman Problem. This NP-hard problem has gained attention of many 

researchers. It has been noticed that solving such problems using these optimization 

techniques such as PSO, ACO and BA, has improved results. However Bat Algorithm 

is as powerful as Particle Swarm optimization and Genetic algorithms and considered 

to be special cases of Bat Algorithm. In this work main focus is to visit every city 

only once using newly developed Bat Algorithm version. Depending upon nature of 

algorithm and desired solution, suitability of Genetic algorithm, Particle Swarm 

Optimization, Bat Algorithm are introduced. The emphasis is to ensure that cost 

incurred in traveling all these cities should be minimal and obtaining optimal route. 

 

5.4.1 Result Evaluation 

 

In Table 5.4, fitness value obtained after applying Bat Algorithm and Flight behavior 

inspired algorithm is recorded. Here, bat population is varied over [20,40,60] and 



 

number of cities are varied over [25,50,75]. The result evaluation is carried out on 

the basis of four parameters: best, median, mean and worst. Comparison shows that 

FBI-BA generates more promising results than Standard Bat Algorithm. 

Table 5.4: Result Evaluation of FBI-BA w.r.t. Bat Algorithm 

Parameters 

Bat Population=20, 

Cities =25 

Bat Population=40, 

Cities =50 

Bat Population=60, 

Cities =75 

BA FBI-BA BA FBI-BA BA FBI-BA 

Best 0.01477 0.01420 0.01230 0.01160 0.00512 0.00489 

Median 0.11775 0.11514 0.15348 0.13536 0.11900 0.11767 

Worst 1.41162 1.35540 1.91122 1.70870 0.27320 0.23843 

Mean 0.29142 0.28790 0.34356 0.32317 0.10938 0.10429 

 

Figure 5.9 depicts values of best, mean, median and worst parameters for bat 

population equal to 20 and number of cities equal to 25. It has been observed that 

very minute difference is obtained. There is improvement of 4% in results obtained 

for best solution.  

 

 

Figure 5.9: Graphical Representation of Comparison of Standard vs. FBI-BA, for 

varying Bat Population and Cities 



 

There is improvement of 6% in results obtained for best solution, due to increase in 

bat population for bat population equal to 40 and cities equal to 50. The worst value 

obtained using FBI-BA is better than value obtained using BA. Moreover, 5% 

improvement in results is there for bat population equal to 60 and number of cities 

equal to 75 while obtaining optimal solution.  

 

5.6 Summary 

 

A study of three different pursuit strategies is carried out in this research work, in 

order to enhance performance of Standard Bat Algorithm. It has been noticed that 

65% times, bats adopt following pursuit strategy while flying towards the prey 

(target), in the presence of two or more bats. Whereas, 16% of the times, bats opted 

for converging pursuit strategy and leftover 9% times, bats’ have opted for diverging 

pursuit strategy. The proportion of ‘following’ bats is much greater than the other two 

types of pursuit strategies.  

 

The next chapter presents evaluation of proposed variants of Bat Algorithm over 

different mathematical benchmark functions, followed by conclusion and future scope 

of this research work. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 6 

PERFORMANCE EVALUATION USING MATHEMATICAL BENCHMARK 

FUNCTIONS 

 

6.1 Numerical Experiments 

 

In this chapter, performance of proposed algorithms of optimization are evaluated 

with respect to various mathematical benchmark optimization functions. In 

subsequent sections, characteristics of benchmark test functions are described and 

parameter settings are described in previous chapters. The function names are 

described in Table 6.2. 

 

Table 6.1: Mathematical Benchmark Functions 

Function Definition 

F1 

 



 

F2 

 

F3 
 

F4 

 

F5 

 

F6 
 

F7 
 

F8 

 

 

F9 

 

F10 

 



 

F11 
 

F12 
 

 

 

F13 

 

 

The proposed algorithms of this research work are tested on 13 mathematical 

benchmark functions, with various properties (unimodal and multimodal). These 

functions are recorded in Table 6.1 and their characteristics are listed in Table 6.2. 

 

Table 6.2: Characteristics of Mathematical Benchmark Functions 

Function Name Bounds Optimal Value 

F1 Rosenbrock [-30,30]D 0 

F2 Sphere [-100,100]D 0 

F3 Rastrigin [-5.12,5.12]D 0 



 

F4 Griwank [-600,600]D 0 

F5 Schaffer [-100,100]D 0 

F6 B2 [-100,100]D 0 

F7 Zakahrov [-10,10]D 0 

F8 Goldstein and Price [-2,2]D 3 

F9 Ackley [-32,32]D 0 

F10 Branin [-10,10]D 0.397887 

F11 Easom [-100,100]D -1 

F12 Hartmann [0,1]D -3.86278 

F13 Shubert [-10,10]D -186.7309 

 

In order to investigate performance of proposed algorithms of this research work, 13 

benchmark functions are applied to all proposed variants of Bat Algorithm. The 

parameters considered for evaluation of these algorithms include best, mean, median, 

standard deviation and worst. The run is successfully executed for 500 iterations and 

for the bat population equal to 50. The results are depicted in Table 6.3.  

 

Table 6.3: Comparison Results of Proposed Algorithms for F1 to F13 Benchmark 

Functions 

Function Parameters RD-Bat CATD-Bat FBI-BA 

Rosenbrock Best 1.45E-07 3.07E-04 7.60E-02 



 

 

 

 

Median 6.07E-07 3.19E-04 9.54E-02 

Worst 3.56E-06 3.56E-06 4.20E-08 

Mean 9.75E-07 3.85E-04 1.39E-01 

SD 6.44E-07 4.81E-04 2.26E-01 

Sphere 

Best 9.08E-08 1.69E-04 6.96E-02 

Median 2.33E-07 2.53E-04 8.47E-02 

Worst 6.62E-07 6.62E-07 6.62E-07 

Mean 2.74E-07 2.94E-04 1.02E-01 

SD 7.57E-07 3.82E-04 1.18E-01 

Rastrigin 

Best 3.98E-10 7.10E-04 5.25E-02 

Median 1.90E-07 1.37E-04 1.45E-01 

Worst 6.30E-07 6.30E-07 6.30E-07 

Mean 2.27E-07 4.46E-04 1.89E-01 

SD 8.22E-07 6.68E-04 2.59E-01 

Griwank 

Best 1.00E+00 1.19E-04 1.00E+00 

Median 1.00E+00 2.66E-04 1.00E+00 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean 1.00E+00 5.90E-04 1.00E+00 

SD 1.05E+00 9.70E-04 1.05E+00 

Schaffer 

Best 2.58E-11 2.80E-04 1.10E-04 

Median 1.22E-11 4.65E-04 1.79E-04 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean 1.41E-11 5.19E-04 2.98E-04 

SD 6.29E-07 6.72E-04 3.99E-04 

B2 

Best 2.69E-08 5.23E-04 1.24E-01 

Median 9.90E-08 1.88E-04 2.76E-01 

Worst 4.13E-01 4.13E-01 4.13E-01 

Mean 4.13E-02 4.34E-04 2.85E-01 

SD 1.38E-01 6.78E-04 3.43E-01 

Zakharov 
Best 9.07E-10 4.10E-05 1.79E-02 

Median 2.64E-09 4.17E-04 2.42E-02 



 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean 9.25E-09 4.18E-04 3.67E-02 

SD 1.02E-06 5.44E-04 5.64E-02 

Goldstein and 

Price 

Best 3.00E+00 2.20E-04 7.96E-01 

Median 3.00E+00 1.83E-04 7.41E-01 

Worst 4.20E-08 4.20E-08 4.20E-11 

Mean 3.00E+00 2.81E-04 7.59E-01 

SD 3.16E+00 4.14E-04 8.04E-01 

Ackley 

Best 6.98E-04 7.06E-04 1.40E+00 

Median 9.55E-04 1.97E-04 9.26E-01 

Worst 4.20E-08 4.20E-08 3.56E-06 

Mean 2.13E-01 2.88E-04 8.69E-01 

SD 7.07E-01 4.03E-04 1.14E+00 

Branin 

Best 8.46E-01 6.31E-05 8.77E-01 

Median 8.46E-01 2.47E-04 1.04E-01 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean 8.46E-01 5.67E-04 3.29E-01 

SD 8.92E-01 9.50E-04 5.28E-01 

Easom 

Best -1.00E+00 2.21E-04 -2.33E-05 

Median -1.00E+00 3.63E-04 -2.37E-05 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean -1.00E+00 4.05E-04 -3.21E-02 

SD 1.05E+00 5.40E-04 1.06E-01 

Hartmann 

Best -3.35E+00 1.45E-04 -3.14E+00 

Median -3.35E+00 2.74E-04 -3.15E+00 

Worst 4.20E-08 4.20E-08 4.20E-08 

Mean -3.35E+00 4.25E-04 -3.13E+00 

SD 3.54E+00 6.04E-04 3.30E+00 

Best -1.87E+02 9.71E-04 9.64E-02 

Shubert 
Median -1.87E+02 3.11E-04 9.70E-02 

Worst 4.20E-08 4.20E-08 4.20E-08 



 

Mean -1.87E+02 3.19E-04 1.22E-01 

SD 1.97E+02 4.39E-04 1.70E-01 

 

On equating results obtained using benchmark functions, Schaffer has produced better 

results. The best value obtained is 2.58E-11, median is 1.22E-11, worst value is 

4.20E-08, mean is 1.41E-11 and standard deviation is 6.29E-07. Here, while 

comparing results, benchmark functions which generates negative results are 

excluded. These functions are Easom, Hartmann and Shubert. 

 

The results in Table 6.3 shows that Schaffer function obtains more optimal result 

using same number of iterations and bat population, in comparison to other 

benchmark functions. 

 

 

 

6.2 Performance Evaluation of RD-BA w.r.t. Mathematical Benchmark 

Functions 

 

Here, analysis of results obtained for RD-Bat Algorithm using different mathematical 

benchmark functions is done. Figure 6.1, depicts the values of different parameters, 

like best, median, mean, standard deviation and worst, for 13 different functions. If 

results of all benchmark functions are considered and compared, then based on 

parameters of interest, different functions will be preferred for different scenarios. In 

order to obtain best optimal solution, Shubert function can be used as benchmark 

function, as it offers minimum and optimal solution. In case of maximization 

function, B2 function can be preferred over other functions, as it offers maximum 

value for 50 bat population over 500 iterations.  

 



 

 

Figure 6.1: Comparison of RD-BAT over Mathematical Benchmark Functions 

 

On the basis of Mean and Median, Shubert function can be used for benchmarking, as 

it offers minimum value over 500 iterations and for 50 bats. But, in order to reduce 

gaps between solutions obtained in search space, Sphere function offers best results 

with respect to standard deviation parameter. Even though, it does not offer best 

optimal solution, but can be used in those scenarios where motive is to optimize 

solutions present in search space. 

 

Figure 6.2: Comparison of ‘Best’ Solutions obtained for different benchmark 

functions 



 

 

Figure 6.2 depicts best values obtained for RD-Bat Algorithm. RD-Bat Algorithm is 

capable of generating best result, as per underlying minimization function and this 

newly obtained solution is better than solutions offered by other mathematical 

optimization functions. The time taken to converge towards global optima is 49 

seconds (approximately) for all benchmark functions. So, it is worth mentioning that 

proposed algorithm has proven to be efficient one while obtaining optimal solutions. 

Figure 6.2 compares best results obtained by all mathematical benchmark functions, 

which are used for optimization. When comparing best solutions on all benchmark 

functions with other variants of Bat Algorithm, value lies between 1.4504E-07 and 3 

seems reasonable and fruitful. Lesser value of best parameter will motivate algorithm 

to settle down as early as possible, without exploring other solutions. But this may 

lead to stuck in trap of local optimal solutions. On the other hand, if too many 

iterations are used, algorithm may keep on discovering new solutions and waste time 

to acquire better solution than existing one.  

 

 

Figure 6.3: Comparison of ‘Median’ Solutions obtained for different benchmark 

functions 

 

Figure 6.3 compares median results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing medians of all 



 

benchmark functions with other variants of Bat Algorithm, value lies between 

6.0742E-07 and 3 seems reasonable and productive. The best value of median 

obtained using Rosenbrock in comparison to 13 other mathematical benchmark 

functions, i.e. 6.07E-07. After Rosenbrock, Schaffer has obtained second best median 

value, among other benchmark functions. 

 

Figure 6.4 compares worst results obtained by all mathematical benchmark functions, 

which are used for optimization. When comparing worst solutions on all benchmark 

functions with other variants of Bat Algorithm, value lies between 3.5564E-06 and 

0.41332 seems to reasonable and productive. The best value of median obtained using 

Rosenbrock in comparison to 13 other mathematical benchmark functions, i.e. 6.07E-

07. After Rosenbrock, Schaffer has obtained second maximum worst value, among 

other benchmark functions. 

 

Figure 6.4: Comparison of ‘Worst’ Solutions obtained for different benchmark 

functions 

 



 

 

Figure 6.5: Comparison of ‘Mean’ Solutions obtained for different benchmark 

functions 

 

Figure 6.5 compares mean results obtained by all mathematical benchmark functions, 

which are used for optimization. When comparing mean solutions on all benchmark 

functions with other variants of Bat Algorithm, value lies between 9.74748E-07 and 3 

seems to reasonable and productive. The best value of median obtained using 

Rosenbrock in comparison to 13 other mathematical benchmark functions, i.e. 6.07E-

07. After Rosenbrock, Schaffer has obtained second best mean value, among other 

benchmark functions. 

 



 

Figure 6.6: Comparison of ‘Standard Deviation’ Solutions obtained for different 

benchmark functions 

 

Figure 6.6 compares standard deviation obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing standard deviation 

solutions on all benchmark functions with other variants of Bat Algorithm, the value 

lies between 6.4356E-07 and 1.936491044 seems to reasonable and productive. The 

best value of median obtained using Rosenbrock in comparison to 13 other 

mathematical benchmark functions, i.e. 6.07E-07. After Rosenbrock and Sphere has 

obtained second best standard deviation, among other benchmark functions. 

 

6.3 Performance Evaluation of CATD-BA w.r.t. Mathematical Benchmark 

Functions 

 

Here, analysis of results obtained for CATD-Bat Algorithm using different 

mathematical benchmark functions is done. Figure 6.7, depicts values of different 

parameters, like best, median, mean, standard deviation and worst, for 13 different 

functions. Different mathematical functions will be preferred for different scenarios. 

In order to obtain best optimal solution, Shubert function can be used as benchmark 

function, as it offers minimum and optimal solution. In case of maximization 

function, B2 function can be preferred over other functions, as it offers maximum 

value for 50 bat population over 500 iterations. On the basis of Mean and Median, 

Shubert function can be used for benchmarking, as it offers minimum value over 500 

iterations and for 50 bats. But, in order to reduce gaps between solutions obtained in 

search space, Sphere function offers best results with respect to standard deviation 

parameter. Even though, it does not offer best optimal solution, but can be used in 

those scenarios where motive is to optimize solutions present in search space. 

 



 

 

Figure 6.7: Comparison of CATD-BAT over Mathematical Benchmark Functions 

 

Figure 6.8 compares best results obtained by all mathematical benchmark functions. 

When best solutions on all benchmark functions are compared with other variants of 

Bat Algorithm, value lies between 4.10E-05 and 9.71E-04 seems reasonable and 

fruitful. Lesser value of best parameter will motivate algorithm to settle down as early 

as possible, without exploring other solutions. But this may lead to stuck in trap of 

local optimal solutions. On the other hand, if too many iterations are used, algorithm 

may keep on exploring solutions and waste time to acquire better solution than 

existing one. 

 



 

Figure 6.8: Comparison of ‘Best’ Solutions obtained for different benchmark 

functions 

 

 

Figure 6.9: Comparison of ‘Median’ Solutions obtained for different benchmark 

functions 

 

Figure 6.9 compares median results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing medians of all 

benchmark functions with other variants of Bat Algorithm, value lies between 1.37E-

04 and 4.65E-04 seems reasonable and productive. The best value of median obtained 

using Rastrigin in comparison to 13 other mathematical benchmark functions, i.e. 

1.37E-04. After Rastrigin, Golstein and Price has obtained second best median value, 

among other benchmark functions. 

 



 

 

Figure 6.10: Comparison of ‘Worst’ Solutions obtained for different benchmark 

functions 

 

Figure 6.10 compares worst results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing worst solutions on all 

benchmark functions with other variants of Bat Algorithm, value lies between 4.20E-

08 and 4.13E-01 seems reasonable and productive. The worst value obtained using 

schaffer in comparison to 13 other mathematical benchmark functions, i.e. 4.20E-08. 

After schaffer, griwank has obtained second maximum worst value, among other 

benchmark functions. 

 



 

 

Figure 6.11: Comparison of ‘Mean’ Solutions obtained for different benchmark 

functions 

 

 

Figure 6.12: Comparison of ‘Standard Deviation’ Solutions obtained for different 

benchmark functions 

 

Figure 6.11 compares mean results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing mean solutions on all 

benchmark functions with other variants of Bat Algorithm, value lies between 2.81E-

04 and 5.90E-04 seems reasonable and productive. The best value of mean obtained 



 

using goldstein and price in comparison to 13 other mathematical benchmark 

functions, i.e. 2.81E-04. After Goldstein and price, ackley has obtained second best 

mean value, among other benchmark functions. Figure 6.12 compares standard 

deviation obtained by all mathematical benchmark functions. When comparing 

standard deviation solutions on all benchmark functions with other variants of Bat 

Algorithm, the value lies between 3.82E-04 and 9.70E-04 seems to reasonable and 

productive. The best value of standard deviation obtained using sphere in comparison 

to 13 other mathematical benchmark functions, i.e. 3.82E-04. After sphere, Ackley 

has obtained second best standard deviation, among other benchmark functions. 

 

6.4 Performance Evaluation of FBI-BA w.r.t. Mathematical Benchmark 

Functions 

 

Here, analysis of results obtained for FBI-BA using different mathematical 

benchmark functions is done. Figure 6.13, depicts values of different parameters, like 

best, median, mean, standard deviation and worst, for 13 different functions. If results 

of all benchmark functions are considered and compared, then based on parameters of 

interest, different functions will be preferred for different scenarios.  

 

Figure 6.13: Comparison of FBI-BA over Mathematical Benchmark Functions 

 



 

In order to obtain best optimal solution, Hartmann function can be used as benchmark 

function, as it offers minimum and optimal solution. In case of maximization 

function, B2 function can be preferred over other functions, as it offers maximum 

value for 50 bat population over 500 iterations. On the basis of Mean and Median, 

Shubert function can be used for benchmarking, as it offers minimum value over 500 

iterations and for 50 bats. But, in order to reduce gaps between solutions obtained in 

search space, Schaffer function offers best results with respect to standard deviation 

parameter. Even though, it does not offer best optimal solution, but can be used in 

those scenarios where motive is to optimize the solutions present in search space. 

 

Figure 6.14 depicts best values obtained for FBI-BA. FBI-BA is capable of generating 

best result, as per underlying minimization function and this newly obtained solution 

is better than solutions offered by other mathematical optimization functions. The 

time taken to converge towards global optima is 37 seconds (approximately) for all 

benchmark functions. So, it is worth mentioning that FBI-BA has proven to be 

efficient one while obtaining optimal solutions. 

 

Figure 6.14: Comparison of ‘Best’ Solutions obtained for different benchmark 

functions 

 

Figure 6.14 compares best results obtained by all mathematical benchmark functions. 

When comparing best solutions on all benchmark functions with other variants of Bat 



 

Algorithm, value lies between -3.14 and 1.4 seems reasonable and fruitful. Lesser 

value of best parameter will motivate algorithm to settle down as early as possible, 

without exploring other solutions. But this may lead to stuck in trap of local optimal 

solutions. On the other hand, if too many iterations are used, algorithm may keep on 

discovering new solutions and waste time to acquire better solution than existing one.  

 

Figure 6.15 compares median results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing median of all benchmark 

functions with other variants of Bat Algorithm, value lies between -3.15 and 1 seems 

reasonable and productive. The best value of median obtained using Hartmann in 

comparison to 13 other mathematical benchmark functions, i.e. -3.15. After 

Hartmann, Easom has obtained second best median value, among other benchmark 

functions.  

 

  

Figure 6.15: Comparison of ‘Median’ Solutions obtained for different benchmark 

functions 



 

 

Figure 6.16: Comparison of ‘Worst’ Solutions obtained for different benchmark 

functions 

 

 

Figure 6.17: Comparison of ‘Mean’ Solutions obtained for different benchmark 

functions 

 

Figure 6.16 compares worst results obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing worst solutions on all 

benchmark functions with other variants of Bat Algorithm, value lies between 4.20E-

11 and 4.13E-01 seems reasonable and productive. The worst value obtained using 



 

Goldstein and Price in comparison to 13 other mathematical benchmark functions, i.e. 

4.20E-11. After Goldstein and Price, Rosenbrock has obtained second maximum 

worst value, among other benchmark functions. Figure 6.17 compares mean results 

obtained by all mathematical benchmark functions. When comparing mean solutions 

on all benchmark functions with other variants of Bat Algorithm, value lies between -

3.13E+00 and 1.00E+00 seems reasonable and productive. The best value of median 

obtained using Hartmann in comparison to 13 other mathematical benchmark 

functions, i.e. -3.13E+00.  

 

 

Figure 6.18: Comparison of ‘Standard Deviation’ Solutions obtained for different 

benchmark functions 

Figure 6.18 compares standard deviation obtained by all mathematical benchmark 

functions, which are used for optimization. When comparing standard deviation 

solutions on all benchmark functions with other variants of Bat Algorithm, value lies 

between 3.99E-04 and 3.30E+00 seems to reasonable and productive. The best value 

of median obtained using Schaffer in comparison to 13 other mathematical 

benchmark functions, i.e. 6.07E-07.  

 

6.6 Summary 

 



 

The performance of two variants of Bat Algorithm, i.e. RD-Bat, CATD-Bat and FBI-

BA are evaluated over 13 mathematical benchmark functions. The performance of all 

three variants of Bat Algorithm is dependent on optimization problem at hand. The 

next chapter presents conclusion of this research work, followed by strengths, 

weaknesses of Bat Algorithm and future scope of BA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 7 

CONCLUSION AND FUTURE SCOPE 

 

Bat Algorithm is one of the widely used and prominent swarm intelligence based 

optimization algorithm which has been used for solving different types of problems. 



 

In this research work, existing variants of Bat Algorithm are studied. The motive of 

doing literature survey is to examine behavior of different variants of Bat Algorithm, 

to do performance evaluation and to identify research gaps, where advancements can 

be introduced to propose an improved variant of Bat Algorithm. It has been noticed 

during literature survey that Bat Algorithm focuses on solving combinatorial 

optimization problems. Despite of the fact that Bat Algorithm can be used to solve 

discrete problems, literature survey related to same is quite limited. Here, study 

related to Bat Algorithm variants is carried out. This work focuses on Standard Bat 

Algorithm and variants of the same, developed by various researchers by modifying 

one or the other aspect or by integrating biological features of bats. This work has 

extensively reviewed advancements introduced in Standard Bat Algorithm and also 

reviewed biological characteristics of bats, which has impact on performance 

improvements in comparison to Standard Bat Algorithm. Three different variants of 

Bat Algorithm are proposed in this work, primarily focuses on parameter tuning. 

However, another motive of this research is to enhance accurateness of optimal 

solution obtained, convergence rate towards global optimal solution of problem at 

hand.  

 

Here, three variants of Bat Algorithm are proposed, implemented and then evaluated 

their performance with respect to Standard Bat Algorithm. The author who has 

developed Bat Algorithm, mentioned in research work that bats compute distance 

between prey and itself ‘in a magical way’. The first variant of Bat Algorithm is 

enthused from range determination feature of bats. Bats compute the correlation of 

sound produced and the echo received, to determine location of prey. Based on this 

way of computing distance or determining range, first variant of Bat Algorithm is 

developed. This way of computing distance is integrated with Constant Bearing 

strategy which is used to capture preys moving at predictable speed. The performance 

is evaluated against Standard Bat Algorithm by varying population of bats against 

different number of iterations. The results are evaluated by considering Mean, 

Median, Standard Deviation, Best and Worst results obtained. The second variant of 

Bat Algorithm is inspired from another fact related to bats, i.e. pursuit strategy of bats 

vary depending upon flight behavior adopted by preys. Constant Absolute Target 



 

Detection strategy is adopted by bats, when they have to target preys moving 

erratically or moving at unpredictable speed. Inspired from this behavior of bats, 

another variant of Bat Algorithm is developed. Result evaluation is carried out in 

consideration to Standard Deviation, Mean, Median, Best and Worst solutions 

obtained over varying iterations from [250, 500, 750, 1000] and by varying bat 

population from [25, 50, 75, 100]. The third variant of Bat Algorithm is inspired from 

fact that bats do seize their vocalization in presence of other bats, in order to either 

avoid signal jamming or to save energy, while targeting some other bats’ prey. Bats 

start following other bats, if they receive sound pertaining information of prey 

capturing. Here one bat will act as leader and other will act as follower. The motive of 

third variant of Bat Algorithm is to determine direction of follower with respect to 

leader and utilize this information for obtaining optimal result. The calculations are 

done considering angle between follower and leader, with respect to an external 

surface. Here, results are evaluated for different bat population over varying 

iterations.  

 

Newly developed variants of Bat Algorithm have proven their applicability in 

providing solutions to numerous number of real world applications. To conclude the 

research work carried out in this thesis, next section presents strengths of Bat 

Algorithm and areas where there is a scope of improvement in Bat Algorithm. 

 

7.1 Strengths of Bat Algorithm 

 Bat Algorithm has proven its applicability for solving numerous problems related 

to different application areas over other existing swarm intelligence techniques. 

This is because of fact that BA has combined advantages of existing optimization 

techniques. 

 The concept of Bat Algorithm is very concise and clear in understanding for 

layman, which has also increased its acceptance for solving single objective or 

multi-objective problems. 

 Bat Algorithm offers good exploitation capability, which helps in obtaining global 

optimal solution. 



 

 Bat Algorithm diversify solutions obtained among population, rather than sticking 

to previously obtained global optimal solution. 

 Due to automatic parameter tuning and automatic zooming, BA offers faster 

convergence rate among candidate/feasible solutions of bat population. 

 It is good at obtaining global optimal solution in comparison to local optimal 

solution. 

 

7.2 Weaknesses of Bat Algorithm 

 

 Bat Algorithm lacks of performing exploration at a better rate in order to obtain 

local optimal solution. 

 BA does parameter tuning, but still there is a scope of improvement by 

introducing more parameters, which fine-tune the results obtained. 

 Switching between exploration and exploitation phase is done when local 

solutions are obtained. But, decision regarding shift from exploration phase to 

exploitation phase, needs improvement. This shift must takes place at right 

moment, with improved control strategy over both phases. 

 To enhance performance of Bat Algorithm, still there is a scope of improvement 

in convergence rate. 

 

7.4 Future Scope 

 

 Inclusion of bats’ characteristics in existing variants of Bat Algorithm will 

improve performance while obtaining optimal solutions of the problem at hand. 

For example, Doppler Effect property of sound produced and echo received, 

incorporated in Standard Bat Algorithm, and has boosted performance of the said 

algorithm to a greater extent. The way bats jam the signal or sound produced by 

other bats to capture prey before any other bat does, can be used in military 

applications while receiving signals of opponents, without consuming own 

resources. Bats create three-dimensional picture of surrounding after receiving 

echo. There is always a difference in reception of echo by both ears of bats. How 



 

internal processing is carried out in bats’ ears can also be studied, to generate 

more accurate results.   

 Unravelling multi-objective problems, using existing variants of Bat Algorithms, 

specifically implemented for solving single-objective problems, is also extension 

of Bat Algorithm. Generally, multi-objective optimization problems are those 

problems which deals with more than two objectives. In this research work, three 

algorithms which are extension of Standard Bat Algorithm are developed and 

investigated their performance for solving single-objective optimization problem.  

 Generally, optimization techniques are developed for unravelling continuous 

optimization problems. As one cannot apply any optimization technique to solve 

discrete versions. An extension of these optimization algorithms may target 

discrete optimization problems. Here, algorithms proposed have targeted only 

continuous optimization problems. Considering performance of these algorithms, 

it is expected that these algorithms, if extended further, will be suitable for solving 

discrete optimization problems. 

 Extending applicability to these optimization techniques to solve more number of 

real world problems. Here, optimization algorithms proposed are applied to solve 

such optimization problems, which are considered for performance evaluation in 

existing research work done by other researchers. An extension to this work, is to 

prove applicability of proposed techniques to solve other engineering problems, or 

real world applications to model, to control and may be to optimize crane systems 

in civil engineering applications and many more other fields. 

 In this research work, algorithms proposed are modified versions of Standard Bat 

Algorithm. These algorithms are not hybridized with other evolutionary or other 

swarm intelligence-based techniques. Empirical studies and observation suggest 

that integration of pros of one algorithm with pros of another algorithm, will 

definitely yield more promising results. This strategy of adopting advantages of 

both algorithms will overshadow shortcomings of both algorithms. Another aspect 

to this hybridization also suggests that if both algorithms coevolve, then chances 

of obtaining better results increases. Thus, futuristic work is to focus on how to 

hybridize both algorithms and to yield most promising results. 



 

 Many SI optimization techniques are required to tune parameters for better 

functionality and to obtain diverse solutions. Parameter Tuning is one of the 

aspects which affects performance of Bat Algorithm. As Bat Algorithm consists of 

many parameters like, frequency, position, pulse emission rate, loudness and 

velocity. Few parameters have more impact on solution generated as compared to 

other parameters. Due to this reason, parameter tuning should be done in proper 

way and analysis is to be done in a sensitive fashion, to fine tune results obtained 

to select best solution. It is also a fact that tuning of such parameters is merely 

related to hit and trial method of adjustments, along with some empirical 

observations. But answer to the question-how to fine tune these parameters is still 

open for future research. 

 Even though, multiple swarm intelligence-based algorithms are proposed and 

implemented for solving diverse kinds of optimization problems, but still 

mathematical evaluations of all such algorithms are rare to find. To get in-depth 

knowledge and understanding of all these algorithms, there is a need for 

theoretical framework, which analyses performance of these algorithms, 

mathematically. For illustration, it is difficult to grasp that how defining local 

rules will help in obtaining self-organized behavior among population of swarm. 

Moreover, it sometimes lack the key phenomenon behind existence and popularity 

of swarm intelligence, existence of multiple agents in swarm and their 

characteristics. 

 Almost all the swarm intelligence inspired optimization algorithms are used for 

solving diverse applications and in most of the cases, range of design variables 

lies from small scale to medium scale. But, in real world, to solve applications, 

design variables may lie beyond medium scale. In such cases, there is a need of 

extension in existing optimization techniques to expand with respect to design 

variables and to solve large-scale problems. Till now, SI techniques are applied to 

solve various types of problems, like: traveling salesperson problem, scheduling 

jobs problems, and many more, and also provided promising results. As these 

types of problems are NP-hard (i.e. non-deterministic polynomial problems), 

which are very much difficult to solve for larger number of sizes. Researchers 

should suggest ways to deal with these types of problems. 



 

 Parameters of swarm intelligence-based optimization techniques are fine-tuned as 

per underlying problem. These parameters do adapt to different situations, without 

any human intervention. These algorithms are adaptive in nature and in order to 

bring variations in parameters, pseudorandom generators or some random 

variables are used.  These algorithms must evolve over a period of time, by 

learning from choices made in past and their past performances. The main goal of 

researchers should be to propose, develop and implement wide variety of self-

adaptive, self-learning, self-tuning and self-evolved optimization techniques, to 

solve wide variety of application problems.  

 

The future extensions to Bat Algorithm can be done in three ways as depicted in 

Figure 7.1. Details of the same are mentioned below: 

 

 Solving Combinatorial Problems 

o Vehicle Routing Problem 

o Scheduling Problem 

o Location and Allocation Problem 

o Assignment Problem 

 Hybridization with existing metaheuristic approaches 

o PSO 

o ACO 

o GA and many more 

 Inclusion of Bats’ biological features 



 

 

Figure 7.1: Future Research Scope 
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