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Does artificial intelligence have a gender?

Artificial Intelligence is using
advances to helpmedical profes-
sionals detectand treat cancers;
emergency responders predict
and prepare for impending natu-
ral disasters; police identify
criminals and safely disarm
bombs; organisations improve
products, servicesand processes
and school childrenreceive tai-
lored help from virtual teachers
suited to their learning style.
Through the use of robots and
software agents, the machine
may even perform these tasks
alone or as a team member col-
laborating with humans. If we
aregoing tobuild machinesthat
play roles that simulate human
reasoning, behaviour and activi-
ties, as a society we should
ensure that those machines ben-
efit all members of society,
regardless of their age, gender,
religion or status in society,
rather than replicate human
biases, perpetuate disparities or
widen the gapbetween the haves
and have nots.

If Alisasimulation ofhuman
intelligence, who does it simu-
late and does it have a gender?
Whether you view gender as
socially constructed by one’s
environment and culture,a bio-
logically determinedfactoras in
the essentialist perspective, or
adhere to the theory of individ-
ual differences, gender plays a
rolein whoweare.

Alltoooftenitaffects how we
areperceived and what we can
do. That can vary fromopportu-
nitiestopursueacertaincareer
to whether our car navigation
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systemrecognises orignores our
voice commands.

In my area of Al research,
female avatars are most com-
monly used toplay virtual assist-
antsand companions. This per-
petuatesaperspective that help-
ingroles are best performed by
women.

These charactersare friendly
and empathic, but also submis-
sive and there are no negative
consequences for users who
ignore them or even verbally
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abusive them. But moreoften AT
represents males.

Irecall earlier this year at a
Digital Health conference in
Melbourne a medical specialist
confessing that 25 years ago
when he wasa rural GP he misdi-
agnosed a female patient which
nearly cost her life because he
hadnever seen that condition in
afemale.

The datasethe wasoperating
from, his experience, was biased.
Similarly, the bias within Alis
due to the inherent bias in our
world. It exists in the expertise
we capture in knowledge based
systems, in the datasets from
which we develop predictive
models and the software and
hardware designed for and
tested by (mostly)men who natu-
rally operate from their own
experiencesandneeds. Tomake
matters worse, because the Alis

doingthe task, the biasbecomes
more hidden, particularly in
methodslikedeeplearning that
aredifficultforhumanstointer-
pretorunderstand.

In order for Al technology to
meet the needs of both men and
women, both gendersshould be
the target of innovation ns,
involved in the design of these
systemsandrepresentedindata-
setsand evaluations. For exam-
ple, we need to avoid uncon-
sciousbias in deciding what fea-
turestoincludeorexcludeinthe
training of predictive models.
Buthow canwedeliverinclusive
solutions given current gender
gaps?

Globally, women are under-
representedinEngineeringand
Information Technology class-
roomsand workplaces, withrep-
resentation around 30% in India
andsignificantly lowerinother
countries; resultingin products
and technology mostly designed
with men in mind. In Al
research, that percentage is
closer to 10%, as I observed in
2018 at the joint-Al conference
held in Stockholm with thou-
sands of delegates, where I and
anotherlady had the rare experi-
ence of walking straight into a
toilet cubicle following the key-
note speeches and watched with
some amusement the long and
winding queue emanating from
the men’s bathroom.

Governments, universities,
industryand widersociety need
towork togethertodevelop ethi-
calframeworks thatharness the
benefits of A without ignoring
concerns such as cognitive
degeneration, threats toauton-
omy, accountability, privacy,

security, discrimination, socie-
tal implications and economic
impacts.

Five key principles found
across existing frameworks
mandate that Al technology
should benefit the common good
(beneficence); donoharm(non-
maleficence); maintain human
agency (autonomy); promote
diversity and fairness (justice)
and to ensure accountability,
responsibility and transparency
(explicability) withrespect to the
other principles. Particularly
relevant tothe genderquestion,
the principle of justice aims to
eliminate discrimination, mini-
mise data bias and promote
shared benefits.

Sobacktoourquestion. Does
Alrepresentor favoura particu-
largender? Yes, currently it mir-
rors our world dominated by
data, decisions and designs for
and by males.

Explainable Al Al that can
explainits goals, beliefs, reason-
ingand knowledge boundaries,
provides a fresh opportunity to
make this bias transparent. To
bring the female voice to Al is
another keysolution that canbe
achieved through initiatives
suchasthewomen in STEM pro-
gramsat Macquarie University
situated in Sydney, Australia.
Withcommitment tofollow ethi-
cal principles, together we can
build AI that exposes bias and
does not discriminate based on
gender; in so doing artificial
intelligence can transform
humanintelligence and our soci-
ety.

Theauthoris Professor, Department
of Computing Faculty of Science and
Engineering, Macquarie University




