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Abstract

Physical and psychological disorders are the leading cause of disability all

over the world. Over 25% of the population is suffering from disability and

premature mortality in the United States and Canada. The same ratio can

also be expected from the other nations as well. In 2013, the United States

spent approximate 201 billion dollars for public healthcare care sector focus-

ing on physical and psychological disorders. Significant efforts have been

made to develop smart technological approaches to alleviate the adverse im-

pacts of physical and psychological disability. The physical and psycholog-

ical issues are commonly predicted by analyzing the motor movements of

the patients in a continuous manner. The early prediction of abnormality

through continuous monitoring can be considered as the best solution for

making positive change in the life of patient and their family. Usually, the ob-

servation can be done by watching exercises of the individuals either from

video recordings or live, and further, the behaviors are being categorized.

The process of manual monitoring is time-consuming and requires a signifi-

cant amount of efforts. Therefore, automating the process of monitoring can

enhance the ability of irregularity prediction and behavior observation more

efficiently.

This thesis present efforts of combining the advanced monitoring princi-

ples of computer vision with modern data processing techniques to provide

aid in healthcare and assistive-care domain. The core of this dissertation is

to contribute to the research in smart healthcare by identifying physical or

psychological issues which can be monitored remotely. For this, application-

specific four distinct frameworks are proposed to monitor different health

issues in real-time. Irregular activities are a class of behavior known to oc-

cur in patients. The calculated outcomes are presented to validate the ability

of the proposed frameworks for behavior analysis based on the performed
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physical activities. The experimental results show promising scope towards

improving the quality of life and cost-effective smart monitoring solutions.
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Abstract 

 

Physical and psychological disorders are the leading cause of disability all over the 

world. Over 25% of the population is suffering from disability and premature mortality in 

the United States and Canada. The same ratio can also be expected from the other nations 

as well. In 2013, the United States spent approximate 201 billion dollars for public 

healthcare care sector focusing on physical and psychological disorders. Significant 

efforts have been made to develop smart technological approaches to alleviate the 

adverse impacts of physical and psychological disability. The physical and psychological 

issues are commonly predicted by analyzing the motor movements of the patients in a 

continuous manner. The early prediction of abnormality through continuous monitoring 

can be considered as the best solution for making positive change in the life of patient 

and their family. Usually, the observation can be done by watching exercises of the 

individuals either from video recordings or live, and further, the behaviors are being 

categorized. The process of manual monitoring is time-consuming and requires a 

significant amount of efforts. Therefore, automating the process of monitoring can 

enhance the ability of irregularity prediction and behavior observation more efficiently. 

 

This thesis present efforts of combining the advanced monitoring principles of computer 

vision with modern data processing techniques to provide aid in healthcare and assistive-

care domain. The core of this dissertation is to contribute to the research in smart 

healthcare by identifying physical or psychological issues which can be monitored 

remotely. For this, application-specific four distinct frameworks are proposed to monitor 

different health issues in real-time. Irregular activities are a class of behavior known to 

occur in patients. The calculated outcomes are presented to validate the ability of the 

proposed frameworks for behavior analysis based on the performed physical activities. 

The experimental results show promising scope towards improving the quality of life and 

cost-effective smart monitoring solutions. 
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Chapter 1

Introduction

A group of physical or psychological disorder originating in childhood are

categorized as developmental issues. Psychological disorders comprise of

issues pertaining to learning, language, motor movement and autism spec-

trum disorders. Broadly, these disorders are characterized as neurodevel-

opmental disorders. Identifying and determining irregularities at its initial

stage is the most desirable. The perception of individuals in a continuous

manner is one of the most challenging tasks. Visual sensors-based continu-

ous monitoring can become a key aspect to deal with these issues at ground

level. The monitoring can either be in real-time or recorded for later anno-

tation. This helps medical professionals to intervene earlier to get positive

outcomes. Therefore, the auto-prediction of such irregularities is highly de-

sirable both for parents and medical representatives.

Computer vision is a field of science that provides machines with the

ability to visualize (Szeliski, 2010) and have a profound impact on multiple

domains as shown in Figure 1.1. Tracking and following the activities of an

individual from videos (Yilmaz, Javed, and Shah, 2006) and multi-model sen-

sors (Munaro and Menegatti, 2014) is considered to be the most interesting

topic of computer vision. One of the primary requirements of these appli-

cations is to learn a recognition model that can differentiate different types

of activities. Several advanced computer vision assisted monitoring solu-

tions have been proposed to analyze the type of behavior based on physical

activities. In its early stage, several human tracking (Kazemi and Sullivan,

2014) and face detection (Krizhevsky, Sutskever, and Hinton, 2012; Viola
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and Jones, 2004) solutions have been introduced by utilizing handcraft ap-

proaches with satisfactory detection accuracy. As the quality and the amount

of the data has been increased, the fewer data processing capability of hand-

craft techniques became the major cause of the low satisfaction level in event

understanding (Papert, 1966). Some of the challenges such as, large intra-

class variance among the activities, large variability in spatiotemporal scale,

the variability of human pose, periodicity of human action, scarcity of la-

beled data, and many other are the most common challenges in computer

vision which are very hard to achieve by utilizing handcraft techniques.

FIGURE 1.1: Computer vision and its applications.

In (Krizhevsky, Sutskever, and Hinton, 2012) and (LeCun et al., 1988),
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deep learning models were introduced in computer vision for the task of con-

tent recognition from the images. Deep learning (LeCun, Bengio, and Hin-

ton, 2015) is considered as the best option to overcome the above-mentioned

challenges by utilizing the ability of data processing and achieving human-

level understanding. By increasing the computational power, the data pro-

cessing techniques of deep learning such as a convolutional neural network

(CNN) (Krizhevsky, Sutskever, and Hinton, 2012) has prompted remark-

able enhancements for image classification and robust detection of people

(Ren et al., 2015). Several domains have been served by computer vision as-

sisted deep learning enabled monitoring solutions. But the healthcare and

assistive-care domain is considered as one of the most challenging applica-

tion domain of computer vision. Predicting regular and irregular activities

of individuals through visual sensors is considered as one of the most de-

manding yet challenging problems of computer vision.

1.1 Prior research

In this section, we have discussed several aspects of the proposed study, from

mental health assessment to computer vision and learning techniques. These

techniques can be utilized to comprehend observed symptoms as follows:

1.1.1 Observable physical and psychological irregularities

The symptoms of psychological illnesses can be observed visually. To ob-

serve psychological irregularities, continuous observation can become the

most reliable solution. Visually recognizable indicators are available for sev-

eral psychological illnesses including autism spectrum disorder (ASD), obsessive-

compulsive disorder (OCD) and schizophrenia. Computer-vision assisted

continuous monitoring can become a primary source of data collection that

can further used for medical or assistive assessment.
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ASD is considered as one of the most common neurological developmen-

tal disorder in the area of psychological disorder. Behavioral symptoms in-

cluding social behavior deficits and communication as well as repetitive and

restricted behavior patterns such as spinning, hand flapping and head bang-

ing are the most common issues of ASD (Goldman et al., 2009). These im-

pairments may vary on the scale of severity from individual to individual.

The report conducted by the Centers for Disease Control and Prevention in

2000 listed that around 1 of 150 children were experiencing ASD (Health and

Services, 2017). However, the latest report of 2014 clarified that around one

of 59 children by the age of 8 years are experiencing ASD in the United States

(Baio et al., 2018).

As we can observe that ASD turning out to be progressively predomi-

nant consistently. The ratio of males diagnosed with ASD is always higher

as compared to females. 3 males out of 4 individuals are determined to have

ASD. It can be analyzed that the behavior of the child is the exact opposite

of a normal child. The combination of odd behavioral effects starting at a

young age can demonstrate that the child may have developmental issues

at a later stage and must get tested. When a child is predicted with autism,

the providence of appropriate predictive, diagnostic and treatment solutions

can be a challenging task for parents and caretakers. Autism Diagnostic Ob-

servation Schedule (ADOS, Lord et al., 2000) is a procedure which is used to

diagnose the state of the child and usually takes a minimum of six months.

Once analyzed, the child with mental imbalance may get concentrated be-

fore atypical examples of behavior and the functioning of the brain become

firmly settled.

OCD is another psychological illness that affected 2-3% of the adult pop-

ulation. The individual suffering from OCD usually experienced a high scale

of distress and anxiety. The disorder is characterized by having intractable,

intrusive obsessions (Grabill et al., 2008). As like most of the psychological

disorders, this disorder is also evaluated through self-reporting, checklists
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and interviews. Children’s Yale-Brown Obsessive Compulsive Scale (CY-

BOCS) (Scahill et al., 1997) checklist is considered as the most common solu-

tion to measure the scale of anxiety. Characteristics of this illness are easily

recognizable. Usually, patients have an impulsive desire to organize things

in a specific manner (Radomsky and Rachman, 2004). The most common

habits in OCD include: repeatedly washing hands; following a specific order

for doing tasks every time; repetitively checking doors, switches etc.; fear of

touching doorknobs or shaking hands.

Individuals suffering from schizophrenic are more likely to have symp-

toms like delusions and hallucinations. Psychiatric analysts have detailed

about recognizing the difference to determine whether the individual is suf-

fering from schizophrenic or not from video recordings (Walker, Savoie, and

Davis, 1994; Schiffman et al., 2004). The individuals were observed by ana-

lyzing motor skills and further rated to differentiate the scale of the abnor-

mality. The proposed study found a strong correlation in a high frequency

of neuro-motor irregularities and the inevitable analysis of schizophrenia.

Schizophrenic subjects suffering from neuro-motor irregularities cause sev-

eral abnormalities named as musculoskeletal abnormalities, postural abnor-

malities, and spastic movements. In article (Schiffman et al., 2004), the au-

thors utilized recordings of Danish children which were recorded in 1972.

They also utilized data of the individuals suffering from mental disabili-

ties. The researchers found that the subjects who were determined to have

schizophrenia had scored lower on their social rating and in motor skills.

Perception of neuro-motor based irregularities are considered as the best

possibility for programmed perception.

1.1.2 Computer vision and Neurological Development Dis-

order (NDD)

Due to the wide range of NDD, routine practices vary accordingly in patients

experiencing Neurodevelopment issue. Thus, several studies have been de-

veloped to discover patterns of irregular behavior. A perfect solution would
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perceive and classify symptoms of NDD, for example, distinguishing an in-

dividual with psychological impairment and grouping the strange behavior

related to the performed exercises. Fulceri et al., 2015 demonstrated that

physical movements were obviously impaired in pre-schoolers with ASD,

thus, it behoved the researchers to automate the procedure of identifying ir-

regularities to discover complex practices. In articles (Hashemi et al., 2012;

Hashemi et al., 2014; Luyster et al., 2009), authors have observed and classi-

fied behavior including attention disengagement, visual tracking, and arm

asymmetry. They studied ADOS-T and Mullen Scales of Early Learning

(Mullen, 1995) test based clinical data. The proposed studies recognized the

ability to turn head and effectively distinguished arm asymmetry from the

recorded video of individuals.

Recent work in this domain deals with the extremely difficult task of

distinguishing children and their practices in a classroom (Sivalingam et

al., 2012). Sivalingam et al., 2012 utilized visual sensors and depth sen-

sors to track the activities of the children in a classroom (Walczak et al.,

2013) and recognized social gatherings and other risk-markers (Fasching et

al., 2012). Fasching et al., 2015 effectively characterized redundant behavior

of the autistic child like ear-covering, shrugging, and hand fluttering from

the videos. Bernstein et al., 2017 actuated and marked irregular practices

in children with obsessive-compulsive disorder in an artificial setup. They

analyzed the practices of the children such as hand-washing in a dummy

washroom and the organization of items on various floor covering designs.

They found that arranging and moving objects and longer hand washing

was related to obsessive-compulsive scale evaluations. In the proposed work

(Fasching et al., 2016), authors created an environment to follow how many

times participants went to the washroom and turned the water tap on and

off. The study was performed in an artificial environment, therefore, chil-

dren do not need to be acquainted with sensors. Rajagopalan, Dhall, and

Goecke, 2013 arranged public recordings of children with ASD into normal

generalizations to give researchers challenging dataset for developing effec-

tive monitoring solutions. This thesis aggregates an imperative assortment
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of work that attempts to automatically and robustly distinguish, track, and

classify abnormal physical movements and motions.

1.1.3 Machine learning and deep learning for physical activity-

based behavior prediction

In general, activities are recognized and classified by extracting and analyz-

ing the features from the visual data. Methodologies for activity recognition

are broadly categorized based on the type of features used to analyze activi-

ties as follows:

1. Low-level feature-based methods

2. Mid-level feature-based methods

3. High-level feature-based methods

Low-level feature based methods: Low-level feature based methods pro-

cessed the features in two steps – first, an interest point is detected and then

local features are described to analyze the type of activity (Laptev, 2005;

Wang et al., 2011). The extracted local features are further process before

applying any classification methods to categorize the type of activity per-

formed by the individual.

Mid-level feature based methods: The mid-level features directly de-

pendent on the capacity to discover and process human and its direction

in the video before action recognition. The researchers exploit trajectories

(Wang and Schmid, 2013), temporal sequence of the human pose (Thurau

and Hlavác, 2008) and human tracks (Minhas, Mohammed, and Wu, 2012)

etc. for activity recognition.

High-level feature based methods: Exercises are outlined as a collec-

tion of semantic characteristics such as semantic model vectors (Merler et al.,

2012), actoms (Gaidon, Harchaoui, and Schmid, 2013), action bank (Sadanand

and Corso, 2012), and many others. Based on the above highlights, some
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graphical model-based optimization algorithms are utilized to improve the

execution such as conditional (Quattoni et al., 2007), petri net (Albanese et

al., 2008), Markov random field (Nayak, Zhu, and Roy-Chowdhury, 2013),

etc.

Recent proposed studies utilized the data processing capability of deep

learning to analyze the contextual information for activity analysis. Deep

learning plays an imperative role in several challenging domains such as

computer vision, natural language processing, speech recognition, biology

and physics problems. To provide the ability of content recognition to ma-

chines, the models need to extract dense features from video and images.

Deep learning (Goodfellow, Bengio, and Courville, 2016) is considered as

one of the most encouraging fields in the computer vision domain and is

extremely successful for analyzing high dimensional raw data in real-time.

Deep learning techniques such as CNN is considered as a most popular fea-

ture extraction approach and most commonly applied to analyze visual im-

agery. Convolutional Neural Network (CNN) utilized global and local fea-

tures to recognize complex physical activities.

To access the temporal features from the sequence of frames for sequential

activity representation, 3D CNN (Baccouche et al., 2011; Ji et al., 2013; Tran et

al., 2015) extract the graphical characteristics from a set of frames in a video.

A most common challenge of 3D CNN based activity prediction methodol-

ogy is discovering a large amount of labeled data for training and getting

robust prediction accuracy. The recent studies examined the performance

of CNNs in the detection of more complex activities. In article (Karpathy

et al., 2014), authors utilized convolutional networks to find the relationship

between temporal information for activity recognition. They also observed

that the prediction performance can be improved by incorporating temporal

features properly. In recent studies, (Ji et al., 2013; Simonyan and Zisserman,

2014a; Tran et al., 2015; Gkioxari and Malik, 2015), the activity prediction per-

formance has also been improved by augmenting the proposed approaches

using optical flow-based features. The utilization of features varies network
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by network.

1.2 Motivation of the study

Human eyes can capture ten gigabits data for each second from general sur-

roundings and the human brain can process more than three million bits of

the data for every second (Anderson, Van Essen, and Olshausen, 2005). Our

brain utilizes the data to gain proficiency with an amazing representation

of the world (Barlow, 1989). Similar to human vision, smart monitoring is

a process toward finding relative meanings from the visual data (Man and

Vision, 1982). However, developing an intelligent monitoring system as vig-

ilant as a human vision is a challenge for researchers of several fields such as

philosophy, physiology, engineering, psychology, artificial intelligence and

computer science.

Computer vision has begun to serve several domains in which differ-

ent methodologies can be connected together to improve the efficiency of

monitoring (Hashemi et al., 2014; Rehg et al., 2013; Rajagopalan, Dhall, and

Goecke, 2013; Ciptadi, Goodwin, and Rehg, 2014). In recent years, it has be-

come an essential solution to observe the regular and irregular activities of

an individual or a group of individuals. Healthcare domain is considered as

one of the most challenging domain of computer vision. However, computer

vision prompt issues related to activity misclassification. The occurrence of

misclassifications can be handled by training the model with more complex

activity samples. A typical computer vision assisted activity monitoring sys-

tem is represented in figure 1.2.

With a continuous progression in the amount of high quality visual data

and computational power, the technology of computer vision promises a sig-

nificant advancement in smart monitoring. A noteworthy advantage of com-

puter vision has the potential of combining the data processing capability of

deep learning for recognizing more complex physical activities with satis-

factory scale of precision. Another favorable advantage of this technology
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FIGURE 1.2: A typical computer-vision assisted monitoring
framework.

is, an individual can be monitored without installing any wearable sensors

on their body. The above mentioned advantages of computer vision and

deep learning become a primary motivation of developing smart monitor-

ing frameworks for healthcare and assistive-care domain. These frameworks

can help caretakers and doctors to deal with patient’s health irregularities in

real-time. In addition, having the ability of designing smart monitoring so-

lutions for the patients suffering from psychological disability may add our

comprehension in the study of neuroscience (Sterling and Laughlin, 2015).

1.3 Objectives of the study

In order to investigate the benefits of utilizing and the advanced monitor-

ing principles of computer vision with the data processing benefits of deep

learning, the following objectives were proposed:

• To develop physical irregularity recognition and behavior analysis frame-

work for patients suffering from physical or psychological disabilities

to be used in their localized areas.

• To summarize the scale of irregularity in a continuous manner by stor-

ing the final outcomes in the database and also present the pattern of

activities with observed anomalies in graphical format.

• To initiate appropriate warning and emergency alert-based notifica-

tions for caretakers and doctors during the involvement of the indi-

vidual in any irregular activities.
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1.4 Thesis Contribution

The proposed activity recognition methodologies are directly inspired by the

data processing capabilities of deep learning that learn patterns by encoding

the input through various layers and sub-sampling operations. Deep learn-

ing also helps to increase the level of abstraction by processing the data level

by level. The primary objective of the proposed studies is to increase safety

measures for individuals under observations by determining the scale of ir-

regularities more effectively. The purpose of the presented solutions is to

make the environment smarter that can quickly distinguish irregular behav-

ior so that caretakers and physicians can assess patients as soon as possible.

The contributions that will be presented in this thesis are described here:

• Established state of the art healthcare and assistive-care environment

by proposing several application-oriented computer vision-assisted mon-

itoring frameworks.

• Demonstrated the applicability of computer vision methodologies to

the healthcare domain by being able to classify irregular physical ac-

tivities.

• Developed a method for storing and retrieving the calculated outcomes

from the database for medical or therapeutic assistance.

• Developed a time-sensitive smart alert-based decision-making solution

to maintain the sensitiveness of healthcare domain.

1.5 Thesis Outline

The thesis is organized in six chapters. A brief outline of the chapters is given

below.

In Chapter 2, we present and evaluate a novel abnormality recognition

framework for the individuals suffering from Autism Spectrum Disorder
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(ASD). The main objective of the proposed study is to increase safety mea-

sures for individuals in the absence of parents or caretakers. The simulation

of the proposed study and the results are thoroughly analyzed.

In Chapter 3, we propose computer vision-assisted deep learning-enabled

monitoring framework to analyze the physical posture of an individual in

their working environment. The motive of the proposed study is to rec-

ognize physical irregularities that can cause Generalized Anxiety Disorder

(GAD). The outcomes are also analyzed in the chapter.

In Chapter 4, we introduce an edge-analytics assisted monitoring frame-

work to predict health affliction in real-time. The fundamental goal of the

proposed study is to provide a medical assessment to the patient in real-time

by notifying the respective doctor or caretakers. The performance of the pro-

posed framework is also analyzed in the chapter.

In Chapter 5, we present a hybrid deep learning methodology for rec-

ognizing physical movements of the patients in real-time through 1D time

series data captured from wearable sensors to deal with the constraints of

the above-presented computer-vision assisted monitoring frameworks. The

results of the proposed study are analyzed with proper analysis.

In chapter 6, we conclude the thesis highlighting the prime outcomes of

the current research of the author and the significant contribution of the the-

sis. We also notify about the scope for future research in this area.
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Chapter 2

Physical Irregularity Recognition

of ASD Children

2.1 Introduction

Autism Spectrum Disorders (ASD): ASD is a type of neurological develop-

ment disorder which affects the individual’s social, linguistic and commu-

nicative skills ((Lord, Volkmar, and Lombroso, 2002; Association, 2013)). The

behavioral issues of these individuals are broadly classified into three cat-

egories ((Hutt and Ounsted, 1966; Hutt, Forrest, and Richer, 1975; Dunlap,

Dyer, and Koegel, 1983)):

1. Social interaction: In most of the cases, an autistic child is less likely

to interact with others ((Myers, Mackintosh, and Goin-Kochel, 2009)).

Even, they are less capable to express their needs in a proper manner

which debilitates their capability of sharing activities and interests with

their parents or caregivers.

2. Communication: An autistic child may experience issue in the devel-

opment of communication ability. As indicated by (Griffith et al., 2010),

an autistic child face difficulties in nonverbal communication, for ex-

ample, pointing, eye to eye connection, and hand gestures.

3. Repetitive behaviors: Repetitive behavior is considered as the most

common issue in autism (Ganz, 2007). Several redundant exercises like
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spinning objects, closing and opening doors are some of the examples

of repetitive behavior that can cause physical injuries.

Problem Identification: Recent statistics described that by the age of

eight-years, 1 out of every 88 children is suffering from autism in the United

States (https://www.cdc.gov/ncbddd/adhd/data.html). Similar statistics

can also be expected from the other nations as well. It can be noticed that

dealing with an autistic child is a completely different experience with more

stress for parents compared to the care of a normal child. To analyze their

routine based challenges and difficulties, a subjective questionnaire has been

conducted:

1. What kind of situations are more critical and difficult for you?

2. Which sort of arrangements is you expecting in your daily routine that

can help to make things less demanding for your child?

3. What kind of solutions do you expect to deal with the most common

daily problems related to your child?

The questionnaire is concluded into three portions: first, focusing on the

daily experiences of the parents with their child. Second, living environment

expectations for both parent and child. Third, the expectation of ease in their

daily routine by monitoring the child in real-time. Several solutions are pro-

posed to deal with the problem of autism at some level. But according to the

best of our knowledge, no specific solution is found that can help parents for

child assistance in an independent manner.

Research field: Computer-vision and deep learning are considered as the

two most supportive technologies to provide an effective and efficient smart

assistive environment. For activity recognition, several handcraft techniques

based monitoring solutions have been proposed (Ezzahout and Thami, 2013).

But as the amount of data is increasing, these solutions become less capable

of real-time data processing and takes more time for decision making (Chu,

Song, and Jaimes, 2015). Due to the sensitiveness of the healthcare domain,
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the decision making delay caused by these techniques is unacceptable. To

overcome the constraint of handcraft features, deep learning is considered

as the best solution for real-time data processing and decision making.

Motivation: Smart activity monitoring and irregularity prediction in real-

time can provide a reliable assistive environment for individuals suffering

from physical or mental disabilities. By collaborating the advanced data pro-

cessing methods with the monitoring principles of computer vision, the ca-

pability of activity recognition has been transformed completely (Ye et al.,

2013). It is conceivable to develop a pro-active assessment model by in-

stalling visual-sensors in the ambient environment of an individual which

can be used to predict and evaluate the physical afflictions in real-time.

Contribution: The goal of our study is to utilize the aforementioned

deep learning capabilities to develop a comprehensive irregularity predic-

tion framework as shown in Fig. 2.1. The contribution of the study is de-

scribed by dividing the proposed framework into four objectives.

1. Primarily focused to screen the irregular physical activities of an autis-

tic child by utilizing the principles of the computer-vision technology.

2. Deep learning based irregularity prediction methodology to calculate

the physical vulnerability of the child in real-time.

3. Physical activity-based record generation using the 3D tensor technique

for medical or therapeutic purposes.

4. Warning-based alert generation with the deliverance of activity infor-

mation to caretakers and doctors.

Organization: The chapter is further divided into multiple sections. Sec-

tion 2.2 deals with the literature survey on various activity recognition method-

ologies. The architectural detail of the system has been discussed in section

2.3. In section 2.4, the system is evaluated to justify the performance of the

system. Lastly, the chapter is concluded with some suitable remarks in sec-

tion 2.5.
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FIGURE 2.1: The conceptual framework of the proposed behav-
ior monitoring system.

2.2 Related works

In this section, many activity recognition solutions have been discussed into

two subsections: single-activity recognition solutions and multi-activity recog-

nition solutions.
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2.2.1 Single-activity recognition solutions

Noury et al., 2008 characterized the distinct investigations on fall discovery

by focusing on the event location. The authors incorporated the identifi-

cation of post-fall stage of a person. By differentiating the type and meth-

ods used to analyze the exercises, Perry et al., 2009 divided the fall detec-

tion systems into three classes: single acceleration-based measurement tech-

niques (Lindemann et al., 2005), multi-acceleration based measurement strat-

egy (Noury, 2002) and measurement techniques based on non-acceleration

data (Ng et al., 2009). On the other hand, Mubashir, Shao, and Seed, 2013

divided the fall detection systems into three major groups: wearable sensors

(Ghasemzadeh, Jafari, and Prabhakaran, 2010; Ghasemzadeh, Loseu, and Ja-

fari, 2010), localized sensors (Nyan et al., 2006; Rimminen et al., 2010) and

vision based fall detection system (Shi et al., 2009).

2.2.2 Multi-activity recognition solutions

Several studies have used convolutional neural network (CNN) for activ-

ity prediction and achieved better results compared to handcraft features-

based solutions. Some other processing methods such as optical flow im-

ages, improved dense trajectory (IDT) features, and feature fusion are used

along with CNN layers to improve the activity prediction efficiency (Yang,

Molchanov, and Kautz, 2016; Xu, Yang, and Hauptmann, 2015; Chéron,

Laptev, and Schmid, 2015). Many other studies have used temporal fusion-

based solutions with CNN models for feature extraction from the video (Wang

et al., 2017b; Feichtenhofer, Pinz, and Wildes, 2017; Sun et al., 2015). But in

recent studies, 3D CNN became most popular solution for spatio-temporal

feature extraction from the data for activity prediction (Tran et al., 2015).

Ye, Stevenson, and Dobson, 2015 proposed a learning-driven approach to

recognize the movements on numerous subjects. The proposed framework

investigated the semantics activities and calculated the semantic differences

to fragment the data generated by the sensor and divided the data into sev-

eral groups to differentiate the exercises. In the article (Feichtenhofer, Pinz,
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and Zisserman, 2016), the authors have used 2D CNN model for spatial fea-

ture extraction from the RGB images and 3D CNN model to extract temporal

features from the sequence of optical flow images. They combined these fea-

tures using fusion methods to represent the final combined output. Liu et al.,

2016 introduced a deep architecture to illustrate the human body based on

tree-structure and revised the LSTM network to learn the links in a particu-

lar sequence. Shahroudy et al., 2016 proposed a Long Short-Term Memory

module-based solution to predict physical activities. The model is trained on

the variations in human joint structures to learn several body movements.

Song et al., 2017 proposed a spatiotemporal attention model to recog-

nize the human activities. The author proposed a spatial attention module

to select discriminative joints and temporal attention module for assigning

weights to each frame for activity prediction. Ijjina and Chalavadi, 2017 pro-

posed a human actions recognition approach by analyzing the temporal fea-

tures of the RGB-D video. The motion-based features are obtained by using

RGB and depth image-based two data modalities. Akula, Shah, and Ghosh,

2018 proposed a supervised Convolution Neural Network (CNN) architec-

ture based action recognition system to predict six daily physical actions

from IR images. Luo et al., 2018 introduced an activity recognition method to

monitor the on-field activities of workers. Convolutional networks-oriented

spatial-temporal streams are used to recognize activities. These features are

further combined by following a fusion strategy to generate a combined pre-

diction result. Singhal and Tripathi, 2019 introduced an action recognition

solution based on local binary pattern (LBP) technique. The proposed ap-

proach focused on the LBP feature extraction via spatiotemporal relations to

determine the type of action. Chen, Zou, and Zhang, 2019 proposed a net-

work called STMP to predict activities from unconstrained scenes. The au-

thors used 3D ConvNet to encode spatio-temporal features and performed a

temporal activity localization method for activity recognition.
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FIGURE 2.2: The layered approach of the proposed system.

2.3 Proposed Model

The novelty of the framework is explained into layered architecture as shown

in Fig. 2.2. The layers of the framework performed the task of data acqui-

sition, activity prediction, performed activity-based record generation and

smart alert based decision making. The task-oriented layer synchronization

process is further explained in subsections.

1. Data acquisition layer
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TABLE 2.1: An overview of the dataset.

Dataset Technology Sensor Spec-
ification

Activity
classes

Visual
templates

Wide-range
visual sensor

Pixel density: 2MP
Frame rate: 30 FPS
Aspect ratio: 16:9
Resolution: 1920 × 1080

1. Running away,
2. Pulling hairs
3. Throwing things,
4. Self punching,
5. Fighting,
6. Head beating.

2. Data augmentation and activity prediction layer

3. Activity-based record generation layer

4. Warning notification-oriented smart alert generation based decision mak-

ing layer.

2.3.1 Data acquisition layer

Visual sensors are the main source of data acquisition in our study. Essen-

tially, the data related to physical activities (regular and irregular) are con-

stantly captured by visual sensors. After performing some pre-processing

operations, the data is further transmitted to the next layer of the framework

for irregularity prediction. To make an in-depth assessment, the templates

must be classified into its respective activity class of the system. Table 2.1

provides an outline of the activities and technology used in this study for

data generation.

It is assumed that the dynamics of abnormal activities could be identified

by analyzing the series of frames. A frame sequence is sub-divided into non-

overlapping frame segments called video templates. Definition 1 explains

the process of video template formulation and equation 1 is used to formu-

late video templates with an equal number of frames.
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Definition 1: (Video Template) A video template V is defined as a group

of 30 frames (Average time: 1 second) into one segment described as Vi =

{ f1, f2, f3, ........, f30}.

(Vi, FS, FE) = FN, (FE − FS) mod n = 0 (2.1)

where FS, FE is the first and last frame in a video template. FN is the total

frames in a sequence and the value of n is set to 30 frames. (FE − FS)mod n =

0 is the division process to formulate video templates of 30 frames. If the

frame segment is not divisible to 30 or the value of the remainder is not equal

to 0, we pad zeros after the last frame of the segment to make it divisible.

The video templates are further compressed to reduce the template pro-

cessing cost. Equation 2 is used to calculate the compression ratio of the

video template.

αi =
Vc

V
(2.2)

where Vc is the size of the template after compression and V is the origi-

nal size of the video template. The large compression ratio defines the large

size of video template which leads to a large compression rate. After finaliz-

ing template formulation and compression process, the video templates are

transmitted to its second layer for activity analysis.

2.3.2 Data augmentation and activity prediction layer

Before transmitting video templates to activity prediction methodology, the

system performs some data augmentation operations to provide activity pre-

diction stability to the framework. The data augmentation operations help

to overcome the constraint of overfitting which is considered as the main

challenge in deep learning and occurred due to the less amount of data.
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Data augmentation

Various operations like cropping, rotating, flipping can be used to translate

images and generate horizontal reflections. To increase the classification sta-

bility of the system under different conditions, (Krizhevsky, Sutskever, and

Hinton, 2012) alter the RGB values of the images. We performed scaling,

translation, flipping, rotation, noise and a sub-sampling operation on the

dataset to increase the activity prediction capability of the system.

Scaling: The scale variation on an object of interest is the most important

aspect of frame diversity. In a real environment, the child can be close or far

in the frame. Sometimes, a small part of the object is present in the frame or

it covers the entire frame. A scale variable is applied randomly at the sub-

ject’s position along the sequence of frames. The distributed number ±0.4 is

selected to scale the frames represented as f ∈ { fmin(0.6), fmax(1.4)}.

Translation: The translation operation is used to generate new frames

with different subject position by moving the frame to X or Y direction (or

both). The main purpose of applying translation operation is to increase the

recognition efficiency of the system. A translation vector ft is computed be-

tween two consecutive frames ft−1 and ft+1 to calculate the new position of

the subject.

Flipping: This scenario is basically used to remove the recognition bi-

asness of the system by applying global flipping displacement vector d =

(d(x), d(y), d(z)) on the dataset. Only horizontal plane flipping is allowed by

assigning d(z) = {0}, d(x) = {−0.5} and d(y) = {0.5} values to the dis-

placement vectors.

Rotation: The rotation helps in maintaining the ability of subject detec-

tion. We define R rotation angles θ = {θ1, θ2, θ3, .....θi} and the angle trans-

formations Tθ = {Tθ1, Tθ2, Tθ3, .....Tθi} to perform rotation operation on the

frames. TθR denotes the rotation of the sample with an angle of θ. Applying
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angle transformations Tθ to all the video templates Vi = {F1, F2, ..., FN} can

generate new dataset to train the model denoted as: Tθ = {TθV1, TθV2, .., TθVN}.

The original and augmented samples, i.e., V = {V, TθV}, are jointly used to

train the model.

Noise: We randomly select frames and apply Gaussian noise to the frame

to distort the features belonging to the high frequency. The value of mean

and standard deviation is always set to 0 and 1. This strategy is used to in-

crease the robustness of the system to handle occluded frames in real-time.

Subsample operation: The size of the dataset is expanded by dividing a

sequence of frames into sub-segments. The reasonable length of the segment

is needed to perceive the activity. By considering the constraint of segment

length selection, the number of frames Fn with the time instance ∆T ∈ {0, t}

are processed to generate multiple frame segments and the first frame F1 in

the frame segment is denoted with s. The segments are generated by follow-

ing the size of a time module that is preset to 1 second and the number of the

frames is set to 30. The resulted subsamples are achieved by equation 3:

(F∆T, s, n) =
(t − s)

n
= 0 (2.3)

where
(t−s)

n is denoted as the value of remainder that must be equal to 0.

By following the strategy of Time series based segment generation, we can

generate multiple segments by processing each original sequence.

Detailed overview of proposed activity recognition methodology

To measure the irregularity scale from the physical activities of a child at

particular time instance ∆T, different factors should be contemplated such

as brighten conditions, camera angle, area coverage dimension and current

angle of the subject towards the visual sensor. Figure 2.3 demonstrates the

irregularity recognition methodology of the proposed system. In the case of

sequential activity prediction in real-time, it is essential to include the out-

put from the non-fixed previous viewpoints with the current viewpoints. To
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FIGURE 2.3: The proposed methodology for Abnormal Activ-
ity Recognition.

achieve this challenge, a two-stage 3D CNN-LSTM model is proposed for

sequential activity analysis. 3D Convolutional Neural Network (3D CNN)

is used for spatio-temporal features extraction from the preprocessed video

templates (Yang, Molchanov, and Kautz, 2016). An LSTM network is used to

deal with the time-based temporal feature modelling to calculate the inten-

sity of an irregular event.

Definition 2: (Child Activity Detection) An activity A at a particular

time module ∆T = [ti − ti+j−1], where the value of t is the time instance and

j is the total number of activity instance. An activity Ak can be the best-

recognized activity based on a particular video template V at a specific time

instance ∆T.

3D CNN architecture: The 3D CNN could be used to process Fi frames of

a video. The video templates Vi are used to create an input volume which is
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FIGURE 2.4: The proposed 3D CNN architecture for feature ex-
traction and pose classification.

fed to the 3D CNN. The output would be a vector which represents spatio-

temporal information from the sequence of frames. Figure 2.4 described the

architecture of the proposed 3D CNN network. (a) The proposed 3D CNN

architecture contained eight-layers of CNN. (b) The very first layer takes the

input of the stack of pre-processed frames, and transfer it to the reduced

feature map F’. (c) The second convolution layer takes the input from the

first reduced feature map and again transfers it to the second reduced feature

map. Similarly, (d) and (e) convolution layers performed the same task of

feature reduction as like (b) and (c). (f) the last convolution layer reduced the

feature map and performed the flatten operation to the last reduced feature

map and convert it into a single x’ vector. (g) The vector x’ provide the input

to the Fully-Connected (FC) layer by following a softmax layer. The final

result vectors are generated by the convolution network and transferred to

the LSTM module to analyze the dynamics of abnormality from the actions

as described in figure 2.5.

Long Short-Term Memory (LSTM) model: Recurrent Neural Network (RNN)

is considered as a most suitable technique to deal with the process of sequen-

tial modelling (Mikolov et al., 2010). The network contains several loops

to allow the information to persist throughout the sequence. But the net-

work usually suffers from vanishing gradient problem (Pascanu, Mikolov,
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FIGURE 2.5: Activity prediction using LSTM network.

and Bengio, 2013; Graves, 2013). An LSTM is considered as the best solution

to deal with the limitation of RNN technique. An LSTM cell contains several

gates and memory mechanism to model the features in a sequential manner

to predict an activity as described in Fig. 2.5.

An LSTM layer provides several different procedures to evaluate the hid-

den states of the network. Each memory cell of LSTM is designed with three

types of gates where it represents the input gate, ot represents the output

gate and ft represents the forget gate. Each gate performs the task of storing,

recovering, and updating the information by considering the current state ct

of the cell. The non-linear activation function is applied to calculate the out-

put of each gate by containing the value range between 0 and 1. To deal with

the data based on time series, every cell deals with a distinct time instance to

save and generate the output of the input value by observing the value of the

gate connected to the cell. An updated memory cell state defines the output

of the LSTM layer.
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Suppose v1, v2, v3, ...., vm is a series of output feature vectors generated by

the 3D CNN model, where m defines the input length. The final vector vt

is obtained by combining all the output vectors at a particular time instance.

Let ht−1 be the previously hidden state and ct−1 be the previous cell state

of the network. Equations 4 to 9 described the process of dynamic feature

modelling:

it = σ(Wi[vt + ht−1] + bi) (2.4)

ft = σ(W f [vt + ht−1] + b f ) (2.5)

ot = σ(Wo[vt + ht−1] + bo) (2.6)

gt = tanh(Wg[vt + ht−1] + bg) (2.7)

ct = ( ft ∗ ct−1 + it ∗ gt) (2.8)

ht = (ot ∗ tanh(ct)) (2.9)

Non-linear activation function is symbolized with σ, element-wise prod-

uct is defined by ∗ and Wi, Wo, W f , Wg, bi, b f , bo, bg, ht−1, ct are indicating

the learning parameters of LSTM network. Here, the size of the hidden layer

is defined by N and the output of the network is calculated by h(t).

Hyperparameter selection and optimization: To display the pose iden-

tification result based on each video template, a series of result vectors are

achieved by the 3D CNN network. The final value for each class is contained

in the resulting vectors. The 3D CNN model contained a total of 8 convo-

lutions with 5 max-pool layers. 2 FC layers are followed by 1 softmax to

classify the posture of the child with respect to the trained activity classes.

The first convolution input measurement is denoted as 32 × 30 × 320 ×
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240 pixels. 32 denotes the convolution channels, 30 denotes the depth of the

video template, 320 × 240 defines the height and width of the frame. During

the training process, we applied the re-sizing process on the video templates

by applying max-pooling operation for feature map reduction. The size of

the kernel for all convolutions is set to 3 × 3 × 3 with the stride value 1. The

size of all pooling kernels is set to 2 × 2 × 2. But the size of the kernel in first

convolution layer is set to 1 × 2 × 2. Each FC layer contains 2048 units. 3D

CNNs are capable to process the spatial and temporal information within a

specified receptive field size. The final result vectors generated by 3D CNN

model are further transmitted to the LSTM module to classify the activity

by performing sequential modelling on spatio-temporal features. The LSTM

network essentially helps to represent the activity over time by learning the

non-linear combination of segmental features.

Model Traning: The proposed methodology is trained into two parts.

The first part deals with the training process of 3D CNN model with MLP

model for features learning. Rectified Linear Unit (ReLU) function is used

to make the decision related to the conversion of an input signal to the out-

put signal. The stance-based recognition efficiency is completely dependent

on the video template with its pre-described label. Total 80 epochs are set

to train the 3D CNN network. After 50 epochs, the network predicts high

scores for irregular video templates. Up to 58 epochs, the network keeps the

scores with minimal variation. So, we applied early stopping operation after

60 epochs to save the model from overfitting.

In the second stage of the training, the MLP module is replaced with

LSTM network. Dropout (Srivastava et al., 2014) and l2 regularization are

used to regulate the weights of the network to reduce the overfitting of the

network. But the dropout is applied only on pooling layers. To optimize the

performance of the classification network, Adadelta algorithm (Zeiler, 2012)

is used to optimize the learning rate significantly. Maximum 150 epochs are

set to train the proposed classification model. Initially, the learning rate of
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FIGURE 2.6: Activity tensor formation with activity record in-
dex generation.

the model is set to 0.001 which is gradually reduced by 0.01 when no accu-

racy improvement has been observed. A step decay strategy has been used

for a learning rate reduction. Several trails were made to train the model by

increasing the number of training steps, but every time the model got over-

fitted.

2.3.3 Activity-based record generation layer

In this layer, the predicted activity scores generated by the LSTM module at a

particular time-stamp is stored in the local database of the system. The main

challenge of this phase is to store the final activity scores of the performed

activity so that effective results can be drawn in a graphical format. A 3D

tensor technique is used to store the final predicted score related to the per-

formed activity (Kolda and Bader, 2009). A 3D tensor named Child-activity

Tensor (CaTr) is proposed to store the performed activity-based score.
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Definition 3: (Child Activities Tensor) Given an unequal temporal ac-

tivity space of ′n′ child consists of ′m′ type of activities. Here the value of
′n′ always remains constant that is 1. The child’s activity data tensor can be

defined by a 3D tensor CaTrε(Ic ∗ IT ∗ IA) where the orders Ic, IT and IA cor-

respond to the dimensions of the tensor: child ID, time and type of activity

respectively such that Ic = n, IA = m, IT = max(tin
i=1), where ti denotes the

number of distinct time-stamps based on the activity performed by the child

in a particular tie module ∆T.

In the above definition, the predicted activity score is coined as a tempo-

ral activity result where each score of activity is associated with a particular

time-stamp. At different time-stamps, different scores are represented in the

form of matrices. The predicted score related to each activity differs from

each other. The score difference is maintained by the time stamp in which

the activity has been performed. Hence, the time-stamp axis does not have

an absolute value.

Mathematically, daily CaTr of single activity can be expressed as CaTr =

[A1, A2, A3, ..., Am]. Here, Ai represents the prediction scores correspond to

m activity class. Here, the matrix formulation procedure is adapted to store

and presents the performed activities of the child. Each matrix consists of

multiple activity scores related to a single activity class at different time

modules. Hence, a combined CaTr of multiple activities is represented as:

CaTr = [AC1[A11A12...A1T], AC2[A21A22...A2T] , . . . , ACN [AI1AI2...AIT]].

Here ′AC′ represents the activity class and ′A′
i represents the scores of the

preformed activity generated by the proposed methodology. It serves the

purpose of storing multiple activities in one tensor effectively which helps to

generate a combined record of the performed activities.

Processed CaTr formation (PCaTr): In CaTr, all scores are collected in a

structured form generated by the proposed classification model. The CaTr

provides an effective solution to store the activity-based final scores, but it

is not an effective way of the representation. To make tensor more efficient
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to present final index, CaTr is converted to Processed CaTr with the help of

temporal mining technique as shown in figure 2.6. The processed tensor is

represented as processed CaTr (PCaTr).

Temporal mining: Temporal mining technique is used to retrieve the

activity scores from the database of the system. The predicted movement

scores are stored in the database of the system using the 3D tensor tech-

nique. Therefore, the time-series-based mining process became essential for

our system. Temporal mining technique is utilized to retrieve a combined

record of predicted activities and generates an activity index as shown in

Fig.2.6. Algorithm 1 is used to generate the combined record of the per-

formed activities.

Algorithm 1: Activity score recording for medical and therapeutic pur-

poses

Input: Child physical activity score.

Output: Current child state with relative activity class.

Step 1: Determine the current predicted activity score calculated by the

proposed activity classification phase.

Step2: If (Child_State(i)) lies in the trained classes of the system, goto step

3 else goto step 4.

Step 3: do

Step 3.1: For the calculated activity score by phase 2,

CaTr.add (child ID, current time stamp, activity type);

Return CaTr;

End for

End if

Step 4: Exit.
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2.3.4 Warning-based smart alert generation for smart deci-

sion making

In the healthcare and assistive-care domain, warning and emergency sig-

nal play an imperative role to notify caretakers or doctors about the current

situation of an individual under monitoring. The monitoring process is gen-

erally divided into two parts: Continuous monitoring and Alert-based mon-

itoring. In our study, we have combined both monitoring services to make

the proposed system more efficient. Continuous monitoring transmits data

to the proposed classification methodology in a continuous manner to ana-

lyze the performed activity. Alert-based monitoring generates an alarm or

notification to doctors and caretakers when an individual is performing any

irregular activity. By using these two monitoring procedures, a combined

approach is proposed to consolidate the presentation of irregular activities

with alert generation.

Notification Generation: The last layer of the proposed system deals

with the notification generation services for the custodians. The mechanism

of alert generation is completely dependent on the recognition efficiency of

the model that is further analyzed by calculating the false positive ratio pa-

rameter. Moreover, the proposed irregularity prediction method is less in-

vasive for the child and helps the parent to deal with the current physical

state of the child in real-time. Lastly, the system helps the doctor or parental

figures to deal with the physical irregularity of the child at the initial stage

with the goal of deploying early safety measures. Algorithm 2 described the

procedure of determining the child physical state and handle the critical sit-

uation by adopting the proposed alarm generation mechanism.

Algorithm 2 is responsible to generate alert-based decisions based on the

physical state of the child in real-time. Two physical state measures are cal-

culated to determine the physical state: safe or unsafe. The safe state de-

termines that there is no compelling reason to ascertain any estimation. On

the other hand, an unsafe state determines the irregular physical condition
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of the child and force the caretaker or doctor to respond. As described in the

algorithm 2, if the child’s current state lies in any of the activity class, the

trigger is activated and the respondent is notified with the early cautioning

signal.

Algorithm 2: Child’s current activity state determination and notification

generation

Input: Calculated value of the current frame segment at time t.

Output: Child’s physical position with alarm generation.

Step 1: Calculate the current activity status of the child at time instance t

using the proposed activity classification methodology.

Step2: If (Child_State) lies in abnormal activity class of the model, goto

step 3 else goto step 4.

Step 3: Event Trigger = True

Step 3.1: Generate warning signal to family members or caretakers in real-

time with physical status and transfer the temporal attribute from phase

2 to doctors for handling medical emergencies if the critical situation hap-

pens.

Step 4: Repeat Step 1 after a definite time interval based on the performed

activity.

Step 5: Exit.

2.4 System implementation and experimental eval-

uation

The proposed system is enabled with Intel Core i5-8600 Processor (@ 4.30

GHz) with NVIDIA Geforce GTX 980 Ti 6GB Graphical Processing Unit (GPU).

The software configuration of the system is as follows: Operating system

(Ubuntu (14.04)), Programming language (Python (2.7.11)), and Integrated

Development Environment (IDE) (Spyder (3.1.4)). MySQL database system

is also utilized to maintain the database for activity score storage. The per-

formance of the system is evaluated in four sub-sections:
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1. Data acquisition process,

2. Impact of augmentation techniques on the performance of the system,

3. Evaluation of irregularity prediction efficiency,

4. Statistical measurement of false-positive ratio,

2.4.1 Data acquisition process

By considering the privacy issue, we decided to simulate the proposed sys-

tem on local machine. We have selected Self-Stimulatory Behaviour Dataset

(SSBD) dataset (Rajagopalan, Dhall, and Goecke, 2013) to evaluate the per-

formance of the proposed methodology. It comprises of untrimmed record-

ings of 6 irregular physical activities, such as falling, pulling hairs, self-

punching, head banging, fighting, and throwing things. Variations in the

sequence of frames defined temporal diversity in the activities performed

by the children. The selected physical irregularities significantly affect the

physical safety of the child.

Manual dataset formulation:- To ensure the irregularity classification sta-

bility of the system, a complex dataset has been formulated by dividing

the dataset into training, validation and testing set. The complexity of test

dataset is verified by selecting video templates which are not used for train-

ing and are also related to different children.

The original dataset consists of 5,579 video templates and further gener-

ate 15,892 templates by applying several data augmentation techniques. The

dataset is divided into training and testing set by applying 70:30, 75:25, and

80:20 ratios. The training set is further divided into two parts by applying a

70:30 ratio to formulate validation set. Details of video templates in training,

validation and testing set are listed in Table 2.2.
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TABLE 2.2: Detail of training, validation and testing set.

Dataset type 70:30 75:25 80:20

Original
Dataset

2735 + 1171 : 1673 2930 + 1255 : 1394 3125 + 1339 : 1115

Augmented
Dataset

7788 + 3338 : 4767 8344 + 3575 : 3973 8900 + 3814 : 3178

2.4.2 Ratio-based performance analysis:

The best classification performance has been observed on the 80:20 ratio as

described in Table 2.3. According to the 80:20 ratio on original dataset, the

system is trained on 3125 video templates and 1339 templates are used to

validate the system to finalize the weights of the classification methodology.

The performance of the system is evaluated using 1115 video templates of

the test dataset. The same process is applied to the augmented dataset. Table

2.3 demonstrate the effect of data augmentation techniques on the recogni-

tion performance and the calculated results are obtained from the 80:20 ratio.

TABLE 2.3: Performance comparison of original dataset and
augmented dataset with each data augmentation technique.

Augmentation Methods Original Dataset Augmented Dataset

Without augmentation 86.26 % —
Scaling — 87.52 %
Translation — 87.95 %
Flipping — 89.56 %
Noise addition — 90.25 %
Rotation — 91.89 %
Sub-sampling — 90.51 %
All combined operation — 92.89 %

The effect of every data augmentation technique on the final recognition

performance of the model is demonstrated in Table 2.3. It can be observed

that scaling, transformation, flipping, rotation and noise operation improved

the recognition stability of the model. On the other hand, the sub-sampling
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operation reduced the accuracy of the model. This penalty is due to quality

reduction and the size of the training dataset introduced by this process. But

sub-sampling with noise, scale, translation, rotation and flipping operation

helped in increasing the variability in the dataset by increasing the size of

training data. It has outperformed all the previously calculated results.

2.4.3 Evaluation of the system performance for irregularity

prediction

This section evaluates the performance of the system by analyzing several

irregular events. The implementation environment is selected inspired by

the environment of the house. As specified before, the proposed system is

divided into distinctive stages. The exploratory execution is performed to

perceive the two fundamental objectives and calculate results to describe the

overall applicability and utility of the system in the assistive-care domain.

• Statistically regulate the activity recognition efficiency of the proposed

system to provide real-time assessment services.

• Justification of the proposed activity recognition methodology by com-

paring the activity classification performance with the other state-of-

the-art methodologies.

Activity prediction efficiency

The system efficiency for activity recognition is concerned with the analysis

of the current physical state of the child. Two most relevant deep learning

methods named 3D CNN and LSTM with data augmentation techniques are

incorporated to train and test the prediction efficiency of the system. Fig. 2.7

presents the qualitative approach of the system. Plots in graphs (a) - (c), (e)

and (f) shows the video templates with irregular events. The proposed classi-

fication methodology successfully detect the irregularities by producing high

probability scores for each frame with the irregular stance. (d) represents no

irregular event by producing minimal probability score (near to null) when
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FIGURE 2.7: Qualitative results of the proposed methodology
for testing videos. (a), (b), (c), (e) and (f) contained severe con-
ditions with accurate detection. (d) Shows no event happening

in this video template.

no irregularity happens.

Several statistical parameters, such as accuracy, precision, recall, speci-

ficity, and f-measure are calculated based on the recognition results to justify

the efficiency of the proposed system as shown in table 2.4.

Accuracy defines the closeness of the measured value to its actual value
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TABLE 2.4: Activity class oriented system performance analy-
sis.

Irregular Ac-
tivities

Accuracy Precision Recall F-measure Specificity

A. Running
away

90.23% 92.08% 87.52% 89.15% 87.22%

B. Pulling
hairs

94.37% 93.32% 90.31% 92.28% 89.03%

C. Throwing
things

94.02% 95.35% 92.47% 93.22% 92.17%

D. Self
punching

85.12% 86.64% 83.42% 83.17% 82.27%

E. Fighting 98.49% 99.26% 93.27% 95.78% 92.42%
F. Head beat-
ing

95.22% 95.88% 92.21% 93.89% 91.39%

Mean accu-
racy

92.89% 93.75% 89.86% 91.76% 89.22%

and our proposed system achieve the overall accuracy of 92.89%. Precision

measurement is used to calculate the exactness of the system. The system

provides a higher precision of 93.75%. Recall is a part of applicable events

that is recovered from the total number of significant events. The proposed

model generates a higher recall of 89.86%. The proposed methodology also

contribute higher value of F-measure and Specificity by achieving 91.76%

and 89.22% respectively.

Confusion matrix: In the testing phase of the system, the precision is fig-

ured by detecting the activities based on the predetermined time instance.

The observed outcomes demonstrate the normal execution of the proposed

technique. The average class-based activity prediction accuracy of 92.89% is

given in Fig. 2.8.

The confusion matrix (Fig. 2.8) explained that the proposed approach
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FIGURE 2.8: Confusion matrix of abnormality recognition.

has effectively classified all the activities. Especially two activities "Self-

punching" and "Head beating" has less physical exploration and the pro-

posed methodology is also successfully classified these two activities with

better prediction margins. However, the system still needs improvement in

the prediction of "Self-punching" activity. Less number of video templates

in the training phase can be a reason of miss-classification which can be re-

solved by increasing the number of video templates of that particular activity

in the training process of the system.

State-of-the-art comparison result

Different state-of-the-art methodologies are considered to compare the per-

formance of the proposed framework. During the implementation of the

state-of-the-art methodologies, it is essential to mention that only the classi-

fication methodology is changed without modifying or adjusting the system

parameters.
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TABLE 2.5: Activity recognition performance results of differ-
ent state-of-the-art classifiers

Method Accuracy Precision Recall F-measure Specificity

Song et
al., 2017

83.71% 84.41% 81.85% 83.38% 82.10%

Shahroudy
et al., 2016

84.58% 85.62% 84.18% 84.82% 87.63%

Liu et al.,
2016

88.75% 89.51% 86.56% 87.82% 86.28%

Proposed
Model

92.89% 93.75% 89.86% 91.76% 89.22%

FIGURE 2.9: State-of-the-art comparison.

Table 2.5 and Fig. 2.9 shows the experimental results on the dataset.

Based on the results drawn from testing dataset, we can conclude that the

proposed irregularity prediction methodology is far more efficient than other

state-of-the-art methodologies in terms of statistical evaluation. The pro-

posed prediction methodology outperformed the other selected approaches

namely, (Song et al., 2017; Shahroudy et al., 2016), and (Liu et al., 2016)

on average accuracy. Our method achieved 4.14% higher recognition accu-

racy than the competitive state-of-the-art prediction methodology, (Liu et al.,
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2016). For specificity, we have registered 89.22% for the proposed methodol-

ogy which is higher than the other state-of-the-art prediction models taken

into consideration. Moreover, in the case of precision, recall and f-measure,

the proposed methodology outperforms other classifier models with 93.75%,

89.86%, and 91.76% accuracy respectively.

2.4.4 Statistical measurement of false-positive ratio for alert

generation:

A child with irregular physical activity requires an immediate assessment. In

this case, physical state prediction and information deliverance time are con-

sidered as the important parameters in an alert generation. In the proposed

system, the efficiency of an alert generation mechanism is evaluated based

on the time gap in the irregularity prediction and information deliverance.

The information deliverance delay can be calculated as:

Delay = TPrediction − TDeliverance(Vi,∆T) (2.10)

where TPrediction is the event prediction time and TDeliverance(Vi,∆T) is the

deliverance time at which state information based on the current video tem-

plate Vi in a particular time module ∆T is delivered to the caregiver.

This section also determines the total number of "false positive" alerts

based on the true alerts generated in the testing phase of the system. The

above-calculated performance evaluation parameters are used to evaluate

the ratio of the alerts generated to the concerned specialists or custodians.

The false positive ratio is calculated by:

f alse positive ratio =
Total number o f f alse positive events

Total number o f negative events
(2.11)

Table 2.6 explained that only 2.79% of the alerts are covered under the

examination of false positive events. The parameters like Mean Absolute
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TABLE 2.6: Statistical descriptors of the proposed system.

Sr. No. Parameters Accuracy

1. Accuracy 92.89%
2. Precision 93.75%
3. Recall 89.86%
4. F-measure 91.76%
5. Specificity 89.22%
6. Mean Absolute Error 3.15%
7. Relative Absolute Error 7.80%
8. False Positive Ratio 2.79%

Error and Relative Absolute Error performance parameter also justify the

accuracy of alert generation based on true activity prediction results.

2.5 Conclusion

This chapter presented the development of an irregularity prediction model

to evaluate the physical activities of autistic children. The proposed 3D CNN

model performed the operation of spatio-temporal feature extraction and

LSTM model is used to perform temporal time-sensitive sequential feature

modelling to calculate the scale of irregularity for further assessment. The 3D

tensor technique is used to store the predicted activity results in the database

which can be further used for medical or therapeutic purposes. Temporal

mining technique is used to extract the values from the database related to

the requested time module for the overall performance calculation of the

child. To maintain the domain sensitiveness, an alert generation mechanism

is proposed to generate warning signals by transmitting the current physi-

cal state of the child to the caretaker and concerned doctor. The calculated

outcomes prove the proficiency of the proposed system in the assessment

domain. Hence, it can be concluded that the proposed system is effective

and well efficient for irregularity prediction and it shows the considerable

potential for use in healthcare and assistive-care domain.
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Chapter 3

Stance Monitoring for GAD

Detection

3.1 Introduction

Continuous development in smart healthcare became a strong reason for the

high expectations of a healthy lifestyle. But ever-increasing workload be-

came a primary reason for poor health and high stress. Several surveys de-

picting that the person with the heavy workload is suffering from several

physical and mental issues. According to the American Psychological As-

sociation (APA), individuals suffering from mental illness experiencing con-

stant stress and anxiety over standard exercises or scheduled events. The

mental illness can cause several physical side-effects, such as a migraine, in-

convenience dozing, stomach upset, headache, neck pain and many others.

In a report conducted by World Employment and Social Outlook, more

than 59% of the population is working and 33.33% of the population is work-

ing for more than 48 hours in a week (Office, 2015). Moreover, 51.9% of cases

were registered with severe mental and health issues (Yu et al., 2013). Anal-

ysis of these statistics suggested that longer working hours can pose severe

health issues causing mental imbalance and physical abnormalities to body.

By analyzing these adverse effects caused by this under-considered problem,

there is a strong need for a system to monitor the physical state of an individ-

ual for early prediction of physical abnormality to handle health adversities.
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FIGURE 3.1: Anxiety prediction process.

In recent couple of years, the continuous advancement in computer vi-

sion and deep learning technology has provided a major contribution in sev-

eral monitoring applications and services (Buch, Velastin, and Orwell, 2011;

Gao et al., 2018). Improved technology such as high definition (HD) visual

sensors and advanced deep learning methods can provide superior data ac-

quisition and processing capability for real-time monitoring (Mabrouk and

Zagrouba, 2018). By utilizing the advancements of computer vision and deep

learning, an advanced dimension of intelligent monitoring can be added to

healthcare or assistive-care domain.

Novelty Aspect: By considering the advancement of computer vision (Dawn

and Shaikh, 2016) and the data processing efficiency of deep learning (Hin-

ton and Salakhutdinov, 2006), a novel activity prediction system (Fig.??) is

proposed to predict the scale of physical abnormality related to Generalized

Anxiety Disorder (GAD). The primary findings of the proposed study are:

1. To design a computer vision assisted smart activity monitoring system

to analyze the scale of physical abnormality.
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2. To provide deep learning facility for abnormality prediction from the

physical activities of an individual in an indoor environment.

3. To generate activity-based records for analyzing the physical state of

an individual for medical and therapeutic purposes.

4. To maintain the sensitivity of the healthcare domain by proposing an

alert generation mechanism for the doctors and caretakers.

Chapter structure: The chapter is arranged into following sections. Section

3.2 provides an overview of imperative works in the field of computer vision-

based activity monitoring. In section 3.3, several strategies related to the pro-

posed system have been discussed during implementation. Section 3.4 dis-

cussed the utility of the system by analyzing the performance of the system

for different cases. The study has been concluded in section 3.5.

3.2 Related works

An overview of some essential methodologies in the field of activity moni-

toring has been discussed in this section. The literature is divided into two

categories: handcraft features based activity recognition and deep learning

based activity recognition.

3.2.1 Handcraft features based activity recognition:

Over a recent couple of years, research of Human Activity Recognition (HAR)

is predominantly focused on utilizing activity-based video recordings for ac-

tivity analysis. Using handcraft techniques, the majority of methodologies

are dealing with a common viewpoint for activity prediction. Li, Camps,

and Sznaier, 2012 represented the dynamics of tracklets to predict actions.

The proposed method recognized the actions by dealing with the Hankelets

which are invariant to viewpoint changes. Li and Zickler, 2012 connected the

initial and final view by assuming a virtual path in these views. They con-

sistently inspected a number of points with the virtual path. In this manner,

they used a linear transformation function to consider each point in the form
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of a virtual view. Zhang et al., 2013 enhanced the same methodology by us-

ing infinite linear transformation function. Despite the fact that these strate-

gies can work without feature-to-feature correspondence among the initial

and final view, they required the training samples of the final view. Zheng

and Jiang, 2013 proposed a technique for building a transferable dictionary.

The proposed technique basically paired the same action based videos of

different viewpoints to calculate the sparse coefficients. But, the proposed

technique expected video or frame level based feature-to-feature correspon-

dence in the training process, thereby restricting the applications. Wang et

al., 2014 proposed a cross-view activity recognition methodology by finding

3D Poselets and learned the geometric relations among various viewpoints.

They used linear SVM solver to learn different transformations between var-

ious views. For activity recognition, every learned transformation is utilized

to make coordination and the AND-OR Graph (AOG) technique is used to

join the outcomes. Gupta et al., 2014 proposed a Non-linear Circular Tem-

porary Encoding method for locating the best match in long mocap succes-

sion. In article (Cai et al., 2018a), the authors used a hidden conditional ran-

dom field (HCRF) and an improved sparse Gaussian process latent variable

model (GPLVM) for action prediction. They extracted the features from the

sequence of actions by fusing the skeletal information and the human body

motion characteristics. The improved sparse GPLVM algorithm reduced fea-

ture dimensions to handle computation cost with better visualization.

3.2.2 Deep learning based activity recognition:

Several classification models have been proposed based on the singular or

combinational techniques of deep learning (Simonyan and Zisserman, 2014a;

LeCun, Bengio, and Hinton, 2015). Donahue et al., 2015 introduced a first

CNN + LSTM (LRCN) method based combined architecture to recognize the

physical activities of a person from the RGB visual templates. In article (Yue-

Hei Ng et al., 2015), the authors proposed an LSTM based activity classifica-

tion method to model temporal features generated by the CNN model from

the sequence of frames to predict the type of activity. Veeriah, Zhuang, and
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Qi, 2015 proposed an activity classification and recognition model by utiliz-

ing a differential gating scheme for an LSTM. After performing normaliza-

tion techniques on the data, the system utilized 3D coordinates of skeleton

map as input to classify the activities. Wang, Qiao, and Tang, 2015 utilized

deep convolutional technique to learn discriminative features. They aggre-

gated extracted features using trajectory-based pooling layers.

In article (Du, Wang, and Wang, 2015), authors introduced a Tanh Bidirec-

tional Recurrent Neural Networks (Tanh-BRNN) based architecture which

converged in an LSTM. The architecture contained a single layer of fully-

connected cells to decompose the input to generate output. Neverova et

al., 2016a proposed a system to identify the physical movements from the

temporal patterns generated by the gyroscope and accelerometer sensors of

smartphones. The system utilized the combination of Convolutional Neural

Network and Recurrent Neural Network to train and classify human iden-

tities with their physical movements. In article (Neverova et al., 2016b), au-

thors exhibited a strategy to identify the gestures and confinements based on

multi-modular deep learning systems. Liu et al., 2016 proposed an architec-

ture to represent the skeleton in the form of a tree structure. Furthermore, a

modified LSTM architecture is proposed to visit each skeleton coordinate in

a sequence to identify the physical movements.

Wang, Farhadi, and Gupta, 2016 proposed a Siamese network for ac-

tion modelling. They represent actions as transformations by utilizing high-

level feature space. Transformations demonstrate the precondition and after-

condition state of an action to predict the type of activity. Li et al., 2016 pro-

posed an architecture to calculate the initial and the last point of activity by

utilizing three layers of LSTM. The architecture follows a fully connected

layer to perform the classification task. Wang et al., 2018 recognized the ac-

tivities by proposing a model based on CNNs and trajectory maps. In article

(Carreira and Zisserman, 2017), the authors used 3D convolutions to deal

with a spatiotemporal relationship in videos. The deep architecture effec-

tively shows the appearance but failed to demonstrate long-term motions.
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In article (Feichtenhofer, Pinz, and Wildes, 2017) and (Wang et al., 2017b),

the researchers develop a temporal fusion methodology for spatiotemporal

feature extraction from the videos using basic CNN technique. Krishna et al.,

2017 identify events from the video by utilizing attention model-based lan-

guage model and data analysis protocols (DAPs). The proposed model also

described the predicted events in a natural language simultaneously.

In article (Das et al., 2018), the authors utilized LSTMs to model human

dynamics for activity prediction from a video by calculating geometry fea-

tures of the subject. They had effectively encoded long-term motion dynam-

ics which is an imperative perspective for perceiving exercises. In article

(Cai et al., 2018b), authors utilized improved convolutional neural networks

(CNN) to predict human activities. They extracted depth sequence features

by utilizing depth motion maps from the frame segments to calculate the

pose variability. Akula, Shah, and Ghosh, 2018 have proposed an automated

2D-CNN architecture to predict ADL activities of an individual for assistive

care. The authors used infrared imaging modality based dataset to predict

terminal actions like falling or standing. Luo et al., 2018 introduced an activ-

ity prediction system to predict abnormal activities of workers in a contin-

uous manner. The authors used two-stream convolutional neural network

to encode spatio-temporal features from the given input video and fusion

technique is proposed to generate a combined prediction result.

3.3 Proposed Model

The fundamental aim of the proposed system is to predict several physi-

cal abnormalities of an individual in an indoor environment and provide

the required healthcare services on time. Figure ?? demonstrates the modu-

lar approach of the proposed system. The overall system comprises of four

modules, namely Data Acquisition, Anxiety Classification, Activity-based

Record Generation and Alert-based Decision Making. Each of these mod-

ules perform a pre-specified task and provide required services to its ad-

jacent modules. Every parameter used in the proposed system is detailed
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FIGURE 3.2: Proposed Architecture of Anxiety Prediction Sys-
tem.

ahead:

3.3.1 Visual Sensors Embedded Environment:

Visual sensors monitor physical activities of an individual and the captured

sequence of frames serve as a source of data in the proposed study. Usually,

there are two forms of activities namely, regular activities and irregular ac-

tivities. Activities of Daily Living (ADL) such as standing, walking, sitting,

laying and many others are considered as regular activities. On the other

hand, falling, unconsciousness, nausea, staggering are some of the examples

of irregular activities. This phase performs the initial task of data acquisition

by analyzing the physical activities of a person in their working environ-

ment. Table ?? provides an overview of sensor specification and the activi-

ties which are used to determine the scale of Generalized Anxiety Disorder

(GAD).

Data Pre-processing: Before transferring the data to its next module, the

first module performs some pre-processing operations. The visual sensor

node formulates the frame segments by combining the fixed number of frames

into a group. These frame segments are further compressed by performing

a down-sampling operation which helps to reduce the data processing cost.

The activity prediction efficiency is directly proportional to the quality of
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TABLE 3.1: Description of Dataset.

Type of
data

Data capturing
technology

Sensor specification Type of activi-
ties

Physical
Postures

High-Definition
Visual Sensors

Sensor density = 2 mp
Aspect ratio = 16:9
Resolution = 1920 × 1080
Frame rate = 30 fps

1. Staggering
2. Headache
3. Stomachache
4. Backache
5. Neckache
6. Nausea

data. The prediction efficiency of the system is tested on multiple ratios.

The compression ratio of a frame segment Fi is calculated as: α = Fc
F , where

Fc denotes the size of compressed frame segment and F denotes the size of

original frame segment.

To select the best compression ratio without sacrificing the efficiency of

activity prediction, Quantization Parameter (Chen et al., 2017) is utilized for

data quality measurement. The high value of Quantization Parameter de-

fines the low quality of the video and vice versa. The quantization parameter

(q) is fitted with respect to the compression rate as follows:

q(rs) =
1

c2
log

(

rs

c1

)

(3.1)

where q(rs) denotes the Quantization Parameter correlated to the com-

pression rate rs, c2 ≤ 0, and c1 ≥ 0.

3.3.2 Anxiety Classification Methodology

The process of abnormality prediction is presented in figure ??. The 3D

Convolutional Neural Network (3D CNN) and Gated Recurrent Unit (GRU)

based combined approach is proposed to predict the physical adversity. The

stance-based actions are predicted by extracting spatial and temporal fea-

tures from the frame segments using 3D CNN model. The stance variability



Chapter 3. Stance Monitoring for GAD Detection 51

FIGURE 3.3: Abnormality prediction and classification.

is determined by calculating the temporal relations from the extracted fea-

tures of the input frame segments using the GRU model.

Definition 1: (Activity Prediction) An irregular activity IAj related to cur-

rent frame segment FSi can be the best predicted abnormality at a particular

time module ∆T. A time module ∆T is represented as ∆T = |tS − tE|, Where

tS denotes the initial time instance and tE denotes the last time instance of

the time module.
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Stance classification

The stance prediction model extracts spatial and temporal features from the

input frame segments to determine the action of the person. To train the

data, a well known pre-trained VGG-16 (Simonyan and Zisserman, 2014b)

model is used. Among the different CNN architectures, the VGG-16 Net

considered as the most basic structure of the CNN model. It is favorable to

implement VGG-16 network with some structural changes and can accom-

plish reasonable action prediction stability between the prediction exactness

and the prediction time.

Fig. ?? shows the architecture of VGG-16 Net and explained the parame-

ters of the model. The kernel size of all convolutional layers of VGG-16 net

is set to 3 × 3 with stride value 1 which convolve each pixel of an image and

helps to reduce the feature parameters. Less value of stride helps to prevent

the important patterns of an image. Two consecutive convolutional layer

with the kernel size of 3 × 3 is also applied in the network without apply-

ing a pooling layer. The results of the combination of two consecutive layers

provide the actuality of 7 × 7 kernels. Non-linear function "relu" is used to

assemble three convolutional layers consecutively, where non-linear activa-

tion functions help to make the features more discriminative. To handle the

problem of overfitting, a dropout layer is added between the two FC layers

of the model by setting the ratio value of 0.7. The model is trained on 0.0001

learning rate. The value of weight decay is set to 0.0005 with the momentum

size of 0.9. The batch size of the input is set to 16. The action classifica-

tion ability of the network does not diminish as compared to the other CNN

models. The features generated by the VGG-16 model is further utilized by

Gated Recurrent Unit (GRU) model for context learning.

Context Learning

The scale of an abnormality is determined by calculating the high-dimensional

temporal features in a sequential order. Therefore, an optimized Gated Re-

current Units (GRU) model is used to calculate the dynamics of actions from
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FIGURE 3.4: VGG-16 architecture for stance classification.

the temporal features squeezed by 3D CNN model. This empowers the pro-

posed system for temporal feature learning to determine the type of an activ-

ity at a particular time module ∆T. The GRU model is an improvised version

of Long Short-Term Memory (LSTM) technique (Cho et al., 2014). The work-

ing process of GRU is quite similar to Long Short-Term Memory (LSTM) but

it contains some structural differences. GRU contains only two gates namely,

reset and update gate. These gates are responsible to deal with the sequential

dependencies in the temporal features of the input frame segments. Update

gate of the GRU model is a combination of forget and input gate of LSTM.

The reset gate of GRU is directly applied to the hidden state of the model.

The update and reset gate of GRU model is further split by forget gate as

shown in Fig.??. GRU model is also capable to deal with the less amount of

data and take lesser time for training because of its fewer parameters as com-

pared to LSTM. To handle the input features generated by 3D CNN model,

the activation process is represented as:

(

z

r

)

=

(

σ

σ

) (

W

(

xt

ht−1

))

(3.2)
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h = tanh

(

W

(

xt

r ⊙ ht−1

))

(3.3)

ht = ((1 − z)⊙ h + zt ⊙ ht−1) (3.4)

where σ denotes the sigmoid function. The reset gate, update gate, candi-

date activation state, and previously hidden state is denoted with r, z, ht and

ht−1 variables and the flow of the data from one gate to another is explained

in Fig.??. At the final stage of activity prediction, the long-term context fea-

tures are classified using softmax function and produced a probability score

for each feature matrix. Overfitting is also considered as one of the major

problems in deep learning. A modified dropout method (Moon et al., 2015)

is used to handle overfitting and to improve the prediction efficiency. This

method sets the output value to zero with the probability of 0.5 to reduce the

problem of overfitting in the proposed network.

3.3.3 Physical abnormality-based record generation

Final predicted scores generated by proposed methodology is transmitted to

the local database of the system which can be used for medical or therapeutic

purposes. The predicted probability value describes the type of an activity

performed by the person in a particular time module. The probability value

of the predicted activity defines the sensitivity of the abnormality.

Definition 2: (Time Series for Irregular Activity (TSIA)) Given a frame seg-

ment FSi based predicted irregularity IAi at a particular time instance ti, the

Time Series for Irregular Activity (TSIA) is described as the prediction time

ti consumed by the activity prediction module for abnormality prediction is

represented as: (ti, IAi).

1. Definition 2 utilized to assign a specific time instance value to every

predicted abnormality by the proposed methodology.
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FIGURE 3.5: GRU cell architecture.

2. In this manner, several abnormal activities are correlated with each

other based on a specific time module.

Result storage: To deal with the parameter of temporal diversity in physi-

cal activities, the physical movements need to screen in a continuous manner

so that the predicted probability scores can be stored. In the proposed sys-

tem, the predicted activity results are stored in the database continuously

in the form of the temporal instances. By storing the predicted probability

scores, we obtained a combined activity record to analyze the condition of

an individual. Algorithm 1 explained the process of result storage in the

database.

Physical state analysis: Mining layer is responsible to extract the predicted

activity results from the database of the system to analyze the physical state

of an individual. The requested information is fetched in the form of a con-

tinuous time series pattern using Temporal Mining Technique (Sacchi et al.,
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2007). Temporal mining based data abstraction method helps to present pre-

dicted activity results in a common format which helps the doctor or care-

taker to analyze the physical state of an individual for medical or therapeu-

tic purposes. The process of information retrieval from the database is de-

scribed in Fig. ??.

Algorithm 1: Prediction score based record generation

Step 1: Calculate the scale of an activity based on the segment of the

frame at a particular time instance t.

Step 2: If (Activity_Occurrence = True) Goto Step 3 else goto Step 5.

Step 3: Perform the process of result storage: Do

Step 3.1: Create a check point at time ti to save the predicted result.

Step 3.2: Generate space to database storage by deleting the initial log

value.

Step 3.3: Record formation for predicted result by using sliding window.

Step 4: ADD current activity score.

Step 5: Return to step 1.

Step 6: End

Definition 3: (Temporal Granule Series (TGS)) TGS of predicted activ-

ities based on the requested time module ∆T is described as a combined

form of abnormal activities occurred in between a sequence of time instance

|ts − te|.

Temporal Granule Series (TGS) is responsible to present the sub-portion

of performed activities to the concerned caregiver or medical specialist based

on the requested time module for state analysis. Furthermore, with the help

of TGS, the doctor or caregiver become more capable to analyze the physi-

cal condition of an individual. Summarized information can be utilized by

the hospitals, medical agencies, and government organizations for design-

ing new work policies to deal with the issue of GAD and also for survey

purposes.
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FIGURE 3.6: Temporal data granule based on abnormal activi-
ties.

3.3.4 Smart decision making

The smart decision-making module is responsible for generating alerts along

with the current physical status of an individual. Activities can be moni-

tored by using two basic procedures, Alert-based monitoring and Continu-

ous monitoring. In the proposed study, alert-based monitoring is considered

as the best option to notify a doctor or caretaker to deal with health adver-

sity. Current abnormality-based requested information delivered to the doc-

tor upgrades the utility of the system in the smart healthcare domain.

Definition 4: Scale of Abnormality (SoA) Given an irregular activity IAi
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belongs to its activity class, the calculated prediction probability score for

SoA defines the adversity of individual’s health.

This definition helps to evaluate the health sensitiveness by determining

the current physical condition. The SoA is essentially partitioned into two

conditions, severe and non-severe. The adverse impact calculated in Defi-

nition 2 shows the discomfort related to health caused by the occurrence of

an irregularity IA. The detailed procedure for the measurement of adversity

and alert generation is explained in Algorithm 2.

Algorithm 2: Alert generation with physical status deliverance

Step 1: Input: Current frame segment Fi

Step 2: Activity-based probability calculation at time instance ti as de-

scribed in definition 2 to determine the scale of anxiety.

Step 3: If (Activity_Score (i)) not lies in system’s trained classes, goto step

4 else goto step 5.

Step 4: Physical_State = Not_Severe goto step 6.

Step 5: Physical_State = Severe

Step 5.1: Generate medical alert signal to family member and responder

with the current physical status to handle medical emergencies if any

adverse situation prevails.

Step 6: Repeat step 1 for definite time.

Step 7: End.

The proposed alert generation procedure is followed in two phases. In

the first stage, the physical activity is analyzed by calculating the adversity

using proposed activity prediction methodology. In the second stage, a real-

time alert is generated to the responder for providing required medical or

assistive services. The process of an alert generation with the delivery of the

current physical status of an individual increase the novelty of the system.

Fig. ?? explained the flow of real-time decision making.
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FIGURE 3.7: The procedural flow of decision making.

3.4 Experimental evaluation and performance anal-

ysis

The proposed system is implemented on a workstation with the following

configuration: CPU: Intel i5-6600 processor, RAM: 16 GB, GPU: NVIDIA

GeForce GTX 980 Ti, GPU Memory: 6GB GDDR5, CUDA Cores: 2816. Sev-

eral tools and libraries used to implement the proposed methodology in-

cludes Operating System: Ubuntu (14.04), Programming Language: Python

(2.7.11), IDE: Spyder (3.1.4), Tensorflow (1.10.0), Keras (2.2.0), and OpenCV

(3.0.0). Mysql database management system is also used to store the pre-

dicted activity results and helps to generate activity records.

Dataset: The proposed system’s performance is assessed on several health

activities as listed in Table ??. To maintain the variability and to increase

the robustness of the system for activity prediction, several health activities

are selected from NTU RGB+D dataset (Shahroudy et al., 2016) including

staggering, headache, stomachache, backache, neck pain, and nausea. These

vital conditions are considered as the most common physical abnormalities
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in GAD. The NTU RGB+D dataset is considered as one of the largest publicly

available activity dataset. The activities of this dataset are broadly divided

into 40 routine-based activities, 9 health-oriented activities, and 11 mutual

activities. The dataset consists of more than 56,000 videos with 4 million

frames. The dataset contains four different data modalities captured by the

Kinect sensor: RGB frames, skeleton data, IR sequences, and depth maps. In

this study, RGB modality has been used to train an test the efficiency of the

system. Fig. ?? show the examples of abnormal activities which are used to

train and test the prediction performance of the system.

Performance analysis: As discussed above, the system involves four note-

worthy modules. In the first step, video templates related to an individual’s

physical activities are captured utilizing visual sensors. In the second step,

every activity is predicted and classified based on the severity level into its

respective activity class using the proposed methodology. In the third step,

the predicted activity scores are stored in the database of the system and

the sub-portion of results based on the requested time module are extracted

from the database using temporal mining technique. To satisfy the goal of

the smart assessment, an alert mechanism with current status deliverance is

proposed. In lieu of these perspectives, the execution of the proposed mod-

ules are evaluated as following:

1. Hyperparameter selection and video pre-processing time analysis.

2. Abnormality prediction efficiency of the system.

3. Performance analysis of the system with state-of-the-art outcomes.

4. Alert-based decision making efficiency of the proposed model.

5. Average training and abnormality prediction time analysis.

6. Prediction performance validation on the public datasets.
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FIGURE 3.8: Examples of different abnormalities from the
dataset.

3.4.1 Hyperparameter selection

The proposed methodology is tested on different learning rates to choose the

optimum prediction model. The entire model is tested on the different learn-

ing rates from 0.1 to 0.0001. In the first phase, the VGG-16 based 3D CNN

model is used to classify the body postures of the person. By using max-

pooling operation, the output feature based on the context region is pooled
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together and provide input to GRU. The GRU model is tested on all possi-

ble combinations of N units, where N = 68, 128 and 256. The second phase

deals with context learning by using the extracted temporal features. The

proposed model takes 60 to 110 min for training. The best outcomes based

on different learning rates are displayed in Fig. ??(a). It can be observed that

the comparative outcomes of the proposed methodology can be achieved on

0.01 and 0.001 learning rates as compared to 0.0001 learning rate. The aver-

age accuracy of the proposed system is also tested by varying the number

of units in the GRU model. The calculated results on the different number

of GRU units are presented in Fig.??(b). We conclude that the GRU model

with 128 number of units at the learning rate of 0.001 improves the prediction

performance over other variants.

Time complexity analysis for data pre-processing: Time complexity is con-

sidered as one of the most sensitive and influential parameters of the study

which helps to verify the data processing cost complexity of the system. The

performance of the proposed study is analyzed by calculating the time taken

by the system for video pre-processing at the experimentation stage. The ba-

sic need to pre-process the video data is to maintain the performance of the

system by decreasing the data processing cost. The pre-processing time is

calculated for Video to Frames, Frames to Segment, and Segment Compres-

sion operation.

The time duration for segmentation generation and the number of frames

in a frame segment are fixed. The frame generation rate is also uniform. The

specified constraints help to evaluate the performance in an accurate man-

ner. Fig. ?? explains the computation time taken by the system for Video to

Frames, Frames to Segment, and Segment Compression operation by con-

suming the time of 43 ms, 78 ms, and 62 ms, respectively. As the time and

cost complexity is directly proportional to each other, we can conclude that

the data pre-processing cost of the proposed system is highly efficient.
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FIGURE 3.9: System performance analysis (a) Learning rate
analysis, (b) Number of GRU unit selection.

3.4.2 Abnormality prediction efficiency

The efficiency of abnormality prediction is determined by differentiating the

preformed activity into pre-specified activity classes of the system. The ab-

normality prediction efficiency is calculated into three approaches:

1. Frame-based early abnormality prediction.

2. k-fold cross-validation based average prediction accuracy.
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FIGURE 3.10: Time complexity analysis for video pre-
processing.

3. Class-based mean accuracy of each physical activity.

Frame-based quantitative approach

To justify the effectiveness of the proposed vision-based solution for smart

healthcare or assistive environment, we focused more on near abnormality

detection for early abnormality prediction. We present a quantitative ap-

proach to prove the prediction efficiency of the proposed system. Table ??

depict the frame level prediction performance on 20 testing videos.

Where Si represents the frame segment number, +ve represents the anoma-

lous frame segment, -ve represents the frame segment without anomaly or

fake events. Table ?? depict that the proposed solution successfully localized

the anomalous frames by using Intersection of union (IoU) parameter. If the

value of IoU is greater or equal to 0.7, the analyzed frame is considered as

a true localized frame. If the methodology cannot localize it or localize it

with less value of IoU, that frame will be considered as a false frame which

does not contain any physical abnormality. Here, we present the analysis of

early abnormality prediction for 20 testing videos (12 has positive frame seg-

ments, 8 has negative frame segments). By analyzing the recognition results,
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TABLE 3.2: Frame-based early abnormality detection
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we can say that the proposed methodology has achieved real-time prediction

performance at a high frame rate (30 fps) for 224 × 224 image resolution and

have an overall competitive performance for near abnormality prediction.

K-fold cross-validation

The dataset contains 6 health-oriented physical activities including stagger-

ing, headache, stomachache, back pain, neck pain, nausea or vomiting condi-

tions. Physical activities like staggering and stomachache with similar phys-

ical trajectories make the dataset more challenging for exact activity predic-

tion. In this study, a 5-fold based rigorous cross-validation technique is used

to evaluate the prediction performance of the system. 4-folds are used to

train the system and remaining fold is used to test the prediction efficiency.

In this manner, each fold has a chance to be a test set.

Fig. ?? shows an average prediction of each activity for 5-folds. The av-

erage prediction results described that most of the time the confusion occurs

between staggering and stomachache. Total 10% activities of staggering are

misclassified as a stomachache. Given the fact that the less number of train-

ing templates can be a reason for this problem that can be resolved by in-

creasing the activity samples related to that particular activity in the training

phase. As we can see from Fig. ??, headache and neck pain activities shared

almost similar physical trajectories. But the large training samples with dif-

ferent angles made the system more capable to predict these activities cor-

rectly with sufficient margin. For the other activities, the confusion rate is

below to 5%. To improve the prediction efficiency for these activities, there

is scope to enhance long-term movement representation technique by either

increasing the number of GRU units or combining the other data modality

for prediction stability. Table ?? also explains the aggregated mean accuracy

of each fold with a standard deviation of the proposed approach.
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FIGURE 3.11: 5-fold based confusion matrices representation
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TABLE 3.3: Individual 5-fold cross validation.

k-fold (5-fold) Accuracy
Fold-1 91.50%
Fold-2 93.07%
Fold-3 92.21%
Fold-4 90.45%
Fold-4 91.46%
Mean 91.88%

Standard deviation ±0.94

TABLE 3.4: Class-based mean accuracy scores.

Performance Measures A
(%)

B
(%)

C
(%)

D
(%)

E
(%)

F
(%)

Accuracy 85.54 90.61 87.27 93.72 96.17 97.25
Specificity 83.68 90.57 89.85 91.36 90.89 92.72
Sensitivity 80.68 88.75 87.55 89.63 88.98 89.75
F-measure 82.18 89.51 88.78 90.09 89.24 91.31

Mean accuracy of class-based activity

The performance of the proposed methodology is assessed by calculating

four different performance matrices including accuracy, specificity, sensitiv-

ity, and F-measure score. The mean accuracy of each activity is presented in

table ??.

Based on the calculated outcomes, we can presume that the proposed 3D

CNN + GRU model is more productive, even for the small-scale dataset.

Mean outcomes related to other performance matrices are also presented

graphically in Fig.?? for better understanding. The proposed model acquired

the classification accuracy of 91.88%. For sensitivity, the system has regis-

tered better accuracy of 87.62%. Specificity defines the exactness in activ-

ity prediction state and the proposed classifier achieve significantly higher
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FIGURE 3.12: Comparative outcomes of classification effi-
ciency.

specificity numerating to 89.78%. In the case of f-measure, the proposed sys-

tem also registered better performance by numerating to 88.35%. After ana-

lyzing the results acquired in the current scenario, the proposed deep learn-

ing based activity prediction methodology is considered as highly effective

for physical abnormality prediction in real-time.

3.4.3 Comparison of the proposed methodology with state-

of-the-art methodologies

The activity prediction performance is tested with four CNN-based deep

learning methodologies named Temporal stream (Simonyan and Zisserman,

2014a), LSTM (Yue-Hei Ng et al., 2015), TDD (Wang, Qiao, and Tang, 2015),

and Transformations (Wang, Farhadi, and Gupta, 2016) as reported in sec-

tion 2 for fair comparison. Mean accuracy of each activity is compared and

presented in Table ??. The other performance matrices are also calculated to

analyze the performance of the system and illustrated in Table ?? which are
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TABLE 3.5: Comparative analysis of class-based mean accu-
racy.

Methods A (%) B (%) C (%) D (%) E (%) F (%)

Simonyan and Zis-
serman, 2014a

86.82 70.91 89.50 83.33 64.40 87.30

Yue-Hei Ng et al.,
2015

89.38 83.27 84.51 67.72 88.45 93.75

Wang, Qiao, and
Tang, 2015

87.70 84.62 83.62 78.18 89.82 90.64

Wang, Farhadi, and
Gupta, 2016

82.94 87.54 84.36 88.58 90.22 91.52

Proposed 85.54 90.61 87.27 93.72 96.17 97.25

further presented graphically in Fig. ?? for better understanding.

From Table ??, it can be concluded that LSTM (Yue-Hei Ng et al., 2015)

outperforms the proposed and other methodologies for stagerring predic-

tion by achieving the average accuracy of 89.38%. For stomachache predic-

tion, the Temporal stream (Simonyan and Zisserman, 2014a) outperforms the

other methodologies by achieving 89.50% accuracy. But for the other activ-

ities, the proposed methodologies outperforms the state-of-the-art method-

ologies. From figure ??, it can be noticed that the proposed methodology

outperforms the state-of-the-art methodologies in the average accuracy of

activity prediction by achieving the higher accuracy of 91.88% with the clos-

est competitor being Transformations (Wang, Farhadi, and Gupta, 2016) with

the average accuracy of 87.53%. The proposed approach also achieved the

best specificity by numerating to 89.78%. The same improvement can be

seen for sensitivity and f-measure by achieving the accuracy of 87.62% and

88.35%. By analyzing the outcomes, we can say that the proposed method-

ology is highly efficient for abnormality prediction compared to other state-

of-the-art methodologies.
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TABLE 3.6: Comparison of performance matrices with state-of-
the-art methodologies

Methods Accuracy Specificity Sensitivity F1-
measure

Simonyan and Zis-
serman, 2014a

80.41% 79.68% 77.52% 78.49%

Yue-Hei Ng et al.,
2015

84.51% 82.93% 80.56% 81.46%

Wang, Qiao, and
Tang, 2015

85.76% 84.12% 81.48% 82.94%

Wang, Farhadi, and
Gupta, 2016

87.53% 86.29% 84.62% 85.47%

Proposed Methodol-
ogy

91.88% 89.78% 87.62% 88.35%

3.4.4 Average training and anomaly prediction time compar-

ison

The operations of feature extraction, system training, and testing are per-

formed on NVIDIA GeForce GTX 980 Ti GPU. The total time taken by the

3D-CNN model for feature extraction is approximate 0.09 seconds for a sin-

gle frame. In this study, we gave the input of a frame segment which contains

30 frames for taking an advantage of the processing capability of GPU. The

GPU takes approximate 0.68 seconds for feature extraction of the frame seg-

ment. In the second step, the approximate time taken by the GRU for tempo-

ral feature modelling is 0.33 seconds. The total activity prediction time taken

by the last layer of the GRU model is 0.12 seconds. The aggregated activity

prediction time taken by the system for a single frame segment is 1.13 sec-

onds. The same process of activity prediction is also performed on CPU and

the CPU-based processing time complexity is compared with the GPU-based

activity prediction and presented in Fig. ??.

Fig. ?? demonstrates that the average running time for the proposed deep
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FIGURE 3.13: Comparative analysis of activity prediction effi-
ciency with state-of-the-art outcomes. (a) Activity class based
performance analysis, (b) Overall prediction performance anal-

ysis

learning approach is highly satisfactory, which guarantees the real-time pre-

diction performance of the model. After analyzing Table ??, we can conclude

that the time consumed by the proposed model for activity prediction takes
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FIGURE 3.14: Activity prediction time on CPU and GPU.

TABLE 3.7: Activity classification scores.

Methods Training time Real-time anomaly
prediction time

Simonyan and Zisserman,
2014a

1.58 s 1.43 s

Yue-Hei Ng et al., 2015 1.45 s 1.18 s
Wang, Qiao, and Tang,
2015

1.37 s 1.29 s

Wang, Farhadi, and Gupta,
2016

1.41 s 1.21 s

Proposed 1.28 s 1.13 s

less time compared to the time taken by the state-of-the-art methods for ac-

tivity prediction. We can also state that the GPU-based activity prediction

solution is well efficient for real-time activity monitoring compared to CPU-

based monitoring solutions.

3.4.5 Alert based decision making efficiency

By analyzing the modular approach (Fig ??) of the proposed system, we can

say that the alert based decision making efficiency is directly dependent on
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FIGURE 3.15: True-positive rate versus false-positive rate.

the activity prediction efficiency of the proposed methodology. The perfor-

mance of the proposed alert mechanism is evaluated by calculating "false-

positive" alerts and compared to the total calculated "true-positive" rate for

the dataset.

Figure ?? explained that only 3.08% of the alarms are covered under the

examination of false positive. The other performance matrices like accuracy

(91.88)%, specificity (89.78)%, sensitivity (87.62)%, and f-measure (88.35)%

defines the correctness of the activity prediction of the system. It can also

be seen that the proposed model obtained less false-positive rate with high

true-positive accuracy.

3.4.6 Performance validation on public dataset

The activity prediction performance of the proposed system is justified by

validating the prediction efficiency on the two benchmark datasets including

HMDB51 (Kuehne et al., 2011) and UTD-MHAD (Chen, Jafari, and Kehtar-

navaz, 2015). The calculated outcomes are compared with the results of the

state-of-the-art methodologies.
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MHAD Dataset: MHAD dataset is considered as one of the challenging

datasets for activity prediction by involving 27 different exercises. Similar

trajectory and motion-based exercises like "draw a circle clockwise", "draw a

triangle" and "draw circle counter-clockwise" makes it more troublesome for

an activity prediction system. Performance evaluation protocol explained in

(Chen, Jafari, and Kehtarnavaz, 2015) is utilized to train and test the method-

ology. Odd subjects are utilized to generate training samples and a total of

430 samples are selected from even subjects to test the model.

HMDB51 Dataset: The HMDB51 is another most challenging dataset which

contains activities related to physical movements, facial interaction, physical

exercises, sports, and dealing with objects. Total 6849 activity samples are

contained by the dataset which is further categorized into 51 activity cate-

gories. Each category contains more than 100 video samples. The samples

related to single activity has been taken from different sources with different

viewpoints and illumination which makes the dataset more challenging. The

average prediction accuracy of best in class methodologies lies under 60%.

In the proposed study, we predicted the activities by utilizing the high-

level features extracted by 3D CNN and the intensity of activity is calcu-

lated by performing sequential modelling operation on temporal features

using GRU. The combination of these two techniques helps to improve the

prediction accuracy of complex activities. The comparison of the proposed

methodology has been done with previously reported methodologies and

the results are presented in Table ??.

After analyzing Table ??, we can say that the proposed prediction method-

ology achieved an average accuracy of 94.28% for UTD-MHAD dataset and

70.33% for HMDB51 dataset. We compared the performance of the proposed

system with the CNN based methods including Temporal stream (Simonyan

and Zisserman, 2014a), LSTM (Yue-Hei Ng et al., 2015), TDD (Wang, Qiao,

and Tang, 2015), and Transformations (Wang, Farhadi, and Gupta, 2016). The
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TABLE 3.8: Comparative analysis of the classification scores.
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proposed system is outperformed the Temporal stream (Simonyan and Zis-

serman, 2014a) method by achieving 8.61% improvement in the accuracy for

UTD-MHAD. Total 9.57% of the improvement has also been reported for

HMDB51 dataset. The other calculated statistics also represents the viabil-

ity of the proposed framework for activity prediction on UTD-MHAD and

HMDB21 dataset.

3.5 Conclusion

In this chapter, a computer vision-assisted monitoring system is proposed

to address several physical abnormalities by considering upper body stance

of an individual. Specifically, the proposed model consolidate two essential

perspectives, namely (a) continuous monitoring with abnormality predic-

tion and (b) alert based decision making based on the predicted abnormality.

Both these aspects justify the efficacy and utility of the system for healthcare

and assistive-care domain. Activity prediction over the abnormality scale

shows the probabilistic estimation of the individual’s health. The deep learn-

ing approach is consolidated as a novel aspect of the system to classify the

anxiety-oriented activities. The activity prediction methodology is also re-

sponsible to generate alerts in real time to notify caregivers about the current

physical state of an individual. Moreover, activity-based probability scores

are mined to figure out the physical status of an individual for medical or

therapeutic purposes. From the exploratory outcomes of the proposed sys-

tem, it can be inferred that the proposed model outperforms the comparative

approaches for abnormality prediction with less error rate by accomplishing

91.88%, 94.28%, and 70.33% mean accuracy for predicting the irregular and

regular video templates from the NTU RGB+D, UTD-MHAD, and HMDB51

datasets, respectively. The comparative analysis justifies the activity predic-

tion performance of the system. Additionally, numerical assessment legit-

imizes the usage of deep learning for domain sensitiveness. Hence, it can

be reasoned that the proposed system is exceedingly viable and capable of

providing an appropriate smart healthcare or assistive environment.



78

Chapter 4

Predicting Health Afflictions

4.1 Introduction

Internet of Multimedia Things (IoMT) with video analytics has lead to the

development of wide range applications for several domains. It has the

potential to be used in several remote applications like public surveillance,

event recognition, and behavior monitoring in real-time. IoMT-based real-

time video analytics can provide healthcare benefits, e.g., patient monitor-

ing, irregular stance classification, physical activity based smart health sug-

gestions. So, IoMT has the potential to increase personal independency and

health satisfaction by transmitting an emergency alarm or notification to

handle physical severity (Ghasemzadeh and Jafari, 2011; Alshurafa et al.,

2014). But the deliverance of data to the cloud server for processing can

cause delay which is unacceptable for healthcare domain. To overcome the

data processing constraints of IoMT, the Edge-of-Things (EoT) technology

(El-Sayed et al., 2018) has been introduced as an emerging technology. Edge

computing is a platform which provides a local computational and commu-

nicational environment for data processing to handle video processing tasks

efficiently (Garcia Lopez et al., 2015).

Essentially, the expression visual analytics defines the combination of

several scientific solutions, such as, applications, services, and procedures

(Cook and Polgar, 2014; Amor, Su, and Srivastava, 2016). Real-time video

analytics provide several advantages relative to wearable sensing solutions
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FIGURE 4.1: The base model of the proposed system.

such as wide area coverage, high quality of data, and low hardware cost.

The advance data processing methods enable several monitoring opportu-

nities by extracting more information about the event (Lin et al., 2016). The

passiveness of video capturization is considered as the best advantage for

the healthcare domain. In video analytics, the patient only need to be visi-

ble in the range of the visual sensors for analyzing physical activity without

wearing any special kind of wearable device.

Considering previously discussed advanced factors of edge computing

and video analytics, the proposed system is primarily focused on analyzing

the physical postures of an individual to predict health afflictions in real-

time. The idea of combining the features of edge computing with video an-

alytics is to increase the hardware proficiency by minimizing the cost of the

data transmission to the remote servers. The fundamental aim of the edge

computing in the proposed study is to provide superior computational capa-

bilities by reducing delay and computational cost of the remote IoT servers.

Fig. ?? described the contribution of the study by explaining the novelty of

the system into four objectives:

1. Establishing visual sensor-enabled smart environment for individual

monitoring.

2. Edge computing assisted deep learning based activity analysis in real-

time.
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3. Preformed activity-based record storage on the cloud for medical care.

4. Warning and Emergency alert based smart decision making with the

deliverance of physical status of an individual to medical representa-

tive and caretakers.

The rest of the chapter is sorted into multiple sections. A review is made

in section 4.2 by discussing conventional and modern activity recognition

systems. The necessity of edge computing is discussed in section 4.3. Section

4.4 provides the detail about the material and methods used to implement

the proposed model. The results of the system are evaluated in section 4.5.

In section 4.6, the chapter is concluded with important points related to the

proposed work.

4.2 Related works

In this study, we specifically focused on real-time activity recognition sys-

tems by utilizing the principles of edge computing and video analytics. we

have discussed several activity recognition system by dividing into two parts,

handcraft techniques based conventional activity recognition systems and

deep learning based modern activity recognition system.

4.2.1 Conventional activity recognition system

Chaaraoui, Climent-Pérez, and Flórez-Revuelta, 2013 configure contour points

to characterize the human body on human silhouette. To calculate the dis-

tance between contour points, authors utilized Euclidian distance. They

globally represented each pose of human body using ecludian distance tech-

nique. Further, they employed k-NN algorithm to calculate distance between

the sequence of key body postures. Authors in (Tran and Sorokin, 2008) also

used the human silhouette to determine the body pose. They have formu-

lated a local descriptor by combining the optical flow technique with human

silhouette. The frames are divided into 15 frames per segment to calculate

the summary of the motion. Final local descriptor features are used as the
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input of 1-Nearest Neighbor classifier with Metric learning to recognize hu-

man activities.

In the article (Weinland, Özuysal, and Fua, 2010), the authors have con-

verted the sequence of frames into histogram blocks to calculate 3D spa-

tiotemporal gradients. After formulating the blocks, the distance between

the blocks have been calculated to provide input to the classifier. Multi-local

classifiers are used to predict human activity. The calculated results are fur-

ther combined using product rule to get final output. Pehlivan and Duygulu,

2011 also used 3D information for activity recognition. The sequence of im-

ages are used to construct the circular model to encode 3D pose. The features

of circular model are divided into three parts: (i) total number of circles, (ii)

area of an outer circle, and (iii) area of an inner circle. Distance metric al-

gorithm is used to calculate the distance between the circle keypoints for

activity recognition.

4.2.2 Modern activity recognition system

Recently, Deep learning has incorporate feature extraction and movement

analysis that attracts more consideration from researchers involved in com-

puter vision domain. In article (Karpathy et al., 2014), authors have used

three diverse CNN structures called late, early, and slow fusion to train ac-

tivity recognition model from the RGB video recordings. (Ji et al., 2013) pro-

posed a novel 3D-CNN model to recognize the activities of a person. 3D con-

volutions are used to extract the spatio-temporal features from the sequence

of frames in this proposed model. Wang et al., 2017a proposed the system to

calculate the decisions over element level fusion based on RGB features. Zhu

et al., 2016 proposed human activities by generating the frame segments of

key postures. The authors defined the movements by utilizing the maximal

entropy markov model to characterize human activities without mentioning

the starting and ending point of activity. Cippitelli et al., 2016 proposed a

model to extricate key postures to create a single feature vector to classify
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multiple activities by using multiclass Support Vector Machine. A CNN-

GRNN based hybrid model is proposed by (Zhang, Shao, and Luo, 2018) to

improve the recognition accuracy of an image. Two models named CNN and

General Regression Neural Network (GRNN) are used to extract multilayer

features from an image. The latest study has proposed a two-stream CNN

model to deal with spatial and temporal features by using different CNN

based network to perceive activity from video templates (Han et al., 2018).

4.3 Role of Edge Computing in the proposed sys-

tem

Edge is a middle layer (Fig. ??) between the user subsystem and cloud layer

that supplement the benefits of distributed computing by providing data

processing services for the emerging requirements of IoMT. The fundamen-

tal aim of edge computing in the proposed system is to increase the response

rate by reducing the system’s architectural complexities. Edge computing

decrease the latency rate in an alert generation. The main components of the

proposed system are:

1. Visual Senors node: The physical activities are captured through vi-

sual sensors installed in the local environment of an individual. Sev-

eral preprocessing operation has been performed on the sequence of

frames such as compression, segment generation. After preprocess-

ing, the segments are transmitted to the edge node through wireless

medium for analysis.

2. Edge Node: Mobile device with an adequate computational and stor-

age capabilities to perform video analytics operation to predict health

afflictions from the segment of frames.

3. Cloud System: Cloud platform provides the facility to store the pre-

dicted results by enhancing the capability of the long term storage.

As shown in figure ??, the edge analytic offers improved data processing

services to upgrade the framework from multiple dimensions. The primary
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advantage of the edge layer in the proposed system is described in the fol-

lowing section.

4.4 Proposed Work

The main objective of this framework is to monitor anomalous physical activ-

ities of an individual to predict health afflictions using edge analytics tech-

nology. Moreover, the features of edge computing like mobility support,

scalability and real-time interactive services can serve as an ideal decision for

the healthcare domain. Fig. ?? explains the novelty of the study by dividing

the framework into four phases, namely Data acquisition and preprocessing

phase, Edge analytics-based activity prediction phase, Activity record gen-

eration phase, and Real-time alert-based notification generation phase. All

phases perform their operations independently and provide an effective op-

erational environment to its next phase. The implementation methods are

discussed in the following sub-sections:

4.4.1 User subsystem: Data acquisition and preprocessing

In initial phase of the framework, physical patterns need to retrieve ubiqui-

tously from visual sensors embedded in the individual’s surrounding. The

visual sensor can commanded through wired or wireless medium and are

capable of capturing and transmitting data in real-time. The individual’s

physical patterns can be collected in a sequence of frames and need convert

into compatible format before sending it to the edge module for further pro-

cessing.

Maximum realistic situation-based activities are used for the training pur-

pose of the system. NTU RGB+D dataset is used to incorporate train and test

the preformance of the proposed framework. A set of 6 activities has been

considered to determine the health afflictions of an individual as listed in
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FIGURE 4.2: The division into phases of the proposed frame-
work

Table ??. The NTU RGB+D dataset provides a large collection of human ac-

tivities and we have utlized RGB dataset modality to test the activity recog-

nition performance (Shahroudy et al., 2016).

Data augmentation techniques has become exceptionally useful to deal

with the problem of over-fitting in deep learning. Over-fitting is a problem

which usually occurs due to the limited training data. Several data augmen-

tation techniques such as, scaling, cropping, rotation has been performed on

the dataset to increase its size and variability in the dataset to remove the

recognition biasness of the system. To perform crop operation, a frame is
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TABLE 4.1: Activity patterns measurements

Activity Classes Definition

1. Cough or Sneezes Symptoms of cold.
2. Straggling Type of abnormal walk.
3. Back Pain The problem in any part of the spine can cause back

pain
4. Nausea Nausea is a type of stomach discomfort and the sen-

sation of vomit.
5. Unconsciousness Feeling uncomfortable due to high temperature or

unconsciousness.
6. Falling Towards the ground without intending to or by ac-

cident.

TABLE 4.2: Dataset description

Type of
Dataset

IoT Technol-
ogy

Sensor Specifica-
tion

Description

Video Dataset Visual sensor
(Wide Angle)

Pixel density: 2 mp,
Aspect ratio: 16:9,
Frame rate: 30fps,
frame resolution:
1920 × 1080

Physical pos-
ture oriented
real-time video.

randomly selected and cropped the region by selecting the value between

0.06 to 1. The value is selected based on the subject location in the original

frame. After performing the crop operation, the scale operation has been

performed by selecting the scale value of 0.75 to 1. At last, the scale oper-

ation is performed again on the augmented frame to convert the size to its

original size. The color jittering-based data augmentation operation is per-

formed to provide spatial strength to the classification model. Table ?? gives

an overview of the dataset with sensors specifications used in this study to

capture physical activities.

Data Pre-processing: It is assumed that the visual sensors used in this

study is connected through a wireless medium. The visual sensors node is

responsible for segment generation (Definition 1) and transmission. Before

segment transmission, the frame segments are compressed by performing
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FIGURE 4.3: Visual sensor node: Data Preprocessing.

downsampling operation. The compressed segments are transmitted to its

associated edge node as described in Fig.??.

Definition 1: Frame Segment (FS) A frame segment FS contains the num-

ber of frames F = 〈 fi−1, fi,......, fi+n+1〉, where the frames are pre-initialized to

30.

The downsampling ratio is characterized as the size of the frame segment

after performing the compression operation on the original frame segment.

For example, the downsampling ratio of frame segment FSi is defined as:

FSi =
FSc

FS
(4.1)

where the original size of the frame segment is denoted as FS and the

downsampled frame segment is denoted by FSc. As we know the quality of

video directly affects the activity recognition rate of the system. To find the

most relevant downsampling rate for video compression, quantization pa-

rameter (Chen et al., 2017) has been used to calculate the quality of the video

and describe the relationship between the downsampling rate and activity

prediction accuracy. The higher value of the quantization parameter points

to the low quality of the video. After frame segment generation and com-

pression, the edge nodes perform segment analysis in order to predict health

afflictions.
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4.4.2 Edge analytics: health affliction prediction

We have assumed that visual sensors and edge node share a wireless com-

munication medium and the time of segment transmission is divided into

fixed slots lasting several milliseconds (Cao et al., 2016). In long-term mon-

itoring, there is a possibility of Internet unavailability hence leading to the

failure of cloud based system. On the other hand, edge analytics provides

the facility of segment analysis near to the IoMT layer instead of transmit-

ting frame segments on to the cloud and awaiting response. The edge layer

also provides the local data storage facility in the case of Internet unavailabil-

ity and perform data synchronization with the cloud storage Internet con-

nection is restored. Hence, the response time of the edge-based system for

health-based irregularity prediction is much less and more reliable as com-

pared to only cloud-based data processing.

Anomalous Activity Detection:

A deep learning-oriented multistage (3D CNN-LSTM-FC) activity classifica-

tion methodology is proposed to analyze the health affliction as shown in

Fig. ??. In our methodology, 3D Convolution Neural Network (3D CNN)

is utilized to extract features from the frame segments. After extracting the

features, Long-Short Term Memory (LSTM) network is used to compute the

continuous movement progression and the final prediction has been made

by proposing a fully connected (FC) layer. The FC layer increases the activ-

ity prediction rate by analyzing more discriminative features from the output

generated by the LSTM module at a particular time module ∆T.

Feature Matrix Generation (3 Dimensional Convolutional Neural Net-

work (3D CNN)): 2D CNN has considered the best solution to detect objects

from the images by extracting spatial information. On the other hand, 3D

CNN extracts spatial as well as temporal features for temporal activity mod-

eling from the sequence of frames by performing convolution and pooling
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FIGURE 4.4: Proposed system for activity analyzation.

operations (Tran et al., 2015). By considering the advantages of temporal fea-

ture modeling, 3D CNN has attracted considerable attention in recent years

to deal with sequence of frames (Shou, Wang, and Chang, 2016; Tran et al.,

2015; Chatfield et al., 2014; Wang et al., 2017a).

Our focus is to design a 3D CNN classification architecture to detect ab-

normal physical stance by extracting spatio-temporal features using 3D CNN

model. The whole architecture is demonstrated in Fig. ??. Based on the

previously discussed architectures of 3D CNN, the size of the convolution

kernels 3 × 3 × 3 has achieved best results (Tran et al., 2015). Hence, the re-

ceptive field size is fixed to 3 × 3 × 3 with stride 1 for feature extraction. The

frame segment size is represented as: c × l × h × w, where the total number

of channels are represented by c, l represents the depth of the frame segment,

h represents the height of the single frame, and w represents the width of the
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frame. These dimensions are analyzed by 3D CNN model for feature ex-

traction. The batch-normalization technique has also been incorporated in

the network to deal with problem of internal covariate shift. The sequential

layer of the 3D CNN model can be described as:

CNN(u; W) = fmaxpool(σ( fBNorm(u ∗ W + b))) (4.2)

Where W and b are the learning weights of the CNN network, fmaxpool

represents to max-pooling operation which is used to reduce feature map

size, fBNorm represent the operation of batch-normalization, and σ denotes

the ReLU activation function.

Hyperparameter optimization for 3D CNN model: The 3D CNN model

is initially trained for up to 40 epochs on 1× 10−4 learning rate with the batch

size of 64. The value of weight decay and momentum is set to 1 × 10−1 and

0.9. ReLU activation function is used to calculate the Non-linear complex

functional mappings between the inputs and outputs. For batch normaliza-

tion, the value of α, β and γ is set to 1.0, 0.0, and 1× 10−5. α parameter defines

the scale, β represents the shift parameter of the model and γ represents the

regularization parameter to provide numerical stability to the model. These

parameters are trained during the training process of the model. The training

process has been stopped after 25 epochs. The CNN model does not surpass

one hours of training on Graphical Processing Unit (GPU).

Temporal Dynamics-Oriented Sequential Feature Modeling (Long Short-

Term Memory-Fully Connected (LSTM-FC) Module): Recurrent Neural Net-

works (RNNs) have the ability to learn activity based temporal activity dy-

namics from the sequence of frames. RNN uses hidden states to map the

data for sequential modeling. During the long activity representation, the

RNNs is not well efficient solution to deal with long temporal reasoning.

The main reason of this limitation is its similar feature representations over

time. Therefore, several studies demonstrated the limitation of utilizing a

CNN and RNN directly (Pan et al., 2016; Abu-El-Haija et al., 2016).
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FIGURE 4.5: LSTM model for sequential activity prediction.

To overcome this limitation of RNN and to learn distinct features of an

activity from the video, we have proposed a segment formulation technique

by dividing the sequence of frames into multiple groups. We extract high-

level spatio-temporal features from each frame segment at a particular time

module ∆T from 3D CNN model. Max-pooling layers are used to pool the

high-level features and transfer to LSTM network to predict the activity label

as described in Fig. ??. By transferring the spatio-temporal feature segments

to LSTM cells, the feature dynamics across each frame segment has been cal-

culated and have significantly boosted the prediction accuracy. The LSTM

network-based segmental representation procedure is described mathemat-

ically to define the process of temporal dynamics-based feature modeling as

follows:
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ct = f ⊙ ct−1 + 1 ⊙ tanh(Wtut + Wtht−1) (4.4)
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ht = ot ⊙ tanh(ct) (4.5)

where it for the input gate, ft for the forget gate, and ot for the output

gate, respectively. ct represents the current state of the cell and ht represents

the final state of the network. We use ⊙ for element-wise multiplication

and Backpropagation Through Time (BPTT) algorithm is used to learn the

weights.

Hyperparameter optimization of LSTM model: After the completion of

3D CNN training process, LSTM model has been trained on 5 × 10−5 learn-

ing rate. The weights of the 3D CNN model and LSTM network is optimized

using ADAM optimizer. The combined network is trained on 90 epochs.

But the learning of the proposed network has been stopped upto 70 epochs

when no learning accuracy was observed. The early stopping technique is

used to stop the training process which helps the system to save the model

from overfitting. The model took one and half hour for training on GPU. The

multiple stage training process provides more efficient results as compared

to the single stage model training process. Several trails have been made to

increase epochs, but every time the network got over-fitted.

To decode the temporal feature vectors, the output of LSTM network is

transferred to a shared two 4096-dimensional fully connected layers. The fi-

nal layer defines the lower dimension of the system correspond to the num-

ber of classes of the system. The final activity label Outt is generated by using

softmax function followed by batch normalization and activation layer:

Outt(u) = σ( fBNorm(u ∗ W f c + b f c)) (4.6)

4.4.3 Cloud subsystem: Activity Score Recording

Cloud layer plays a vital role to aggregate the predicted anomalous scores

generated by the classification model at the edge layer as shown in Fig. ??.

Moreover, the summarized records are requested by the doctors or caretakers
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to analyze the current physical state of an individual and to provide required

medical services in real-time.

Definition 2: Activity Recognition Score (ARS) Activity Recognition

Score (ARS) is a predicted activity score for current frame segment FSi trans-

mitted to the edge layer at a particular time instance [ti, ti+j−1], where j de-

fines a total number of time instances, the activity ′A′ can be best-recognized

activity based on the current frame segment at a particular time instance t.

Activity Record Generation

The predicted scores must be stored in an adequate format which can be fur-

ther used to analyze the health status. Algorithm 1 describes the complete

process of activity record generation.

Algorithm 1: Physical state determination with activity record genera-

tion in the proposed methodology.

Input: Activity scores generated by phase 2.

Output: Individual’s activity record related to each activity class.

Step 1: Analyze the current frame segment and determine the ARS on

edge device.

Step2: If (ARS(i) = Network_Trained_Class(i))

Then goto Step 3 else goto step 4.

Step 3: do

Step 3.1: Set the current event record buffer.

Step 3.2:For the calculated activity score by phase 2,

IAR.add (activity type, current time stamp);

Return IAR;

End for

End if

Step 4: Exit.
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Temporal Mining for Record Analysis:

The temporal instance based predicted results are stored in a private cloud.

Since the health activities are completely time dependent, Temporal Mining

technique is used to retrieve the required activity-based information based

on the requested time module in a sequential time series.

Definition 3: Time instance based Frame Segment (FS) Time instance

based Frame Segment (FS) ti can be defined as an ordered list of frame-

segments in a particular time module ∆T of the transmission ∆T = 〈FS1t1, FS2t2,

........, FSntn〉.

Corollary 1.1 Time Series (TS) can be characterized by the arrangement

of m predicted abnormality over a specific time module:
{

< ti, ARSi >,<

ti+1, ARSi+1 >, .....,< ti+j−1, ARSi+j−1 >

}

.

1. In Corollary 1.1, starting time is denoted with i and numbers of time

instances are denoted as j which is used to retrieve the activity scores.

2. At particular time instance ∆T, the activity score corresponds to the

currently performed activity. For example, < ti, ARSi > corresponds

to current activity score at < ti time unit.

3. Sliding window approach is used to describe the initial and last time

instance. The sliding window length is pre-fixed and represented as

∆T = |tend − tstart|, where tend represents the last time instance and

tstart represents the initial time instance of the window.

During the monitoring process, various regular and irregular activities

are performed by individuals. In our study, we are considering non-continuous

activities based on health afflictions. So, it is imperative to analyze activity

scores in sequential time pattern for effective decision making. Temporal

Data Mining performs the data abstraction process to form sequential time

series.
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Definition 4: (Irregular Events (IRE)) Given an Irregular Activity ’IA’

performed at a particular time instance ti, then Irregular Events (IRE) is de-

fined as the recognized irregular activity IAi at time ti. It is represented as:

(IA, ti).

Definition 4 provides the irregular activity score related to each activity

class correlation with continuous time instance < ti of current time module

∆Tn. Otherwise, the value is reset to null. Activity scores and time stamp

plays an important role in determining the individual’s condition.

Temporal Granulation (TG): The temporal granulation technique pro-

vides an abstraction view of the activity record for a specific time module

∆T as shown in Fig. ??. The final predicted activity scores are stored for

future references to make smart home monitoring more effective for doctors

and caretakers. The concept of temporal granule and data abstraction can be

achieved by using Map and Reduce technique (Dean and Ghemawat, 2004).

To process the large data in distributed cloud environment, the map reduce

function is considered as a best option and now it is commercially available.

The temporal granule based temporal activity logs will help to:

1. Produces the continuous information about the individual’s physical

activities.

2. Make efficient decisions related to the individual health by the caretak-

ers.

3. Extract the previous scores from the record based on the requested time

window.

4.4.4 Alert-based monitoring process

Edge layer is responsible for determining the physical state of an individual

into two states: safe or unsafe. Unsafe physical state of an individual requires
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FIGURE 4.6: Temporal granule based activity record formation.

an immediate response from the medical representative. Edge node gener-

ates real-time warning or emergency alerts along with the deliverance of the

log of activities to doctors and caretakers. The system provides continuous

monitoring while fulfilling the time sensitive requirements of the healthcare

system.

The effectiveness of an alert generation completely depends upon the ef-

ficiency and accuracy of the activity prediction module as shown in Fig. ??.

If the predicted activity belongs to unsafe class, the warning signal has to

be sent to the family member or caretaker. The warning signal is generated

based on the predicted activity value ARSi is defined as follows:

Warning = Class{ARSi|i ∈ FSi} (4.7)

where Class defines the type of activity classes on which the proposed

deep network is trained. ARSi is the current predicted activity score belong-

ing to the current frame segment. On the other hand, emergency signal is
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generated by calculating the health severity level as follows:

Emergency = IoA =

(

ARSi

ARS1 ∪ ARS2 ∪ ARS3 ∪ ...... ∪ ARSn

)

(4.8)

where ARSi denotes the predicted activity score. (ARS1 ∪ ARS2 ∪ ARS3 ∪

...... ∪ ARSn) denotes the total recognized activities in particular time mod-

ule. If the Index of Abnormality (IoA) is greater than the predefined thresh-

old, the emergency alert is generated for the medical emergency to minimize

health severity. Algorithm 2 explains the warning or emergency signal based

decision-making process.

Algorithm 2: Alert generation based on the performed activity.

Input: Activity scores generated by phase 2.

Output: Current physical state of the person with the alert generation.

Step 1: Determine the current activity value generated by the phase 2.

Step2: If (ARS(i) = (System Trained Class(i))

Step 3: do

Step 3.1: Send the warning signal to family members or caretaker and

compute IoA.

End for

Step 4: if (Index of Abnormality (IoA) > Pre-defined Threshold)

Step 4.1: Real-time alerts to medical representative with the deliverance

of Current Log of Activity.

Step 5: Else

Step 5.1: No alert generation.

Step 6: Exit.

Here, the normalized threshold value is set to 0.65 to handle the health

severity by providing emergency services to an individual. The probable

value of the threshold is set by consulting several medical experts in health-

care environment. In addition, alert signals are delivered along with the

event logs to medical representatives or specialist to initiate appropriate pro-

cedure. Moreover, an emergency signal is also generated by the proposed
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mechanism if the health situation become highly severe.

4.5 Implementation detail and experimental eval-

uation based on resource optimization

In this segment, we evaluate the execution performance of the proposed

framework to determine the response for every frame segment. The two

edge nodes has been arranged and both the nodes are responsible to per-

form the task of feature extraction and activity analysis from captured video

sequences. To maintain the simplicity, we assume that the edge nodes share a

common link of wireless channel from visual sensor node to edge node. The

capacity of the link from visual sensor node to the edge node is equal as the

capacity of the link between two edge nodes. Both edge nodes are enabled

with Intel i5-6600 processor and 24 GB memory with NVIDIA GeForce GTX

980 Ti GPU. The system is coded in Python programming language based

on the Ubuntu 14.04 Operating System. The programming related to video

processing such as Pillow, OpenCV and Numpy are used to perform prepro-

cessing tasks.

Experimental evaluation based on resource optimization: Resource op-

timization is a critical process of achieving the required data processing capa-

bility by reducing computational cost. Under the limitation of computational

power and network bandwidth, the system needs to optimize between the

amount and the quality of the data. Edge node contributes to the bandwidth

optimization by processing the data at local environment instead of sending

the data on the cloud. Camera node significantly reduces the computation

cost by downsampling the data. To understand the evaluation process more

easily, The system is evaluated according to execution flow described in Fig.
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FIGURE 4.7: The procedural flow of the proposed system.

??. The performance evaluation of the system is divided into four subsec-

tions namely (1) Computational resource optimization (2) Activity Predic-

tion Efficiency (3) Comparative performance analysis (4) Alert-based deci-

sion making efficiency with temporal granule processing and log deliver-

ance.

4.5.1 Computational resource optimization

The visual sensor node is responsible to preprocess the sequence of frames

transmitted to the edge node over a wireless channel. We measured three

fundamental delay sensitive measurements: (1) The time consumption for

segment delivery, (2) Task computation on edge node, and (3) the total time

consumption from segment generation to final decision making under differ-

ent network bandwidth ratio. Fig. ??a presents that the delivery rate frame

segments are influenced by the capacity of the network. But the segment

processing time is not affected by the rate of segment delivery. Basically, we

can conclude that the network bandwidth plays an imperative role to cal-

culate the performance of the system for activity based decision making in

real-time. The time taken by the system for segment delivery became a deci-

sive factor when the network bandwidth is limited. On the other hand, the

task computation time became a decisive factor during an adequate network

capacity.
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FIGURE 4.8: Processing time on Edge node.

Fig. ??b represent the processing speed improvement on different scale

ratio. It demonstrate that the downsampled data increased the data pro-

cessing rate and reducing the transmission cost. Fig. ??c shows that model

can run 4 times faster on downsampled data compared to the original data.

The model takes 60.4ms to process downsampled data which indicates that

the system can support frame processing speed over 30fps. As visual node

produces compressed frame segments, Fig. ??d demonstrate the average

segment-based batch processing cost on original frame segments and down-

sampled frame segments. The system has been tested on downsampled data

with the resolution of 480× 360, a resolution at which the model can identify

physical exercises. A single batch of frame segments are loaded into memory

first and then computational time has been recorded.
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FIGURE 4.9: Classification Analysis.

4.5.2 Activity Classification Efficiency

The proficiency of the activity recognition module is evaluated by perform-

ing various experiments on testing dataset. We evaluated the efficiency of

the system by manually dividing the dataset in two portions: 80% for train-

ing set and 20% for testing set. In experimental phase, the number of time

steps ∆T = |Tstart − Tend| are considered to give input to the model. The in-

put lifetime ∆T for frame segment transmission is selected from three levels,

i.e., ∆T = 10, 20 and 30 time steps, with equal probability of 0.5, 1.0 and 1.5

seconds.

After the completion of the training process, a sequence of results are ob-

tained for each frame. The results demonstrate the exactness of the body

posture, which depends on the system’s activity class. The calculated proba-

bility of each frame defines the posture class of the system and the variability

scale can be analyzed by analyzing the sequence of probability value gener-

ate for each frame. Fig. ?? shows the results of irregularity prediction for

each class.
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FIGURE 4.10: Confusion Matrix.

The confusion matrix is used to find the Inter-relations between the phys-

ical posture related to different activities. The Deep CNN-LSTM acquired a

more reliable classification accuracy. It can be observed that, the majority of

the activities are classified correctly as shown in Fig. ??. But the major mis-

classifications is with respect to ’Sneeze or cough’ and ’Back pain’. This is

understandable as while Sneeze or Cough, there is a chance that the upper

portion of the body is bent in similar motion as a person is bending in the

case of back pain, thus leading to false classifications which can be solved by

increasing the size of learning dataset with respect to that particular activity

class.

4.5.3 Comparative analysis

To validate the system performance, we have compared the results of the

proposed system with the state-of-the-art approaches using the same data.
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The parameters and system configuration remains same during the imple-

mentation of comparative methodologies.

TABLE 4.3: Comparative results on captured dataset with Mod-
ern approaches

Methods Recall
(%)

Precision
(%)

Specificity
(%)

F-measure
(%)

Weinland, Özuysal,
and Fua, 2010

83.12 85.92 87.42 84.65

Tran and Sorokin,
2008

85.90 88.92 90.34 86.88

Chaaraoui, Climent-
Pérez, and Flórez-
Revuelta, 2013

87.46 91.12 92.27 88.56

Pehlivan and
Duygulu, 2011

89.15 92.24 93.57 89.75

Proposed model 90.33 93.45 94.28 90.87

Table ?? illustrate the comparative measurements of different methodolo-

gies on the same dataset. Our proposed method achieved better results com-

pared to the state-of-the-art methodologies by modeling temporal features

extracted from 30 frame based frame segments by achieving the accuracy

of 91.67%. The system have registered the high precision of 93.45% which

is comparatively far better than the comparative methodologies. Specifi-

cally, the proposed classification methodology explore temporal segments

and demonstrate that the LSTM cells and fully connected layers trained on

fixed frame segments perform better compared to the state-of-the-arts by

achieving higher recall and F-measure numerating to 90.33% and 90.87%.

Fig?? represent the resulted plots for better understanding.

4.5.4 Alert-based decision making efficiency

In real-world environment, a majority of the activities performed by an in-

dividual are normal. Based on the performed activities, a robust abnormal
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FIGURE 4.11: Classification Analysis.

activity detection method should have low false alarm rates. The principal

motive of the statistics-based analysis is to evaluate the ’false positive alert’

measurement to determine the true alerts based on the total number of gen-

erated alarms.

Table ?? describes the comparative analysis of Mean Absolute Error (MAE)

and Root Mean Squared Error (RMSE) calculated from the proposed model

and comparative models. The results shows that the proposed model out-

perform other methodologies in activity recognition with less error rate and

achieving less false positive alerts. The proposed model achieve less value

of Mean Absolute Error (MAE) and Root Mean Squared Error (%RMSE) nu-

merating to 1.52% and 4.142% which defines the high stability of the system.

Low rate of error in activity classification measurements defines that, only

3.24% of alarms comes under false positive ratio.

During the alert generation, a log of performed activities is also trans-

ferred to medical representative. The deliverance efficiency of activity logs is

depends upon two factors: (1) the time taken by temporal mining technique
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TABLE 4.4: Comparative analysis with other methodologies

Methods MAE %RMSE

Weinland, Özuysal, and Fua, 2010 2.23 10.920
Tran and Sorokin, 2008 2.15 11.010
Chaaraoui, Climent-Pérez, and Flórez-Revuelta, 2013 2.02 10.224
Pehlivan and Duygulu, 2011 1.56 7.088
Proposed Model 1.52 4.142

FIGURE 4.12: Decision making analysis.

to retrieve activity scores to form granule abstraction. (2) The time taken by

the alert generation mechanism to calculate abnormality index in a particular

time interval ∆T. The overall performance of the system is calculated based

on the total time taken by the edge node to predict the performed activity

with the formulation of temporal granules. Fig. ?? explains the process of

log formation shows small increment when number of records are increased.

4.6 Conclusion

In this chapter, an edge analytic-based smart monitoring framework is in-

troduced to monitor physical exercises of an individual. The main purpose



Chapter 4. Predicting Health Afflictions 105

of the study is to find health afflictions in home or medical environment by

combining the principles of edge computing with video analytics. The com-

putational speed of the framework is accelerated by utilizing the GPU en-

abled edge devices. Particularly, three major perspectives have been consid-

ered, (i) Stance detection and activity recognition to determine health-based

physical irregularity (ii) activity record generation to generate health sug-

gestions and provide medical services, (iii) alert generation mechanism with

activity log deliverance to handle various critical conditions. All these ob-

jectives are consolidated in the model to upgrade the general adequacy and

utility of the system. The edge computing assisted real-time abnormality

recognition mechanism has leads to a smart-assessment with better reactive

healthcare. Results depict that the proposed methodology provides better

activity classification rate as compared to the conventional activity classifi-

cation methodologies. We have found that edge computing is far more effi-

cient for maintaining the sensitiveness of the healthcare domain by increas-

ing activity response rate and decreasing decision making delay compared

to cloud-based platform. Therefore, it can be concluded that the proposed

system is highly efficient in live monitoring by combining the several latest

technologies like Cloud-of-Things, Edge-of-Things, and Internet-of-Things.
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Chapter 5

Motor Movement Recognition in

Smart Monitoring

5.1 Introduction

Physical inactivity causes common but severe health issues, such as high

blood pressure, obesity, anxiety, and depression (Jefferis et al., 2012). It can

also lead to critical health problems like diabetes, lipid disorders, osteoporo-

sis, heart-related diseases and colon cancer. Activity recognition has turned

out to be one of the developing domains of research to deal with these issues.

Wearable sensors are considered as one of the most feasible and cost-effective

solutions of sensing the ADL exercise of an individual in real-time (Arif and

Kattan, 2015; Mannini et al., 2013). It can also be used to distinguish several

irregular exercises based on the strange occurrence in frequencies (Yin, Yang,

and Pan, 2008). By considering the advanced data sensing principles, severe

health factors caused by physical inactivity triggers the need for an effective

monitoring solution.

In recent years, Cloud-of-Things (CoT) technologies have led to many

advanced applications for healthcare. Advanced and effective monitoring

solutions have already changed the way of professionals to interact with pa-

tients (Shi et al., 2016). The combination of IoT sensors and cloud-based

data processing techniques have also improved the reliability of delivering

healthcare services. In conventional cloud-based smart healthcare systems,
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FIGURE 5.1: The element description of the proposed motor
movement recognition system.

the sensed attributes are transferred to the cloud for processing causing high

data processing cost with high delay in the response time. The delay caused

by the these systems sacrifices the sensitivity of the healthcare domain.

Edge computing is an advanced local data processing environment that

helps to overcome the challenges of high delay and also helps to reduce data

processing cost. The devices used in edge computing provide sufficient stor-

age with high computation to process data before transmitting to remote IoT

servers. Even, in the Edge environment, the computational resources are also

deployed close to the sensors and end devices for decreasing the latency rate

during data transmission to enhance Quality of Service (QoS) (Yin, Yang, and

Pan, 2008). By considering the recent successful developments of Edge com-

puting, we proposed an Edge-assisted deep learning enabled motor move-

ment recognition framework presented in Fig ??.

Contributions: The aim of the proposed framework is to monitor motor
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movements of the patient in real-time to analyze the physical activeness. The

proposed study focuses on real-time data processing on GPU enabled high

computational edge servers in the smart monitoring environment. More-

over, the proposed system recognizes the scale of physical inactivity con-

cerning the patient. The contributions of the proposed study are divided

into four objectives described as follows:

1. Physical activity-based data generation for calculating the scale of in-

activeness.

2. Edge analytics-assisted deep learning-based motor movement recogni-

tion for current physical state analysis.

3. Cloud-based activity record generation for future references.

4. Routine-based physical activeness analysis and auto-suggestion gener-

ation for patients in real-time.

The rest of the chapter is explained into multiple sections as follows: In

section 5.2, the literature review in context to motor movement recognition

is discussed. In Section 5.3, the modular approach of the proposed system

is thoroughly explained. The performance of the proposed system is vali-

dated by comparing the exploratory outcomes with other machine learning

and deep learning technology-assisted approaches in section 5.4. At last, the

chapter is concluded by summarizing the accomplishments of the study in

section 5.5.

5.2 Related works

In this section, we have reviewed the most significant solutions in the field

of IoT based physical movement recognition.

5.2.1 Physical movement-based activity recognition systems

Most recently, IMU sensors have played an imperative role in perceiving hu-

man exercises (Khan et al., 2010), (Minnen et al., 2005; Giansanti, Macellari,
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and Maccioni, 2008; Narayanan et al., 2008; Marschollek et al., 2008). Ma-

jority of the activity recognition solutions are dependent on the procedure

of feature extraction such as skewness, standard deviation (SD), and mean

from the raw activity signals. These features are further analyzed to recog-

nize the type of activities of an individual (Baek et al., 2004; Gjoreski et al.,

2016). Majority of the studies found diverse solutions to explore single ac-

celerometer data for activity determination (Minnen et al., 2005; Giansanti,

Macellari, and Maccioni, 2008). In the article (Minnen et al., 2005), authors

investigated single accelerometer data to discover recursive activities. In

articles (Giansanti, Macellari, and Maccioni, 2008; Narayanan et al., 2008;

Marschollek et al., 2008), authors found a machine learning-based solution

to detect fall event for elders in a smart home environment. In articles (Khan

et al., 2010), (Minnen et al., 2005; Giansanti, Macellari, and Maccioni, 2008),

authors proposed solutions to recognize an individual’s daily activities from

a network of multiple sensors embedded on the human body. The solutions

produced considerable activity recognition results such as laying, walking,

and running etc. But in some cases, these systems misclassified some of the

transitional exercises, such as, stand to sit, stand to lie, and vice versa.

5.2.2 Movement recognition methodologies

As previously discussed, the effectiveness of movement recognition approach

is dependent on the capability of data processing. Most existing strategies for

activity recognition embrace machine learning classifiers to recognize activ-

ities. Three basic steps are followed in every traditional machine learning-

based solutions: (1) preprocessing of the raw data, feature extraction, and

pattern recognition (Zhu, Chen, and Brown, 2018). Several traditional classi-

fication methods, such as Hidden Markov Model (HMM), K-Nearest Neigh-

bor (KNN), Decision Trees, Naïve Bayes, Artificial Neural Networks (ANN),

Multiple Instance Learning (MIL), Support Vector Machine (SVM), and Ran-

dom Forests are widely used for model training on labelled data. The major-

ity of activity recognition models are working on handcraft techniques.
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In article (Atallah et al., 2011), authors considered the wrist of a human

body is the best location to calculate the low intensities of the transitional ac-

tivities. Machine learning classifiers (Bayesian classifier and k-nearest neigh-

bor (KNN)) are used to classify the activities into multiple classes and found

the best activity class related to a particular activity. In article (Berndt and

Clifford, 1994), authors utilized the Dynamic Time Warping (DTW) algo-

rithm to calculate the similarities between the signal sequences. Several

studies combined the data captured from accelerometer sensors installed on

different body positions and compared the classifier performance. A study

proposed by (Cleland et al., 2013) used accelerometer data captured from dif-

ferent body locations (wrist, hip, thigh, foot, lower back and chest) to train

support vector machine (SVM) classier using feature fusion method. Ana-

lyzing two different locations-based combined data provided a noteworthy

activity recognition enhancement compared to single accelerometer sensor-

based data.

In article (Bao and Intille, 2004), authors applied several learning clas-

sifiers on the accelerometer data collected from the ankle, hip, thigh and

lower-upper arm. In article (Olguın and Pentland, 2006; Kern, Schiele, and

Schmidt, 2003; Gjoreski, Lustrek, and Gams, 2011), authors have also re-

ported significant improvement in the performance of activity recognition

by consolidating at least two or more accelerometer locations. In article

(“Elastic Motif Segmentation and Alignment of Time Series for Encoding and

Classification”), the authors proposed an effective time-domain-based fea-

ture extraction algorithm named Elastic Motif Segmentation and Alignment

(EMSA). EMSA algorithm performed several operations such as segmenta-

tion, shrinking and stretching to update the length of different time series

based same motifs. In this manner, a set of synchronized subsequences are

generated for feature extraction and classification.

Recently, the strategies of deep learning have got more consideration by

researchers of several domains. The primary deep learning system named

Deep Belief Network (DBN) was utilized to perceive patterns (Kiranyaz,
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Ince, and Gabbouj, 2015). Furthermore, Convolutional Neural Networks

(CNN) has turned out to be well known because of its improved discrimi-

native power. CNN is a most popular technique of deep learning consisting

the capability of feature extraction. Basically, CNN is formed by stacking

convolutions in a sequence to create a hierarchy of abstract features. Several

parts of CNN such as convolution, pooling, tangent squashing, rectifier, and

normalization (Deboeverie et al., 2016) helps to extract features from the data

and generate classification results based to the requirement of introduced ap-

plication. CNN is highly efficient to analyze static patterns from the image

to recognize the presence of objects. CNN is the most pertinent technique

for pattern recognition from a single image instead of taking time-sequential

information for determining temporal feature from the data. Therefore, Re-

current Neural Network (RNN) (Gers, Schraudolph, and Schmidhuber, 2002;

Graves, Mohamed, and Hinton, 2013) is considered as the best choice for se-

quential feature modelling as compared to CNN and DBN.

5.3 Proposed Model

Edge computing is considered as a crucial change in the traditional cloud

architectures by providing hierarchical data processing capability near to IoT

layer. Edge layer helps to provide more reliable communication resources

by reducing network congestion. Fig. ?? illustrates the modular approach of

the proposed Edge-Cloud assisted motor movement recognition framework

to recognize physical activities in real-time.

5.3.1 Data-Acquisition Stage

The initial stage of the proposed framework is responsible for acquiring sen-

sory data related to the physical activities of the patient. Wearable sensors

generate data based on acceleration, velocity, and position. Table ?? provides

an overview of the dataset, type of motor movements, and devices used to
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FIGURE 5.2: Modular approach of edge-cloud motor move-
ment recognition framework.

generate activity-oriented data. Definition 1 gives an overview of sensor-

based event formulation.

Definition 1: (Sensor-based Event Formulation) Let the type of move-

ment M with the sequence of atomic movements {m1, m2, ..., mn} are col-

lected from wearable sensors. A movement Mj belongs to a set of activity

classes A = {a1, a2, ..., aj} where aj is the total number of classes on which the

system is trained.

The data is collected in sequential order and streamed to the edge node

to analyze in real-time. Since the correct limits of the succession of exercises

in the data stream are not known in advance, a fixed time interval technique
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TABLE 5.1: Dataset attribute.

Type of Dataset Motor Move-
ments

Wearable De-
vices

Communication
channel

Multi-Sensors
based motor
movements

Sitting, Standing
still, Walk-
ing, Waist
bends forward,
Knees bending
(crouching),
Lying down,
Frontal elevation
of arms, Jog-
ging, Cycling,
Running

ActiGraph
wGT3X-BT
(Sterling and
Laughlin, 2015)

Bluetooth (Rate:
2.1 Mbps, Band:
2.4 GHz, Dis-
tance: 20-200 m,
Network nodes:
8, Security: 128
bits AES, Power:
1-100(mW)

is used to divide a continuous signal into blocks/matrix to provide input for

movement recognition. The recognized activity results are available based

on a fixed time interval technique.

Time-based Event Window: This approach divide sequential data in

equal lengths of time modules. The viability of time-based sequence process

has been acknowledged for its basic working process (Wang et al., 2012). The

correct length of the window plays an imperative role in the recognition of

an activity. The small window size may contain insufficient features of the

activity and long size of the window may incorporate more than one exercise

in a single window (Krishnan and Cook, 2014).

Definition 2. (Time Window based Activity Sample (TWAS) Forma-

tion) An TWAS is a four-tuple event window EW = (ts, Ss, Sm, te), in which

Ss is the type of sensor that reports the atomic movement Sm. The ts and te is

the initial and last time instance of a particular time module ∆T. The data is

captured with respect to time window ∆T = |te − ts|.
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By definition 2, the activity samples are generated to define the temporal

change of the movement. The data samples are transmitted to the edge node

in a continuous manner for movements recognition.

5.3.2 Edge Analytics

In the proposed framework, the Edge layer aimed to examine physical ex-

ercises of an individual in the given time space. Edge layer provides an

effective yet extensible data analysis environment. Edge nodes are also re-

sponsible for suggestion-based notification generation to provide a remote

diagnosis in real-time. Table ?? illustrate several advantages of edge layer

over cloud layer (Ahmed et al., 2017).

TABLE 5.2: Advantages of Edge Computing over Cloud Com-
puting.

Parameters Edge Layer Cloud Layer

Distance (No. of hopes) Single hop Multiple hop
Service location In the edge network With in Internet
Jitter Very low High
Latency Low High
Geo-distribution Distributed Centralized
Location awareness Yes No
Target user Mobile user General Internet user
Mobility support Supported Limited
Hardware Limited capabilities Scalable capabilities
Service scope Limited Global
Route attacks Very low probability High probability

The process of motor movement recognition based on edge layer is per-

formed into five steps as follows:

1. Data Collection: Data related to physical activities of the patient is col-

lected in the initial state of the framework.

2. Connection Establishment: After completing the task of data collec-

tion, the connection is established to its nearby optimal edge node and

the data is uploaded on the edge node.
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3. Data Analysis: The current physical activity of the patient is recog-

nized by the proposed deep learning approach. The proposed method-

ology also calculates the time difference between the previously per-

formed activity and the activity performed at the current time instance

ti.

4. Suggestion Generation: The proposed framework generates time-sensitive

suggestions after analyzing the scale of physical inactivity of the pa-

tient.

5. Information Transmission: The professionals can also retrieve the in-

formation related to the performed physical activities of the patient

from the cloud to carry out an accurate medical diagnosis.

Deep learning-assisted motor movement recognition

In motor movement recognition, the nature of the data is sequential and

highly dependent on the time factor (LeCun and Bengio, 1995; Plötz, Ham-

merla, and Olivier, 2011). Deep learning methods are considered as one of

the best solutions to address the time factor. Therefore, deep learning-based

hybrid approach is proposed for recognizing physical movements and for

sequential modelling. The convolutional neural network (CNN) considered

the input data as independent from the output and recognizes the type of

movement from the given data sample. It can also be observed that the se-

mantics of an activity can be perceived better if the complete sequence of

an activity is processed before generating the final outcome. For dynamic

feature modelling, Gated Recurrent Unit (GRU) network is proposed to deal

with sequential movement dependency. The architecture of the proposed

Multi-stage Convo-GRU model for movement recognition is presented in

Fig. ??.

Movement representation (Convolutional Neural Network (CNN)): Iden-

tifying the type of movement is considered as an initial component of motor

movement representation. The CNN architecture is considered as the most

suitable solution for extracting local dependency from 1D time-series based
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FIGURE 5.3: The proposed architecture of Deep Convo-GRU
model for dynamic feature modelling.

movement signals. Inspired by the hierarchical feature extraction technique,

CNN consists of convolutional layers with pooling layers to learn data fea-

tures (Goodfellow, Bengio, and Courville, 2016). The process of feature mod-

elling provides a new feature space that analyzes the raw signals over time.

Filters of convolutional layers are used to extract local patterns from the data

and pooling layer condenses the pattern representation. Earlier designed

solutions demonstrate the effectiveness of CNN models that can separate

temporal patterns from single channel (Yang et al., 2015) or between multi-

ple channels (Chen and Xue, 2015). But long-term temporal patterns such

as cycling, jogging, and climbing stairs might not be recognized effectively
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utilizing CNN architecture. To overcome the constraint of CNN sequential

modelling, Gated Recurrent Unit (GRU) model based combined approach is

proposed.

Dynamic feature modelling (Gated Recurrent Unit (GRU)): As discussed

previosuly, CNN assumed the activity samples independent on time. Hence,

this assumption became invalid in the process of sequential modelling. It

is expected that representing time dependency would enhance the perfor-

mance for movement recognition. To achieve the proposed objective, Recur-

rent Neural Networks (RNNs) can be used to model the long-term patterns

(Hammerla, Halloran, and Plötz, 2016). The GRU (Cho et al., 2014) with

the CNN model provides more stability in the case of a lesser amount of

training data. Therefore, we proposed a GRU network to calculate sequen-

tial relationships between activity samples. The reason for implementing a

GRU-based model instead of Long Short-Term Memory (LSTM) network is

that GRU-based network needs fewer parameters to train over LSTM and

has a very less chance of overfitting (Cho et al., 2014).

The achieve the goal of sequential feature modelling for movement recog-

nition, the GRU network takes the feature matrix X = [x1, x2, ...., xn] generated

by CNN model as input, where feature matrix xi represents the current ac-

tivity state. On the other hand, xn represent to the state of an activity which

is used to provide input to the initial cell of GRU network at a particular time

instance ti of the current time module ∆T. The GRU cell uses two gates (Reset

gate, Update gate) to decide the flow of the data for final output generation.

A reset gate rt is responsible to decide the sensitivity of the information.

rt = σ(Wrxn + Urht−1 + br) (5.1)

σ(x) =
1

1 + e−x
(5.2)
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where Wr and Ur are trainable weights of the GRU network. An alternate

cell state ct is generated by combining rt ◦ ht−1 with the current input state

value xt. The symbol ◦ represents elementwise multiplication.

ct = tanh(Wxt + (U(rt ◦ ht−1) + b) (5.3)

tanh =
ex − e−x

ex + e−x
(5.4)

If the value of rt gate is close to 0, most of the previous cell state ht−1 is

forgotten by the alternative cell state ct. After forgetting the value of alter-

nate state ct, update gate ut determines the formation of an actual state ht by

combining the state of alternative cell ct with the previous cell state ht−1.

ut = σ(Wuxt + Uuht−1 + bu) (5.5)

ht = ut ◦ ht−1 + (1 − ut) ◦ ct (5.6)

The final state ht is transformed with a fully-connected layer. The dimen-

sion of the hidden layer matches with the number of classes of the physical

movements. To generate final output (Ot), Softmax function is used.

Ot = so f tmax(Woht) (5.7)

where Wo represents the weights of the final full-connected layer. The

cross-entropy error calculation function is adapted to measure the loss be-

tween calculated result Ot and actual result Pt for time ∆T as follows.

L < Ot, Pt >= −
m

∑
i=1

Ot log(Pt) (5.8)

After calculating the error loss, an optimizer named ADAM stochastic

optimizer is utilized to optimize the weights of the hidden nodes by deter-

mining the learning rate during the process of backpropagation (Kingma and
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Ba, 2014). BackPropagation Through Time algorithm (BPTT) (Werbos, 1990)

is used to update the weights of the network by adjusting the learning rate.

5.3.3 Cloud Analytics:- Data Management, Archive

The Edge layer analyzes sensor data to determine the type of motor move-

ment. Due to the limited storage space, edge nodes are not competent enough

to store all the performed and recognized events for long-term. The cloud

layer provides a suitable platform to store all the recognized results gener-

ated by the edge nodes to be used for further medical analysis and diagnosis.

It incorporates two components: 1) Data Storage and 2) Data Retrieval. The

cloud layer stores the overall information about the individual under obser-

vation including medical history e.g., age, past illnesses, prescribed medi-

cations etc. The sensor data and the calculated movement scores are sent

to cloud database by utilizing either Message Queue Telemetry Transport

(MQTT) or Hyper Text Transfer Protocol (HTTP). Based on the request made

by the doctor or caretaker, the cloud stage retrieves the patient information

related to the requested time module and transmits it for further examina-

tion.

Data Management

The primary goal of data management layer is to store and managed all the

recognized results in a common format that can be further utilized to pro-

vide health precautions. The detailed procedure of information storage on

the cloud is mentioned in Algorithm 1 which is further diagrammatically ex-

plained in Fig. ??.

Definition 3: (Regular Motor Movements (RMM)) Considering an activ-

ity A performed at a particular time instance ti, then Regular Motor Move-

ments (RMM) are defined as a value calculated by the edge node for activity

A at time ti is represented as: (ti, A).
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FIGURE 5.4: The process of Cloud-layer based Information
Storage.

1. Definition 3 gives an immediate result related to each physical move-

ment performed by the individual.

2. Similarly, different standard motor movements are associated with a

particular time module.

Algorithm 1: Cloud-layer based Information Storage

Input: Time Window (TW) ∆Ti based Data Sample

Step 1: For (t1 → ∆T [Time Window]).

Step 2: Determine the type of movement performed by the patient in a

specific Time instance (tn).

Step 3: If (Motor Movement = Network_class(i))

Step 4: Information Storage:

Step 4.1: Generate checkpoint to save recognized results at a time window

δt.

Step 4.2: Release cloud space by deleting previous logs

Step 4.3: Result storage in private cloud by following sliding window ap-

proach

Step 5: Exit
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Data Archive

The process of retrieving a specific requested time module-based patterns

from the cloud is known as information mining. It becomes necessary to

extract information in a sequential time format for effective health analy-

sis. Time series based data abstraction technique is performed by Tempo-

ral Mining to formulate Temporal Activity Logs (TAL). The transient time

definition-based mining process is absolutely dependent on temporal min-

ing technique (Sacchi et al., 2007).

Temporal Activity Logs (TAL): TALs formulation becomes imperative to

analyze the day-to-day physical performance of the patient in real-time. In

a requested time module (∆T) for data abstraction, TALs represents the sub-

portion of recognized movement results which are considered for the assess-

ment of the patient. In simple words, the temporal activity log comprises of

activities which are further considered by doctors or caretakers for medical

supervision. The process of TAL formation is represented in Fig.??.

Definition 4 (Temporal Activity Logs Granule (TALG)): Given TALG

function, the Temporal Activity Logs Granule (TALG) is a subset of recog-

nized movement results from an activity space A in a requested time win-

dow ∆T. TAGL is represented in the form of a tuple as follows: [< Ts ><

TAGL >< ∆T >< mn−1 >,< mn >,< mn+1> < Te >]

In addition, the measurement of the time window (∆T) can be changed

relying on the application domain. Mathematically, Temporal Activity Logs

(TAL) are represented as TAL {(m1, m2, ......, mn) ∆T ⊂ Activity Space}. The

process of result storage in private cloud database is demonstrated in Fig. ??.
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FIGURE 5.5: Temporal Mining based Temporal Activity Log
(TAL) formulation.

5.3.4 Real-time Physical Inactivity-based Suggestion Gener-

ation: Primary Healthcare

In smart healthcare, real-time notifications have a crucial role for medical

representatives and caretakers to notify about the present status of the pa-

tient. Any interruption in the generation of notification may cause seri-

ous consequence for patients. Compared to cloud-assisted frameworks, the

edge-assisted framework has limited media and communication channels to

generate notifications. The main advantage of Edge-based notifications sys-

tem is, it acts independently over the local network or other mobile services

like GSM to generate and deliver notifications. It enhances the reliability of

the framework for smart healthcare domain. In addition, data processing at

the network edge can also limit the traffic among remote servers and cloud

which helps to reduce the delay factor in decision making and latency in

notification delivery. The proposed mechanism of suggestion-based notifi-

cation generation follows two phases:
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1. In the initial phase of the notification generation, multi-scale Convo-

GRU Model-based physical inactivity calculation.

2. In the second phase, suggestion-based notification generation along

with the logs deliverance.

The proposed two-stage mechanism of auto-suggestion generation em-

powers specialists to analyze data from a more extensive point of view. In

addition, the transmission of activity logs in real-time also enhances the effi-

cacy of decision making. The proposed method of suggestion generation is

referenced in Algorithm 2.

Algorithm 2: Edge Analytics based suggestion generation with Temporal

Activity Log (TAL) deliverance

Input: Current Time Window (TW) ∆T based Activity Sample.

Step 1: Extract Temporal Activity Log (TAL) related to the requested time

module ∆T.

Step 2: Do;

Step 2.1: TAL storage in local memory of the edge node

Step 3: Calculate aggregated value of the performed activity related to the

current stored TAL.

Step 4: If (Aggregated_Activity_Score ≤ Threshold)

Step 5: Do;

Step 5.1: Edge node generates the suggestion based notification to the pa-

tient, caretaker and relative doctor in real-time.

Step 5.2: Transfer Temporal Activity Log (TAL) based on the requested time

instance ∆Tn to a respective medical representative.

Step 6: Loop Step 1 after each distinct time interval.

Step 7: Exit

In algorithm 2, the framework continuously analyze the the scale of phys-

ical inactivity for random time module. A suitable estimation of threshold

has been determined by the well-being expert to investigate the required
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scale of physical activeness of the patient. The edge-based computational

devices also stored the calculated value of physical inactiveness for further

transmission.

5.4 System evaluation and performance analysis

iFogSim (Gupta et al., 2017) simulator is utilized for simulating the proposed

environment to evaluate the feasibility of Edge-based movement prediction

solution. For experiments, 3D data is captured by installing wearable sen-

sors on the subject’s left ankle, chest, and right wrist. Total 10 activities such

as standing, sitting, walking, lying, waist bends forward, climbing, knees

movement, front arms elevation, jogging, jumping, cycling, and running are

considered for monitoring purpose. The activities are performed in and out

of the lab environment. The captured dataset is tested on different window

sizes to analyze every possible physical situation. The recognition perfor-

mance of the proposed framework is also validated on MHEALTH Dataset

(Banos et al., 2014; Banos et al., 2015) to justify the capability of movement

recognition. IoT-based application development platform named Ubidots

(Karumbaya and Satheesh, 2015) is utilized to generate and transmit notifi-

cations to doctors and caretakers at the edge layer. The labelled dataset re-

lated to each raw acceleration signal is recorded on the 50Hz sampling rate.

Several experimental scenarios are performed to determine computational

and movement recognition performance of the framework as follows:

1. Quality-of-Services based quantification

2. Movement prediction performance analysis

3. Movement recognition performance validation on publicly available

dataset
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5.4.1 Quality-of-Services quantification

The performance of the proposed framework is justified in term of energy

usage, network delay, and network bandwidth cost. Furthermore, the per-

formance of the proposed framework is validated by comparing with the

Cloud-based solutions. For general applicability, the distribution of services

in term of Edge-Cloud integration has also been exhibited under an alternate

number of sensors.

• Determination of interoperability

• Overall QoS quantification

Interoperability determination

It became imperative to determine the distribution of the service among

Edge and Cloud to achieve Edge-Cloud based interoperability in the health-

care domain. The incorporation of Edge-Cloud in service-based load distri-

bution has been discussed in this sub-section.

Number of sensors-based resource distribution: Fig. ?? shows the ser-

vice distribution based on the number of sensors in Edge-Cloud assisted data

processing environment. By analyzing the plots of Fig. ??, it can be observed

that the edge-based computational resources can handle sufficient number

of sensors associated with the application. By expanding the number of sen-

sors, the services in Edge additionally increases. By achieving the consid-

erable number of services with explicit rate of CPU usage of edge servers,

the applications are required to send to Cloud for further administration.

Therefore, we can observed that Edge-based services become steady while

the number of services on cloud start to increase.

Overall QoS quantification

To evaluate the resource-based overall QoS, we have concentrated on the

resource utilization rate of the proposed framework in the edge-based data
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FIGURE 5.6: Integration of Edge-Cloud varying number of sen-
sors.

processing environment. We evaluate the degree of resource optimization as

follows:

Delay rate analysis: Plots in Fig. ??(a) represents that sharing the same

communication link by multiple healthcare applications in remote Cloud-

based solution creates network congestion, higher data round-trip time, and

reduces the bandwidth segment. Thus, an average rate of delay in the net-

work perceived by the applications turns out to be high in the cloud. On the

other hand, the average rate of delay for information accessibility is low in

Edge-based solutions. The primary reason for less amount of delay in edge-

based solutions is the existence of various correspondence communication

links between the source and computational data processing servers. In this

manner, edge computing-based solutions help to maintain the flow of the

data diminish the rate of network delay.

Rate of energy consumption: In Cloud-based solutions, a solitary Vir-

tual Machine (VM) is responsible to execute an application. However, in
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Edge-based solutions, various Micro Computation Instances (MCIs) collab-

oratively execute an application. An MCI is a lightweight data processing

component compared to VM and consumed less amount of energy for ap-

plication execution compared to the cloud. Therefore, Fig. ??(b) represents

that the rate of energy consumption of MCIs while executing a number of

applications is not more than VMs.

Instance cost analysis: Fig. ??(c) represents the difference in between the

cost of instance processing on edge layer and cloud layer. The plots repre-

sents that the cost of instance processing in Edge-based solutions are very

less as compared to Cloud-based solutions. Resource provisioning is also

possible in Edge-based solutions by paying according to the context of the

module. In Edge-based solutions, the instances of the application are pro-

cessed by MCIs. On the other hand, in Cloud-based solutions, VMs are pre-

defined to process either a complete application or a single instance of an

application and required to pay whole for services.

Bandwidth utilization: By analyzing the plots of Fig. ??(d), it can be ob-

served that the edge technologies contribute to save the network bandwidth

consumption by bringing the local services close to the customer and helps

to build a sustainable IoT-based healthcare infrastructure.

5.4.2 Movement prediction performance analysis

The performance of the proposed movement prediction methodology is val-

idated as follows:

• The best hyperparameters for the system performance,

• Overall efficiency of motor movement recognition,

• Overall system throughput time on the network edge,

• Decision-making efficiency based on temporal granule formulation with

deliverance to end user.
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FIGURE 5.7: Overall QoS quantification; (a) Delay rate analysis,
(b) Rate of energy consumption, (c) Instance cost analysis, (d)

Bandwidth utilization.

Hyperparameter selection of Multi-stage Convo-GRU model

In this phase, we have incorporated a Greedy Tuning approach to train the

hyperparameters of the proposed approach for selecting the most suitable

configuration for movement recognition. The efficiency of the feature extrac-

tion is calculated by adjusting convolution layers, filter size, pooling size,

the number of feature maps. The best hyperparameters of the CNN model

is selected by adjusting 4 layers with the incorporation of the learning rate,

max-pooling, and padding to convolve the data to extract features. Total 250

epochs with 0.001 learning rate are set to train the system by following the

early stopping criterion after 150 epochs to halt the process of training after

analyzing the low error rate. The model with the low error rate is saved dur-

ing the validation for the testing phase.

Number of layers: The best-selected hyperparameters for the proposed
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deep learning model are described in Fig. ??. A considerable steady incre-

ment in the performance of the CNN with layer 1, layer 2 and layer 3 has

been observed during the validation stage of the system. The increment in

the accuracy of validation data is much smaller in layer 3 and layer 4. Fur-

thermore, we observed that after adding layer 4, the model starts to decrease

its performance compared to layer 3. So, we selected three layer CNN archi-

tecture for feature extraction.

Number of feature maps and size: For the configuration of layer 1, layer

2, and layer 3, the feature maps (F) are set to 90, 110, 130, and 150 and achieve

the accuracy of 83.88%, 88.97%, 90.67%, and 90.44% respectively as shown in

Fig ??(b). After analyzing the graph ??(b), it can be concluded that the ac-

curacy of the model does not increase after applying 130 feature maps. Fur-

thermore, the calculated results should be generally consistent for each input

data by adding each layer. After finalizing the number of layers with feature

maps, we determined the system performance by changing the size of the

feature maps. Fig. ??(c) shows the performance of the model by testing on

1× 5 to 1× 10. As we can see, filter size from 1× 8 to 1× 10 provide the best

recognition accuracy on the test dataset.

Size of pooling layers: Fig. ??(d) demonstrates the impact of pooling

size on CNN model. Dissimilar to the filter size, pooling size does not affect

the performance of the CNN model. Over the multiple runs, pooling size of

1 × 3 is selected as sufficient to perform pooling operation.

Finalized hyperparameters: After finalizing the size of pooling layer, the

present best hyperparameters for CNN model is as follows: Layers = 3, Fea-

ture maps = 130, Filter size = 9, and Pooling size = 3, and the model produce

the accuracy of 90.68% on the test set. By adding 2 fully-connected layers of

1024-nodes with the selected CNN model improves the accuracy on the test

dataset by 1.03%.

Number of GRU units: After the completion of CNN training process,
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the fully connected layers are replaced with a proposed network of GRU

units for dynamic feature modelling. Moreover, Fig. ??(e) represents the

overall accuracy of movement recognition by varying number of GRU units

within the GRU cell. We observe that the GRU model with N = 64 number

of units in the GRU cell improves the movement recognition performance of

the system.

Number of units in hidden-layer: After finalizing most suitable hyper-

parameters of the proposed methodology, we evaluated the influence of the

last fully connected layer on the movement recognition performance. To get

the best recognition precision, an alternate number of nodes are selected and

the recognition performance is represented in Fig. ??. By adding 700 nodes

in hidden-layer, the efficiency of the 91.51% has been achieved for the F-

measure measurement, which is considerably better as compared to existing

state-of-the-art techniques. Using 2000 hidden nodes the accuracy reaches

up to 91.81%. The outcomes demonstrate that the recognition performance

may be additionally improved by increasing the hidden nodes. The system

has been trained for 150 epochs. As we got the best motor movement recog-

nition rate between 115 to 148 epochs, we conclude that it is optimal to stop

the model training process at 150 epochs.

The explanation behind getting comparative precision for the selected

size of kernels is directly proportional to the type of the dataset. The number

of test samples contained various type of exercises. As we know, the scale of

movements is dynamic and also varies with person. Therefore, the selection

of a particular size of a time window became imperative to aggregate the

type of movement with data segment. It can also be observed that the preci-

sion based on the size of kernels are also varied with activity. By considering

the prespective of resource utilization with maximum accuracy, the tuning of

the size of kernal is possible. Moreover, the quantization strategy has been

applied to migrate the proposed multi-scale Convo-GRU model to IoT-based

edge servers (Lai, Suda, and Chandra, 2018). Through these conducted ex-

periments, the CPU/GPU-based data processing load, execution time limits
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FIGURE 5.8: Deep Convo-GRU-based best hyperparameter se-
lection: (a) number of CNN layer, (b) number of filter map in
convolution layer, (c) size of filter maps, (d) size of pooling

layer, and (e) number of GRU units.

has been recorded. These calculated results validate the principles of optimal

load distribution.

Overall accuracy of motor movement recognition

The performance of the proposed model is validated by comparing it with

other state-of-the-art machine learning and deep learning models, such as
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FIGURE 5.9: Multi-scale Convo-GRU model performance with
different numbers of hidden nodes.

EMSA, HMM and DBN. The recognition of each classifier is assessed by

calculating Precision (exactness), Recall (review or completeness), and F-

measure. Following equations are used to calculate the efficiency of each

class.

Precision =
True Positive (TP)

True Positive (TP) + False Positive (FP)
(5.9)

Recall =
True Positive (TP)

True Positive (TP) + False Negative (FN)
(5.10)

The average combination of both recall and precision can be estimated by

utilizing F-measure parameter.

F − measure =
2 ∗ (Precision ∗ Recall)

Precision + Recall
× 100% (5.11)

Table ??, ??, ?? and Plots in Fig. ?? illustrate the average performance of

state-of-the-art classifiers and proposed recognition model across 10 activi-

ties. Based on the calculated outcomes, it can be concluded that the proposed

movement recognition solution has performed better over other state-of-the-

art solutions. The proposed deep learning approach is able to accomplish

better precision by numerating to nearly 94.24% compared to EMSA with
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87.18%, HMM with 81.07%, and DBN with 83.56%. In the case of recall, the

proposed model has also acquired 89.58% which is comparatively better to

EMSA with the accuracy of 82.52%, HMM with 76.28%, and 78.48% for DBN

model. At last, the value of F-measure (91.85%) is also achieved by the pro-

posed model is better comparing to EMSA, HMM and DBN. Subsequently,

we can conclude that the proposed deep learning approach is highly efficient

to recognize dynamic motor movements.

TABLE 5.3: Precision classification scores for each activity.

Activities EMSA (%) HMM (%) DBN (%) Proposed (%)

Sitting and relaxing 92.24 88.34 89.62 99.92
Standing still 75.25 68.24 70.02 88.24
Walking 75.72 71.23 73.58 85.26
Lying down 94.5 85.49 87.23 98.74
Waist bends forward 87.12 83.65 80.24 87.42
Knees Movement 95.23 87.21 89.62 96.84
Frontal arms elevation 94.02 87.82 91.12 98.82
Jogging 88.42 80.12 84.28 88.57
Cycling 88.62 83.24 88.23 98.26
Running 80.02 75.92 77.24 100
MEAN 87.18 81.07 83.56 94.24

The confusion matrix (Table ??) of the proposed method described the

overall accuracy of the system in motor movement recognition for the test

data. It can be observed that one of the significant misclassifications is con-

cerned with ’jogging’ and ’running’. This misclassification can be easily ex-

plained by the fact that the feet of the individual is moving in a pattern sim-

ilar to running while jogging. However, these misclassifications are not so

critical. In future, we intend to improve the proposed movement recognition

model for eliminating such misclassifications.

System throughput time on edge node

We have summarized a complete classification throughput of the proposed

technique in Table ??. When the recognition time of the proposed model is
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TABLE 5.4: Recall classification scores for each activity.

Activities EMSA (%) HMM (%) DBN (%) Proposed (%)

Sitting and relaxing 90.27 83.24 82.36 92.23
Standing still 70.42 62.36 65.24 86.54
Walking 73.74 68.24 71.24 83.88
Lying down 90.25 81.24 83.25 93.54
Waist bends forward 87.12 80.45 78.26 85.24
Knees Movement 87.25 81.68 84.57 92.38
Frontal arms elevation 83.54 78.46 81.06 95.67
Jogging 82.36 77.85 82.51 82.57
Cycling 83.72 80.23 84.02 92.65
Running 74.52 70.69 75.67 89.52
MEAN 82.52 76.28 78.48 89.58

TABLE 5.5: F-measure classification scores for each activity.

Activities EMSA (%) HMM (%) DBN (%) Proposed (%)

Sitting and relaxing 93.52 81.24 82.42 96.49
Standing still 65.87 60.28 64.72 83.54
Walking 61.02 66.58 68.29 85.26
Lying down 92.57 85.94 83.78 98.70
Waist bends forward 88.62 88.71 84.26 89.28
Knees Movement 92.54 79.25 88.29 96.56
Frontal arms elevation 98.24 85.58 87.85 98.72
Jogging 86.78 88.84 85.28 88.41
Cycling 87.52 78.24 84.36 90.65
Running 80.25 68.26 78.26 87.54
MEAN 84.75 78.52 80.94 91.85

TABLE 5.6: Processing time (in seconds) per inference.

Methods Feature Extraction + Classification Total (seconds)

EMSA 8.104 + 0.148 8.252
HMM 11.057 + 0.084 11.141
DBN 9.027 + 0.045 9.072

Proposed System 4.06 + 0.10 4.16
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FIGURE 5.10: Best model selection based on the performance
measurements.

compared with other state-of-the-art, the proposed strategy is faster around

6.981 seconds. The main reason for the large gap in recognition time is, the

comparative techniques need to pre-process every activity sample by apply-

ing feature extraction operation before movement recognition.

Evaluation of temporal granule formulation with end-to-end decision-making

efficiency

Multi-scale Convo-GRU method is proposed to recognize and classify the

motor signals into different classes, which are further transferred to the cloud

database for long-term storage. Temporal mining technique is used to re-

trieve the activity records from the private cloud storage to formulate time

specific activity logs. These logs are further transferred to doctors and care-

takers for diagnosis and analysis. Temporal granule efficiency depends on

the time taken by the proposed model to formulate Temporal Activity Log

(TAL) and the deliverance of TALs to respective end user by performing in-

formation abstraction operation on the cloud database. Fig. ?? described the
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FIGURE 5.11: Temporal efficiency of the system temporal ac-
tivity log formulation based decision making.

time taken by the proposed system for information abstraction is 22.8 sec-

onds, which is profoundly adequate, particularly when a substantial num-

ber of records are included. The proposed framework took 33.7 seconds as

the overall running time of TAL formation and deliverance which is highly

acceptable

5.4.3 Movement recognition performance validation on pub-

licly available dataset

MHEALTH Dataset includes fundamental signs and recordings of body move-

ment. Total 12 type of physical activities have been captured from 10 Indi-

viduals with the assorted physical profile. The type of activities is listed in

table ??. The individual was focused on data collection and activity predic-

tion in the data.

Table ?? presents the average activity recognition results of each individ-

ual. The proposed multi-scale Convo-GRU model achieved 98.16% mean
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FIGURE 5.12: Comparative analysis of four different ap-
proaches on MHEALTH dataset.

prediction rate, which is adequately satisfactory.

The performance of the proposed methodology is validated on MHEALTH

dataset and compared with the previously considered machine learning and

deep learning approaches. The superiority of deep learning approaches over

state-of-the-art machine learning approaches can be analyzed in Fig. ??.

In machine learning approaches, the experimental outcomes generated by

EMSA is comparatively higher by achieving the 89.38% rate of precision as

compared to HMM with the mean precision rate of 82.79%. On the other

hand, in deep learning-based approaches, experiments showed better per-

formance of DBN as compared to machine learning approaches by achiev-

ing 92.56% mean prediction performance. However, the recognition perfor-

mance of DBN is still lower as compared to the proposed Multi-stage Convo-

GRU-based movement recognition approach. Therefore, we can conclude

that the capability of sequential motor movement recognition is highly satis-

factory.
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5.5 Conclusion

In the presented study, we have proposed edge analytics assisted deep learn-

ing based motor movement recognition framework to analyze the scale of

physical inactivity of the patient under medical supervision. The purpose

of using edge processing is to enhance the recognition efficiency with min-

imal delay for real-time decision making. The proposed deep learning ap-

proach not only exploits the time-series-based local dependency from 1D

signals but also provide stability to the system for detecting temporal dy-

namics from unbalanced data in the real-world scenario. The CNN helps to

extract features from captured activity signals without performing any nor-

malization. The temporal dependencies are further captured from the ex-

tracted features by utilizing the sequential data learning principles of GRU

methodology. The last fully connected layer also help to increase the gen-

eralization of the system with accurate activity classification. Temporal ac-

tivity logs are formulated and delivered to medical specialists for improv-

ing the basic decision-making capability related to the physical performance

of the individual. The network load efficiency for efficient network utiliza-

tion is also maintained by utilizing a data abstraction technique. The above-

calculated outcomes validate the efficiency of the motor movements recog-

nition with timely deliverance of records on demand. In this manner, we can

conclude that the proposed system is highly suitable for providing an effec-

tive healthcare-based monitoring environment for patients in every category.
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TABLE 5.7: Confusion matrix based accuracy measurement.
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TABLE 5.8: List of activities of MHEALTH dataset

Sr.no Physical activity Activity ID
1. Standing still I1

2. Sitting and relaxing I2

3. Lying down I3

4. Walking I4

5. Climbing stairs I5

6. Waist bends forward I6

7. Frontal elevation of arms I7

8. Knees bending I8

9. Cycling I9

10. Jogging I10

11. Running I11

12. Jump front and back I12

TABLE 5.9: Individual-based mean accuracy of activity recog-
nition

Individual Activity prediction accuracy (%)

Mean accuracy

I1 98.47
I2 97.71
I3 98.78
I4 98.29
I5 98.09
I6 98.19
I7 98.59
I8 97.19
I9 97.89
I10 98.19

Mean prediction 98.16
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Chapter 6

Conclusion and Future Work

6.1 Thesis Summary

This thesis explored the utilization of innovative technologies, such as Com-

puter Vision, Edge Analytics and Deep Learning in different application ar-

eas of the healthcare domain. The advanced principles of computer vision

technology enabled with deep learning were shown to be useful for charac-

terizing regular and irregular behavior of an individual based on the require-

ment of the application. The sensors provide quantitative information about

the individual in a continuous manner. By utilizing a well-organized envi-

ronment, indications based on physical and psychological behavior were il-

lustrated and evaluated. This dissertation proposed four application-oriented

real-time monitoring solutions to achieve an intelligent assistive environ-

ment for smart healthcare domain. However, human-computer interaction

based novel strategies are proposed, they can be modified for different do-

mains as well.

Findings:

• In chapter 2, we presented a novel computer vision-assisted activity

monitoring framework to analyze the physical activities of an autis-

tic child for irregular behavior prediction. The primary motive behind

this study is to improve the safety measures for the child in an indoor

environment by generating time-sensitive alerts for caretakers and doc-

tors. In this study, a deep 3D CNN and LSTM based activity prediction
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methodology are proposed to recognize physical irregularities. The 3D

CNN model extracts the spatiotemporal features from the video tem-

plates for stance prediction with the subject position. The LSTM model

calculates the temporal relationship in the feature maps to analyze the

scale of irregularity. Moreover, in order to deal with such irregularities,

a time-sensitive alert-based decision process is proposed in the present

work to generate early warnings to the doctor and caretaker. The pro-

ficiency of the system is increased by storing the performed activity

scores in the local database of the system which can be further utilized

to provide medicinal or therapeutic assistance.

• By extending the complexity of the previous proposed study, in chap-

ter 3, a novel computer vision assisted deep learning based posture

monitoring system is presented. The monitoring framework is respon-

sible to predict physical abnormalities of an individual to analyze the

scale of Generalized Anxiety Disorder (GAD). We used deep learning-

assisted 3D Convolutional Neural Network (CNN) technology for spa-

tiotemporal feature extraction and Gated Recurrent Unit (GRU) model

to exploit the extracted temporal dynamics for adversity scale determi-

nation. To validate the prediction performance of the proposed system,

extensive experiments are conducted on three challenging datasets, NTU

RGB+D, UTD-MHAD and HMDB51. The proposed methodology achieved

comparable performance by obtaining the mean accuracy of 91.88%,

94.28%, and 70.33%, respectively. Furthermore, the average predic-

tion time taken by the proposed methodology is approximately 1.13

seconds which demonstrates the real-time monitoring efficiency of the

system.

• To extend the utility of the above-presented studies and to increase

the applicability of the proposed studies in the smart healthcare do-

main, an edge analytic-assisted monitoring framework is discussed in

chapter 4. The proposed monitoring solution is applicable to predict
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health afflictions from physical activities of an individual in their am-

bient environment in real-time. Several advanced services and tech-

niques such as cloud storage service, data mining technique, and real-

time alert-based services are utilized in the proposed framework to ful-

fil the requirements of healthcare solutions. Performed activity based

records are maintained by transmitting the predicted activity results

on cloud and are stored using the sliding window approach which can

be further utilized to analyze the physical condition of an individual

for long-term medication. The proposed edge-based alert generation

mechanism takes less time for decision making to enhance the personal

and medical satisfaction. Experimental outcomes justify the superior-

ity of the proposed framework over the conventional methodologies

with higher prediction accuracy and less latency rate in alert-based de-

cision making.

• The above-presented studies are completely dependent on visual sen-

sors which have several limitations such as, region coverage constraint,

privacy constraint, and many others. To overcome the above-mentioned

constraints, we presented a wearable sensors based activity monitoring

framework in chapter 5. The main objective of the proposed study is

to calculate the scale of the physical inactivity of the patient to make

real-time health suggestions. Graphical Processing Unit (GPU) enabled

edge nodes are utilized for efficient data processing. An application

scenario is proposed to validate the ideology of the proposed system in

the healthcare environment. The performance is compared with both

machine learning and deep learning-based approaches to justify the

proposed system. iFogSim simulator is utilized to simulate the pro-

posed scenario and the performance is validated based on the com-

putation of movement recognition efficiency, network bandwidth effi-

ciency, interoperability, Edge-based data processing reliability and alert

generation-based patient security.
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6.2 Future direction

Due to ever-increasing attention in the advancement of healthcare domain,

several health monitoring applications and products are available in the mar-

ket for users. By considering the sensitive nature of healthcare, the future

direction of the research is divided into two domains:

• Combined approach for different data modalities: The future direc-

tions of this research can be based on the utilization of computer vision

and wearable sensor-based data modalities in a single framework to

monitor the physical as well as psychological well being of individuals

more effectively.

• Security, privacy and reliability-oriented research dimensions: Pa-

tient privacy is also of extreme importance due to the involvement of

computer vision based techniques. By considering the continuous ad-

vancement in smart healthcare-based monitoring solutions, there is a

strong need to be focused on the development of reliable and secure

architectures to handle the most sensitive information of the patient.

In the smart healthcare system, it is important to maintain the trade-off in

data transmission, data processing and an acceptable value for the response

time. The future research of the research proposed in this dissertation should

be in that direction.
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