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ABSTRACT 

 

In today's progressive scientific world, researchers increasingly go for workflow 

applications to automate their work. Workflow applications include a sequence of 

tasks that enables the analysis of data in a well-structured and distributed manner. 

These tasks are interdependent thus leading to a huge amount of data exchange 

between preceding and succeeding tasks during workflow execution. Many scientific 

research areas such as biological engineering, ocean sciences, earthquake science, and 

many other promising areas include processing of workflow applications having 

Terabytes or Petabytes of data. Processing and analyzing such data involves more 

complex computational Resources.  

If we talk about cloud virtual systems, it has made scheduling fast yet it needs an 

efficient allocation of tasks to resources. Scheduling is a process that manages the 

execution of tasks on different resources which is stored virtually in a distributed 

manner. Task scheduling in a multiprocessor environment is an essential and 

computationally complex problem. A multiprocessor scheduling application can be 

modelled as a Directed Acyclic Graph (DAG) having an objective to find a schedule 

to map the tasks onto processors so that the completion time of this application can be 

minimized. The problems considered in this research are based on the scheduling of 

tasks in such a manner so that makespan, cost as well as response time can be 

minimized. Over the last few years, cloud computing has become very popular as its 

potentials significant cost reductions. It has taken a long stride towards success in 

providing maximum throughput as well as high qualitative services to its consumers. 

It is one of the latest and recently challenged areas in the modern era which provides 

easy access to information technology-based resources to varied customers, in the 

form of infrastructure, software, and platform level as per the end-users specific 

requirements. In a cloud environment, users need not buy the infrastructure for 
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various computing services but can access computers in any part of the world. Apart 

from this, a scheduling mechanism plays a crucial role in assigning the tasks to 

optimal resources to achieve the final goal of significantly reducing both the 

makespan and execution cost. 

It is possible to impose two types of algorithms in a cloud environment which are 

Heuristic and Meta-Heuristic. HEFT which comes under the category of heuristic 

algorithms is applicable for the ranking of tasks. For optimal solutions in cloud 

systems then meta-heuristics algorithms like GA-PSO, hybrid optimization algorithms 

are more useful. To address the issue of better scheduling, this research provides a 

framework for scheduling and optimization of cloud systems in a cloud environment. 

This framework is using a better approach for scheduling a workflow in a cloud 

system. It works as elaborated below: 

First, take input workflow tasks and rank the tasks based on parameters like 

makespan, cost, and deadline constraints. During the second stage, apply scheduling 

algorithm on ranked tasks and then schedule the tasks to cloud resources. The 

performance of the algorithm is analyzed by comparing it with other existing research 

work in literature. 

The complete framework of the proposed study has been divided into two phases. 

Phase 1 is about ranking the input workflow tasks using the proposed method named 

as distributed-HEFT ranking method and phase 2 is about optimizing the scheduling 

of these ranked tasks on cloud resources and improving in performance parameters 

makespan, cost, energy consumption, and response time by using proposed 

optimization approach named TBW (Tabu Bayesian Whale) optimization technique. 

Simulation results depict the effectiveness of the proposed correlation-based 

Distributed-HEFT ranking method. It provides adequate results compared to other 

methods like HEFT and Fuzzy HEFT methods. In this research, our goal is to improve 

the utilization of cloud resources as well as enhancing the performance of the cloud 

system. The experiment results show that the proposed algorithm decreases the total 

execution time, total execution cost in comparison with HEFT, Fuzzy-HEFT, GA, 

PSO, GA-PSO, and Whale optimization. Besides, it improves energy consumption 

and response time. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1. Introduction to Cloud Computing 

Cloud Computing is a kind of technique that is widely preferred in various scientific 

applications of fields such as geography, astronomy, biology, etc. it provides a pool of 

virtualized resources that are readily available and can be configured according to the 

requirements of its users  [1, 45]. Cloud environment provides a computing platform 

as Platform-as-a-Service (PaaS), even network means infrastructure on rent called 

Infrastructure-as-a-Service (IaaS) and apart from this, even an individual can get the 

favor of individual software on rent called SaaS (Software-as-a-Service) [2, 102, 103, 

106]. So, it is highly appreciable to say that a cloud covers the demands of each type 

of consumer means from an individual to a business [7]. It is not wrong to say that a 

cloud is a hub that provides all services from one link over the internet [122]. The best 

about cloud is dynamic services using large scalable and virtualized resources over the 

Internet [17, 58]. It is like a user-friendly store that is available 24*7 for every 

consumer. Yet, the important focus is whether all services are up to mark. Apart from 

this, myriad issues are the challenges that cannot be ignored if one wants to boost up 

the performance of a system [3]. So, analysis based on resources utilization is highly 

demandable. Albeit, several factors after combinations make a system perfect like 
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how much a cloud costs, how much time it is consuming, and what is the response 

time of each task execution. So, if a task is not executed within deadline constraints 

[4], it means the utilization is either improper or cloud is not managed sufficiently. 

[45, 46] 

Cloud computing is one of the latest and recently challenged areas to provide 

inexpensive on-demand services with good quality of control to users through the 

internet. It doesn't matter when and where but it matters that every demand of 

customer must be successful without any kind of delay. It also provides dynamic 

services using large scalable and virtualized resources over the Internet. According to 

NIST i.e. U.S National Institute of Standards and Technology, Cloud Computing is 

described as a model and it enables suitable access to a pool of computing resources 

which may be networks, servers, storage, or applications [43]. It is a combination of a 

technology, platform that provides hosting and storage services via the internet. 

Cloud computing indeed provides live access to all kinds of resources with minimum 

spent i.e. a shared pool of online available resources logically placed into the network, 

storage, etc. categories and these can be accessed as per need from an individual to a 

big organization [3]. Adding further, a cloud is an ocean of services as per the choice 

of users. Agility, flexibility, and most important cost and time are the features of 

cloud systems [44]. Productivity, as well as the performance of a cloud, has become a 

challenge for which better optimization from all angles is mandatory [4, 5, and 183].  

Over the last few years, cloud computing has become very popular as its potentials 

significant cost reductions. In an environment with cloud facilities, users need not to 

buy the infrastructure for their various computing services but can access computers 

in any region of the world. These cloud features support high scalability as well as 

multi-tenancy and also offer enhanced elasticity as compared to the earlier existing 

computing methodologies.  

1.2 Essential Characteristics of Cloud Computing 

Some of the unique characteristics of cloud computing have been illustrated in Figure 

1.1. These characteristics provide quality-based services as described below [125]. 

Broad network access: Cloud computing resources are accessible over the network 

in a heterogeneous environment [25]. 
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Resource pooling: The resources provided by cloud service providers are pooled to 

service more than one customer with the multi-tenant feature of cloud from the same 

physical and virtual resources [5]. The customer does not know the exact location of 

the provided resources.  

Rapid elasticity: Resources are provisioned and released on-demand according to 

consumer's needs. It can be scaled inward and outward proportionate with the demand 

of the consumer.  

Measured service: Resource usage is monitored and measured. 

On-demand self-service: Various cloud users can provision cloud computing 

resources such as network access, storage, and others without requiring human 

interaction. 

 

Figure 1.1: Unique characteristics of cloud computing 

1.3 Types of Cloud Computing 

There are total three types of cloud computing as listed below: 

• Private Clouds 

• Pubic Clouds 

• Hybrid Clouds 

Public Clouds 

It is defined as a cloud system where the cloud environments are distributed among 

multiple tenants. Various examples of public clouds are Google cloud, Microsoft 

Azure, AWS (Amazon Web Services), Alibaba cloud and IBM cloud. 

Private Clouds 
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This type of cloud is dedicated to individual end user. It provides isolated access to its 

users. For example, Attendance system of a company can have its own private cloud. 

Hybrid Cloud 

This type of cloud seems like single IT system created from several environments. It 

can be combination of private and public clouds like: private and public cloud 

combination, two or more public clouds, two or more private clouds. All hybrid 

clouds are also called multi clouds but vice versa are not true. 

1.4 Service Models 

As per the different types of services, the cloud architecture has three types of layers 

as depicted in figure 1.2. The name of different layers of the service model is as 

follows:- 

• Software-as-a-Service (SaaS) 

• Platform-as-a-Service (PaaS) 

• Infrastructure-as-a-Service ( IaaS) 

Software-as-a-Service (SaaS) 

SaaS is the top layer of cloud computing. SaaS is provided by Application Service 

Provider (ASP) with various software applications over the Internet. It makes the 

customer overcome the burden and cost of installation of this software and its licensed 

updating.  

Platform-as-a-Service (PaaS) 

The second layer of Cloud computing service model is known as PaaS. It provides a 

computing platform and allows users to develop their applications using the platform 

provided by cloud providers. It provides a setup to implement and test various 

applications of cloud.  

Infrastructure as a Service (IaaS) 
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 It is a layer of sharing various hardware resources for executing services using 

Virtualization technology and its main objective is to provide infrastructure on rent 

such as network, servers and physical data centres [4], CPU cycles, RAM, etc. as a 

service to the users. The users do not need to purchase physical hardware and physical 

data centres. Virtual infrastructure is available to the user and cost is paid as per its 

use. It is selected in the proposed study for the execution of workflow of scientific 

applications such as astronomy, bioinformatics, geophysics, etc. for this purpose; 

various scientific workflows MONTAGE, EPIGENOMICS, INSPIRAL,etc are 

accepted as input workflows [33, 34, 61] All three Services models of cloud are 

shown in figure 1.2. 

 

Figure 1.2: Cloud Service Model 

1.5 Cloud Framework 

Cloud environment is updating day by day to ease the life of their consumers. Yet, 

there are some major issues like total execution time, total execution cost, maximum 

resource utilization, energy consumption, charges as per consumption, recovery of 

lost data, portability of data and tasks, data transfer into virtual setups, ranking of 

tasks, security, reliability, Quality of Services, productivity, real-time monitoring, 
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dependency of cloud consumers on cloud service providers, etcetera. All these issues 

are still challenges for cloud service providers [1, 126]. 

1.5.1 Challenges and Need of running workflow applications in Cloud 

Environment 

Adopting and executing a workflow application in cloud environment is one of the 

major needs of various sectors. If we talk about the challenges faced then Zhao et al. 

(2011) identified few challenges listed below [65]: 

• Large Scale Data Management 

• Multi-Objective Service Composition  

• Computing and Task Mapping Challenges 

Large Scale Data Management 

As workflow applications involve a huge number of tasks and for mapping these tasks 

on cloud resources, huge data transfer and its management is a serious issue in cloud. 

Multi-Objective Service Composition 

Cloud infrastructure is used by their various customers which not only depends on a 

single objective like time or cost or other QoS as a single parameter. So, finding an 

effective multi-objective solution as per customer requirements is a major challenge. 

Computing and Task Mapping Challenges 

No doubt, in cloud system the resources are unlimited which customers can use as per 

need and as per demand. Yet challenges like cloud resources characteristics, its 

requirement, virtualization, and others that need to be focused on during scheduling 

[84].  

1.5.2 Need of Cloud Computing 

Cloud Computing has various approaches which not only support handling a large 

amount of data remotely but also provide its protection as well as recovery if required.  

Scheduling is a process that arranges controls and also optimizes the workloads in a 

production process or manufacturing process. In cloud computing paradigm, the 
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whole infrastructure is a service that is possible to be utilized by its various types of 

consumers. The requirement to use it is World Wide Web (WWW) facility. Cloud 

computing is indeed the next version of grid computing and it targets service-oriented 

facilities rather than application-oriented [101]. 

1.6 Importance of Scheduling in Cloud Computing  

Various kinds of scheduling approaches are adopted by researchers in a cloud 

environment so that system throughput and load balance can be improved. Apart from 

this, it maximizes the utilization of resources, saves energy, reduces costs, and 

minimizes the total processing time [8]. 

Concept of Critical Path 

It provides a graphical representation of any assignment and is a network logic 

diagram. It uses the concept of CPM. Till the end of the assignment, CPM calculates 

the longest path of planned tasks. 

It is one of the list scheduling algorithms. A Critical path-based scheduling algorithm 

for workflow applications in cloud computing targeted the overall reduction in 

workflow cost by meeting deadline constraints [32, 131]. Figure 1.3 provides a 

representation of the critical path that helps in scheduling.  

 

 

Figure 1.3: Representation of critical path 
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1.7 Workflow  

A workflow is a combination of a series of activities that are required to complete a 

task. The tasks always have a dependency between them. A workflow includes a 

sequence of tasks that are joined with some control and data flow and the tasks of a 

workflow execute in some order. The concept of workflow has its uses as a business 

process tool that provides a smooth representation of various tasks of input activity. It 

helps for the automation as well as optimization of the processes of an organization. 

The workflow facilitates the execution of complex scientific applications that involves 

a vast amount of data. It has been expanded with the scientific community where uses 

of scientific workflows are highly appreciable for the support of large-scale and 

complex scientific systems. It takes scientific data in huge amount as input, and then 

manages, analyzes, simulates and optimizes it [79]. 

The main process in cloud computing is to meet large volumes of data and store data 

at a suitable data center during the execution of a workflow. The complexity of 

scientific workflows execution urges scientists to rely on Workflow Management 

Systems (WMS).  The Workflow Management System is shown in figure 1.4.  

The major components of Workflow Management Systems (WMS) are listed below. 

Workflow Design: It includes the input workflow and its tasks. It comes under the 

application layer of the complete WMS. 

Workflow Tasks: It describes data flow and also an underlying process that is part of 

a workflow. 

Workflow Engine: It monitors the execution of Workflow Instances. Also, it 

provides the ability to start, pause and stop the executing workflow instances. It 

executes the jobs as per dependencies defined by the workflow. It manages jobs by 

tracking their status. It comes under the Service layer of the WMS. 

Workflow Scheduling: It works on scheduling and management of data of input 

workflow. It is under the management layer of the WMS. 
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Storage Resources: The cloud environments now actually store the scheduled tasks 

on the cloud storage resources. 

Workflow Client Applications: It is an interface to strengthen the client interface 

connection. 

 

 

Figure 1.4: Workflow Management System 

Administration and Monitoring: It is an interface that provides an observing 

framework and metric capabilities to encourage the administration of application 

situations for composite work processes. 
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Workflow Model: It is represented as Directed Acyclic Graph (DAG model). DAGs 

are commonly used by scientific applications as well as the research community. For 

example, workflow management systems such as Pegasus [33, 34], ASKALON [151], 

and DAGMap [152] support the execution of workflows modelled as DAGs.  

Formally, a DAG representing a workflow application can be represented as W = (T, 

E). 

It is a collection of the following: 

T: A set of tasks represented as: 

T = t1, t2, …..,tn  and  

E: A set of directed edges. 

 Figure 1.5 shows a DAG workflow model.  

 

Figure 1.5 DAG Workflow Model 

If a data dependency between task ti and task tj exists then an edge eij of the form (ti, 

tj) is created. There, ti is said to be the parent task of tj, and tj is said to be the child 

task of ti. Also, a child task cannot run until its entire parent tasks reach their 

completion, and data needed as its input is available in the resource computing it.The 
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dependencies are usually dependent representations of the data that a task output is 

needed as input to another task. The execution of a secondary task cannot begin until 

the completion of the primary task. 

1.8 Workflow Scheduling 

A workflow is the computerization of a business process, in entire or part, and during 

its execution, tasks are passed from one participant to another for its action. The flow 

of the tasks of workflow is always according to some set of rules. Also, Tasks order, 

ranking, synchronization, etc. are important aspects. Scheduling is a method by which 

a task is assigned to an optimal VM to complete the work. Workflow scheduling is an 

order in which tasks should be completed. It is a process of mapping workflow tasks 

to various Virtual Machines (VMs). It means the allocation of tasks to VM is 

scheduling of any scientific workflow [69]. Figure 1.6 shows the concept of 

Workflow Tasks Scheduling to VMs.  

 

Figure 1.6: Concept of Workflow Tasks Scheduling to VMs 

Also manages its execution as well as satisfying all dependencies, constraints, and 

objective functions. The main aim is to complete the workflow within its deadlines. 

No doubt, the energy problem in clouds is still a major concern. During a survey of 

Amazon, it is described that half of the budget goes into energy consumption for 
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cooling of servers and power systems. It is not only the cost that goes for energy but a 

serious issue of global warming [35]. So, high attention to updated research is needed 

for saving energy and making the scheduling eco-friendly. One important category of 

workflow is scientific workflow.  

1.9 Scientific Workflows 

A scientific workflow is used to describe the dependencies between the tasks. It is 

depicted as a directed acyclic graph (DAG). DAG contains nodes and edges. Nodes 

are called tasks and the edges denote the task dependencies.  

 

Figure 1.7: Five Realistic Scientific Workflows [9] 
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Scientific workflows can be simple or complex depending upon the number of tasks. 

Five types of scientific workflows are depicted in figure 1.7.  

Different scientific workflows are used for various purposes as shown in table 1.1.     

Table 1.1: Use of Scientific Workflows 

Figure 

no. 

Scientific 

Workflow Name 

 Application 

1.7 (a) MONTAGE The Montage application created by NASA/IPAC is 

an open-source toolkit. It stitches together multiple 

input images to create custom mosaics of the sky.  It 

is an astronomy-based application. It is used for 

creating custom mosaics of the sky based on a set of 

input images. It helps astronomers for producing a 

composite image of the sky which they are unable to 

produce with the help of their astronomical cameras 

[191]. 

1.7 (b) EPIGENOMICS 

 

USC EPIGENOME centre has created this scientific 

workflow. It is also a scientific data processing 

workflow. Various GENOME operations and their 

tasks are executed with it. 

1.7 (c) SIPHT This scientific workflow Is linked with the projects of 

the f bioinformatics field. It makes bacterial replicons 

search strong in the NCBI database.  

1.7 (d) LIGO 

 

From the data collected during the coalescing of 

compact binary systems, LIGO scientific workflows 

are used for analyzing and generating gravitational 

waveforms. 

1.7 (e) CYBERSHAKE These scientific workflows are for sensing earthquake 

hazards in a region. The Southern Calfornia 

Earthquake Center uses it efficiently for its projects 

[30, 157] 
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1.10 A Stride towards Optimal Solution 

 In a Cloud System, there are myriad factors that are responsible for making a cloud 

system as most satisfactory. For this, task Ranking and task scheduling in an optimal 

way have become a vital need for making a cloud to meet all requirements. 

Ranking in Cloud Environment 

Ranking in cloud is possible in different situations like ranking of cloud service 

providers, ranking of cloud users, assigning rank values to different resources [10, 62, 

108, 140, and 184]. Apart from this, ranking at the input, output as well as at 

intermediate stages is possible.  

Assigning path to tasks based on deadline and budget 

After all tasks are parsed properly, it is efficient to apply a ranking algorithm based on 

initialization [26]. 

1.11 Tasks Scheduling Algorithms in Cloud Computing 

In the fast and demanding era of research, there are plenty of tasks that are running 

concurrently on the cloud and using the resources online. The scheduling of resources 

reduces the computation time and processing time of tasks [31].  

Different types of algorithms and techniques are used for task scheduling in the cloud 

categorized in figure 1.8. 

Task scheduling is an essential and most important part of a cloud computing 

environment. If tasks are scheduled in a good manner then it enhances the utilization 

of resources which automatically minimizes the response time [6, 39]. 

Scheduling targets the planning of various activities. This way, it helps to fulfil the 

user's demands. It maps various tasks to cloud resources for its smooth execution. 

Apart from this, it enforces priorities, gives preference to those which holding key 

resources, maximizes resource utilization, minimizes total execution time as well as 

total execution cost, maximizes throughput, avoids indefinite postponement, be 

predictable, and many more. [22, 86] 
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Figure 1.8 Dependent Task-Scheduling 

1.12 Objectives of Scheduling in Cloud 

The common objectives for workflow scheduling are described below [23]: 

Budget: It is the cost that the consumer pays for taking various needed advantages of 

a cloud system. 

Deadline: It is a significant QoS prerequisite. It means a specific time by which some 

work must be accomplished [39]. 

Reliability: To make a service faithful and trustworthy, reliable execution means 

satisfactory execution of an application. So, backup, dynamic replications can be 

applied in the scheduling [193]. 

Availability: By the correct workflow scheduling, assignments are executed quicker 

and the execution is ended rapidly. This improves the availability of cloud resources. 

Minimize the makespan: It is also known as the total execution time of a system. It is 

the time at which the last work process task completes its execution. 
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Supporting Service Level Agreement: SLA is a record that has the different 

contemplations of the administration customers and suppliers. These incorporate the 

clarifications of QoS conveyance execution guarantees [121]. 

Security: Attackers may abuse some cloud highlights and segments to dispatch cloud 

explicit assaults. A protected scheduler creates a protected booking to moderate the 

impacts of the security assaults [4]. 

Load Balancing: For this situation, a scheduler upgrades the utilization of assets to 

stay away from the overburden of any cloud asset. 

1.13 Problem definition  

The mechanism for scheduling workflows in cloud computing involves coordinating 

task execution by mapping tasks and resources and preserving dependencies between 

tasks. Mapping must be done concerning the various QoS restrictions defined by the 

consumers (e.g. makespan, budget, deadline constraints, and energy consumption). In 

a cloud environment, several steps are used to execute a workflow. At first, the tasks 

are reserved with the available resources based on a minimum deadline. At the second 

level, the grouping of tasks is combined with the proposed scheduling algorithm 

concept to immediately achieve the QoS restrictions, such as makespan, cost, and 

performance gain. 

1.14 Research Issues and Objectives 

Research Issues 

• It is identified that in several existing approaches, input tasks are randomly 

distributed to Virtual machines.  

• In existing approaches, deadline constraint is dependent on workflow 

dependency. 

• Due to random initialization of the optimization process, later the union of all 

tasks becomes time-consuming. 

• During optimization, in many approaches, a single objective is taken into 

consideration, which sometimes conflicts with time and cost.  
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• The present study attempts to provide an optimal solution based on checking 

the status of VM utilization only. 

• In existing approaches, optimization is either working on local VM or global 

data center but not both at the same time.  

Various Objectives of this research are as below 

• To design and develop a Task Ranking Algorithm based on tasks dependency 

and computation time. 

• To propose an optimal scheduling algorithm based on a designed ranking 

algorithm on the scientific workflows with deadline constraints. 

• To evaluate the effectiveness of the proposed technique using parameters 

Makespan, total execution cost, and response time. 

1.15 Research Methodology/Contribution 

In light of prevailing limitations and challenges in scheduling algorithms this research 

work attempts to offer the following contributions: 

First of all, a detailed survey of different scheduling algorithms and their methodology 

adopted by researchers are carried out. Then distributed HEFT-based ranking method 

was designed for better ranking of input workflow tasks before scheduling them. 

During this ranking, heuristics budget, time, and deadline constraints are also 

considered. 

Afterward, to check the performance of the distributed-HEFT ranking method, 

parameters TET (Total Execution Time) and TEC (Total Execution Time) are 

calculated by scheduling tasks [75].  Apart from this, a comparison has been done 

with existing task ranking methods named HEFT [159] and Fuzzy-HEFT [94] ranking 

methods. 

For providing optimal results, an optimization algorithm named TBW (Tabu Bayesian 

Whale) is implemented. It used the optimization concepts of Tabu search [56], 

Bayesian optimization [160], and whale optimization [57, 60] `to make a better 

approach for better results in terms of mapping to cloud resources.  It is implemented 

on various input scientific workflows and its performance is analyzed for improving 

resource utilization by minimizing makespan, cost, and response time. Also, the 
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comparison of TBW has been done with existing optimization algorithms like GA-

PSO, whale optimization, and more. 

Various symbol used in this work are explained in table 1.2. 

Table 1.2: Symbols used in this work 

Abbreviation Definition 

TEC Total Execution Cost 

TET Total Execution Time  

VM Virtual Machines 

RT Response Time 

EC Energy Consumption 

HEFT Heterogeneous Earliest Finish Time 

T Time taken by task in execution 

D Deadline of tasks 

B Budget 

R Rank of tasks 

N Number of VMs 

W Workflow 

X Total time consumed for workflow tasks extractions 

Cp Critical Path 

Taskexit Exit task of workflow 

taskp Parent task 

Tt Time taken by task in execution 

TR Receiving or passing time of task 

TP Processing Time of task 

TW Waiting Time of Task 

MF Movement Factor 

CF Cost Factor 

Tc Tasks combinations 

Th Threshold 

D Distance between each whale 

K Workflow size 



  

 19   

 

1.16 Thesis Organization 

This thesis is organized as shown in Fig.1.9 and is structured as follows: 

Chapter 2 presents various taxonomies related to the ranking of workflow tasks and 

various scientific workflow scheduling methods for minimizing the makespan, cost of 

execution, response time, and energy consumption by considering the deadline 

constraints. 

Chapter 3 details the complete framework which is used to make cloud system better. 

It is all about phase 1 and phase 2 of the proposed framework. 

Chapter 4 is about a proposed ranking method that is implemented to assign a rank to 

input workflow tasks before mapping them to cloud resources. Here, TET and TEC 

parameters are considered for analysis of the distributed-HEFT ranking method. 

Afterward, scheduling is done based on the score value of tasks.  

Chapter 5 details TBW cloud optimization technique which has used tabu, Bayesian 

and whale optimization approaches for making cloud better. Parameters TEC, TET, 

response time, and energy consumption are considered for analysis of TBW 

optimization algorithm. 

Chapter 6 concludes the thesis, summarizes its findings, and provides directions for 

future research. 
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CHAPTER 2 

 

LITERATURE REVIEW 

 

2.1 Introduction 

 

In today's computational world, workflow systems need proper management. Cloud is 

a platform that supports workflows. Still, high performance and maximum utilization 

of resources is a challenge for all cloud systems [77]. From the previous research in 

this field, it is examined that effective scheduling is mandatory in all cloud systems to 

meet deadlines. In this chapter, challenges in scheduling, different algorithms used in 

scheduling, and their positive and negative impacts on services are discussed. 

2.2 A Review of Challenges in Scientific Applications 

Scientific applications play an important role in cloud computing.  As it is a kind of 

sector that is using cloud computing at a fast rate. Still, several challenges are faced 

by researchers while using cloud facilities for various scientific applications. Table 

2.1 lists some important challenges. 
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Table 2.1 Challenges Faced by Scientific Applications in Cloud Computing 

Author’s 

Name  

Year Scientific 

Applications 

Challenges 

Yong Zhao et 

al. [65] 

2011 Amazon Map 

Reduce Workflows 

Workflow scheduling, 

computation, and 

management. 

Christian 

Vecchiola et 

al.  

2009 FMRI Prediction, scheduling, 

Pricing, and Computation 

Time. 

[83] Jens 

Sonke et al. 

2011 Workflow 

represented by DAG 

Scheduling, Computation 

[8]Suraj 

Pandey et al. 

2010 Bio-informatics 

workflow 

Scheduling, Cost of execution 

[10] 

EwaDeelman 

et al. 

2008 Montage 1 Degree Computation Cost,  Execution 

Time 

[190] Scott 

Callaghan et 

al. 

2010 CyberShake 

Overflow 

Scaling up of resources, 

Execution time 

2.3 A Survey on Various Scheduling Criteria  

Based on the literature survey of scientific workflows and their scheduling algorithms 

[36, 72, 79, 92, 95, 154], it is examined that multi-objective-based scheduling is 

highly prominent for managing time and cost parameters at the most. After a detailed 

review of scheduling-based approaches by various researchers [89, 90, 100, 101, 102, 

and 104], we also elaborated our study targeting the scheduling criteria as shown in 

figure 2.1. 

Detailed description of various parameters considered while scheduling is as below: 

Time: Time or makespan is the primary objective of most scheduling techniques from 

the age of grid computing. As far as the cloud computing environment is concerned; 

the execution time plays a significant role since the cloud provider charges its 
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customers based on time. In workflow application, the execution time is considered as 

the time taken to complete all tasks in a workflow. Hence reducing the time for 

executing workflow applications become a crucial factor. 

 

 

  Figure 2.1: Scheduling Criteria 

Cost: Generally, cloud providers charge customers for leasing the infrastructure 

which includes the resource usage cost, transferring cost, cloud storage cost, and 

others. As cost plays a dominant role in scheduling it is necessary to minimize these 

costs for the effective usage of a cloud platform. Thus an efficient scheduling 

algorithm that considers these costs during the resource provisioning is necessary for 

executing the workflow applications in the heterogeneous cloud environment [8, 12]. 

Energy: Due to the rising execution of workflows in various fields, the energy 

consumption of data centers has been gradually increased. Hence, energy conservation 

in cloud data centers has become a matter of concern. High energy consumption 

incurs high operational and maintenance costs.  

If the load at a data center is low then also it becomes a high energy consumption 

center. Also if the resources are over-utilized at the servers then also it comes under 

the category of inefficient energy consumption cloud system. Thus an effective 

scheduling mechanism should be devised to address these issues which help to attain a 

green environment by reducing unnecessary power consumption. 
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Resource utilization: Resource utilization determines the efficient usage of 

resources. Leased Resources should be utilized efficiently to avoid unnecessary 

money expenditure as providers also charge for the unutilized slots. Improving 

resource utilization has considerable benefits for its various users in the form of cost 

and also for its providers in terms of profit and energy consumption. Hence improving 

resource utilization becomes a significant factor in scheduling. The thesis focuses on 

the significant scheduling criteria related to economic factors such as Time & Cost, 

and environmental factors such as consumption of energy and Utilization of the 

resources for computing Workflow applications in a cloud environment. 

Security: Data privacy and security need to be addressed while adopting cloud 

computing as the workflows may contain confidential information which scientists 

may not wish to reveal. It can be further classified as single-level and multi-level. 

Single-level security specifies whether the data set needs security and in multi-level 

security, the security requirement can be specified at more levels. 

2.4 A workflow Scheduling Objectives 

Cloud Computing is a world where internet-based computing exists. So, the various 

kind of services in the form of storage, applications, or servers are provided to its 

user's computers through internet facility only [5]. For the success of the scientific 

world, the cloud has taken a well-built stride towards the facility of virtualization [50]. 

Huge developments have been provided for advancements in it.  The primary 

objective of all the discussed algorithms in chapter 2 is to minimize the cost of 

execution. A majority of algorithms take other metrics, as outlined in Fig. 2.2. Few 

additionally deal with the workflow model’s safety and reliability). 
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Figure 2.2: Objectives behind scheduling a Workflow 

While Scheduling occurs, the important steps are about what to minimize and what to 

maximize in the whole process. As it is depicted in figure 2.2 that makespan which is 

TET or total execution time, TEC or total execution cost, total energy consumption, 

and response time should be minimized. On the other hand, utilization of cloud 

resources shall be as high as possible. 

2.5 A Survey on Various Scheduling Approaches 

Workflow Scheduling is a process in which tasks are mapped on available resources. 

Various scheduling approaches have been divided into 3 categories listed below: 

• Heuristic Scheduling 

• Mata-Heuristic Scheduling 

• Hybrid Scheduling 

Figure 2.3 as shown below describes the above-mentioned scheduling categories. 
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Figure 2.3: Classification of Workflow Scheduling Approaches 

In heuristic scheduling, predictability is more. These are simple to use as compare to 

meta-heuristic and hybrid algorithms. Heuristic means the solution is reached by 

testing’s and trials. The chances of performance degradations are less in it.Meta-

Heuristic algorithms work in a complex environment as compare to heuristic 

algorithms.  

If we talk about work done for scheduling and task mapping to cloud instances, then 

we can start reviewing already work done based on a single objective or multi-

objective scheduling algorithm. Also the study targeted recent approaches used by 

researchers while performing task mapping with QoS [186, 187 and 189].  

In [73], various static and dynamic algorithms are defined in detail. Cost, budget, and 

deadline are QoS parameters and all should be satisfied. Direct dealing with tasks 

assignment to cloud resources cannot be considered fully optimized and no algorithm 

can indeed achieve all targets (QoS) achievement simultaneously. Workflow is one of 

the commonly used models for marking IaaS cloud-based science applications such as 

Amazon EC2 and other cloud providers [23, 121]. So, in the current study, it has been 

accepted that rather than directly schedule the tasks to VMs, one more stage preceding 

it must be added [40, 49].  

ThiagoGenez, et al. [85] worked with the selection of CPU frequency configuration 
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for resources carefully to reduce the total makespan. It is a combination of PSO and 

HEFT schedulers to make it better in case of time. A fitness function without any 

parameter value is imposed to measure the performance of various particles. Less is 

fitness value, better is a solution. So, particles of the swarm are moved towards less 

fitness value region the workflows with different sizes are accepted for simulation. 

Cybershake, SIPHT, and LIGO are the workflows in which experiments are 

performed.  

The work in [16] reduced total execution time and cost. Researchers have 

implemented a gravitational workflow scheduling search algorithm in a cloud 

environment. Workflow enhancements minimize costs and makespan. Two 

algorithms for the workflow scheduling are hybridized GSA and HEFT. The 

performance assessment is conducted based on two metrics, which are the monetary 

cost ratio and the duration ratio of the schedule. The justification of the result is also 

tested by the ANOVA test and it shows that the proposed approach does better.The 

Rank hybrid scheduling algorithm first uses the HEFT ranking algorithm to compute 

the rank of each task [75, 144, and 149]. 

Description of various Scheduling Approaches is given below: 

1. Rule-based Scheduling 

The heuristic algorithms are useful in the situations for optimal solutions when meta-

heuristic algorithms fail to discover the precise or optimal solution. First Come First 

Serve also known as FCFS, Max-min, and Min-min, Minimum Execution Time 

(MET) as well as Minimum Completion Time (MCT) are the heuristic algorithms. 

These algorithms are accepted to compare the performance and also for the analysis of 

task scheduling in cloud computing. These are achieved by accuracy, completeness, 

optimal transaction, or speed. It is considered a shortcut [128, 129]. 

2. List Based Scheduling 

The steps involved in list scheduling are as follows.  

• Assign the priorities to each task based on some criteria. 

• Arrange the tasks according to their priorities in ascending order. 
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• Select the first task from the priority queue and allocate the selected resource 

from the resource pool to that task. 

This notion of scheduling may be static or dynamic. If priorities of all tasks are 

assigned before the execution, it falls under the category of the static list. If each 

execution assigns priorities of the unscheduled tasks, it is called a dynamic list. Some 

list scheduling algorithms are Critical Path (CP), Improved Critical Route [162], 

Earliest Heterogeneous Finish Time (EHFT) [163], and Predict Earliest Finish Time 

(PEFT) [164]. 

3. Critical Path 

A critical path-based scheduling approach meets the deadline by doing identification 

of critical path tasks and thus reduces the overall workflow costs [131]. To decrease 

the full running cost of the workflow application, workflow tasks were scheduled 

based on resources. The DCP algorithm to search the Task Path Critical Graph for a 

task at the Absolute-Earliest-Start-Time (ASET), to re-specify a task on each server, 

and to select a server that minimizes the finish time of the task in hand and the task 

that follows. The tasks are updated, prior activities are repeated and the targeted 

results are achieved when all tasks are scheduled. Because each task starts at a 

particular moment, the task will be re-scheduled, giving the DCP algorithm high time 

complexity [162]. 

4.  HEFT Scheduling Approach 

HEFT as well as Critical Path on Processor (CPOP) algorithms with a set amount of 

processors of distinct configurations has been already used by researchers in their 

research [22]. In HEFT, the task choice is based on a graded approach while sorting 

assignments assisting in minimizing their earliest completion time and generating 

feasible outcomes for DAG-associated issues. Budget Heterogeneous Earliest Finish 

Time (BHEFT) is the expansion of the HEFT algorithm [19, 56] which provides a 

Batch Data Communication (BDC) approach to verify whether or not a workflow 

application should be accepted. The suggested budget and deadline constraints are 

also discussed in detail [53, 161]. Researchers also suggested that HEFT be extended 
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to the Budget and Deadline constrained Heterogeneous Earliest Finish Time 

(BDHEFT) method. In BDHEFT, both time and cost are taken into account under 

budgetary and QoS limitations. BDHEFT considers the scheduling at service and task 

levels. It was discovered that BDHEFT provided better results than BHEFT in terms 

of cost-effectiveness within budget constraints and deadlines. It selects input tasks 

randomly.  

5. Predict Earliest Finish Time (PEFT) Scheduling Approach     

It provides important improvements through the introduction of a look-ahead feature 

without raising the complexity of the time in the calculation of an optimistic price 

table (OPT). This result is optimistic, as the processor’s availability is not considered 

in the calculation. This technique is based solely on an OCT used for processor 

classification and processor selection [97]. 

6. BDAS algorithm of Scheduling 

A unique algorithm based on heuristics called Budget Deadline Aware Scheduling 

(BDAS) has been proposed in [37]. It schedules the workflows by considering budget 

and time limits for IaaS clouds. This proposal satisfied the budget as well as deadline 

constraints [59].  

The authors used five different phases for achieving this as shown in Fig.2.4. In phase 

1, they maximized the parallelism among the tasks using a partitioned method based 

on their dependencies. Since the role of cost is significant in a cloud environment, in 

phase 2, the user-defined budget was distributed at different levels. Another critical 

instance is meeting the deadline, so in phase 3, the user-defined deadline or workflow 

was distributed at different levels by fixing the same deadline for all the tasks at the 

same level. In phase 4, the independent tasks were chosen from the ready queue based 

on the priority for the parallel processing. 
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Figure 2.4: Phases of BDAS algorithm 

The priority was fixed based on the earliest start time. Finally, in phase 5, a new trade-

off was introduced between the cost of execution and time for finding the best 

combination of cost of execution and time for selecting the best instances. Although 

this method has low overheads, it is not preferable for dynamic scheduling. 

7. Improved Round Robin Technique 

A new approach that consolidates three of the current scheduling algorithms, namely 

FCFS, SJF, and RR, to produce a fresh approach that lowers the waiting time of a 

process has been provided [167]. Here, FCFS is First Come First Serve, SJF is 

Shortest Job First and RR is Round Robin algorithm. 

The suggested algorithm decreases the number of context switches to provide an 

algorithm that is fair, efficient, and methodical. The algorithm is an expanded version 

of the Round Robin algorithm to determine and execute the time quota for each 

method with a level of priorities (low, medium, or high). The algorithm throughput is 

increased by running processes with less burst time by assigning the process to the 

CPU when it is ready but not pre-empting the running process. 
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8. GA Scheduling algorithm 

One of the meta-heuristic approaches motivated by the evolutionary nature of natural 

selection, fitness function, and genetic operators is the genetic approach (GA) which 

helps to get the optimal solution [47, 70]. This approach is faster than other heuristic 

approaches [21].  The algorithm "GA based Budget constrained time reduction," is 

based on a GA that helps to reduce the failure rate in reliable workflow scheduling 

systems [107]. The main steps in the fundamental GA are creating the original 

population, selection to create new individuals, and assessment of fitness. An 

enhanced GA algorithm [111, 137, 145, and 146] using Max-Min and Min-Min to 

produce the original population of the two novel common heuristic approaches have 

been defined. In Max-Min, the task chosen for scheduling is structured on the grounds 

of the maximum moment and one of its assigned resources is assigned a greater time 

value. In the Min-Min algorithm, however, the priority is given to the minimum 

service time. After that, all other tasks will be updated in due course. Authors have 

discovered that enhanced GA is more efficient than GA.  

9. PSO scheduling Approach 

Particle swarm optimization also famous in the cloud research with the name PSO 

approach has been provided for optimizing the scheduling of workflows for reducing 

the makespan [168]. The tasks are allocated to the available resources based on a 

meta-heuristic approach by combining heuristic scheduling along with PSO. They 

proved that the running time of the suggested method is faster than GA for the given 

workflow. They showed that computation cost by PSO was better than the best 

resource allocation approach under deadline constraints. Since the convergence rate of 

PSO [20, 113, 114, 115] is very fast, the result may not be very accurate which leads 

to the tendency to get stuck when working towards a locally optimal solution because 

of a lack of local searchability. A novel scheduler concept called Particle Swarm 

Optimization with Dynamic and Static Topologies (PSO-DS) has been suggested that 

effectively optimizes the makespan i.e. time and execution cost [88]. A unique variant 

of PSO to address the problem of workflow schedule has been suggested called 

Particle Swarm Optimization iterative (PSOi). It contains approaches to enhance 

optimum alternatives by not sticking to local optimal conditions. It utilizes a new 
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”Inverse” method for moving particles to a different room. Furthermore, after each 

iteration, PSOi helps to update the particle’s place [171].  

A PSO-based approach named SLPSO or Self-Learning Particle Swarm Optimizer is 

better than PSO. PSO already has a ”fast convergence” advantage. It involves distinct 

speed updating techniques, which assists in ensuring that the outcomes are not trapped 

in local optimum solution [172]. 

For runtime workflow scheduling, researchers considered PSO to discover a 

worldwide optimal solution for the cost of execution including computing and 

communication expenses [18, 170]. Two variables are used for determining the 

optimized alternatives: One is the particular scheduling technique, while the other is 

the PSO, which is used to achieve optimized mapping outcomes. 

PSO (Particle Swarm Optimization) approach for WFMS worked based on utilization 

of CPU frequency. Researchers have used the concept of DAG (Direct Acyclic 

Graph) to represent global task scheduling which is workflow-based [26,133]. Both 

service consumers and service providers are vital phases for high profitability based 

on cost measurements. Also for minimizing overall executing cost and time, 

constraint scheduling strategies have been introduced [88, 120, and 166].   

10.  ACO Scheduling Approach 

An optimization technique based on Ant Colony Optimization (ACO) has been used 

for identifying underutilized VMs by Pareto distribution. It describes VM migration-

based optimization for the reduction of cost and makespan [134]. Also, improvements 

in task scheduling using ant colony optimization have been well discovered by 

focusing on various parameters like cost, makespan, load balancing [63, 81, 116, 117]. 

For heterogeneous distributed systems this model is presented [42]. The service level 

agreements are used for monitoring the service providers' quality of service (QoS). By 

using parameters cost, makespan, and resource utilization, the problem of workflow 

scheduling is solved. The ACO algorithms reduce the cost and makespanand enhance 

resource utilization.  
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11. Bat algorithm 

To examine workflow scheduling problems with multi-objectives of workflows 

targeting a reduction in makespan and improvement in reliability has been proposed 

with the name Bat algorithm. It also considers the deadline constraints in the whole 

scheduling process [91, 174]. The complete working of the Bat algorithm is assisted 

by virtual bat echolocation that implies that a variety of alternatives are being 

understood. They compared the Bat algorithm to the Basic Random Evolutionary 

Algorithm (BREA) and showed that the suggested methodwas more efficient for 

budgetary items and other QoS restrictions [122, 125]. 

12. CPSO Scheduling 

A novel approach to schedule the workflows to be performed in the IaaS platform was 

suggested in [174]. The approach produced a schedule of task-resource mapping. The 

Catfish particle swarm optimization (C-PSO) method was employed to choose the 

best schedule at the lowest makespan for handling and cost of execution. The 

suggested technique was then compared to conventional PSO performance. 

13. Fuzzy Clustering based Task scheduling 

Researchers have provided an approach based on fuzzy-based clustering of resources 

for workflow scheduling. The main target of this approach was a reduction in the 

makespan of workflow execution. In FBCRS, cloud computing takes into account a 

set of features that describe the synthetic efficiency of processing units in the scheme. 

The processing unit network is pre-treated by the fuzzy grouping technique for 

ensuring that the processing network is fairly split with these characteristics and the 

time impact of the prepared job in the critical path. Consequently, the expense for 

choosing which processor to perform the present task is greatly reduced [176].  

14. Hybrid optimization algorithms 

The meta-heuristic workflow scheduling algorithm has been recommended which 

worked significantly for the reduction of the cost and makespan [72].  It is a 

recombination of the famous HEFT, meta-heuristic, gravitational algorithm, and 

similar other heuristic search algorithms commonly used for workflow applications.  
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Also, a hybrid algorithm with the best features of the approaches based on heuristic 

techniques and a Genetic Algorithm (GA) has been proposed [13, 148, 150, 158, and 

177]. They suggested Line-wise Earliest Finish Time (LEFT), a heuristic algorithm as 

an alternative to HEFT for original GA population generation. A new heuristic hybrid 

algorithm based on PSO and gravitational search algorithms was launched [178]. 

About the costs of processing and transferring, the suggested algorithm takes into 

account time limitations. Both consumers and utility suppliers can utilize the 

suggested workflow scheduling strategy. 

15.  Hybrid GA-PSO algorithm 

Based on hybrid scheduling concepts, a meta-heuristic approach called Hybrid 

Genetic Algorithm and Particle Swarm Optimization (Hybrid GA-PSO) has been 

suggested in the research which effectively assigns the tasks to VMs [75]. The 

proposed method combines two heuristic optimization techniques and this approach 

aims to improve the QoS by minimizing makespan and cost by balanced allocation of 

dependent tasks to the resources in cloud computing. In this technique, during the first 

half of maximum iteration, GA is used for generating population and in the remaining 

half; PSO is applied over the generated population for getting accurate fitness function 

when compared to traditional GA and PSO approaches [119]. 

16.  Fuzzy dominance sort based heterogeneous earliest-finish-time algorithm 

Based on joint cost optimization in IaaS clouds, A heterogeneous FDHEFT algorithm 

is created in this system. It includes the fuzzy dominance sorting system coupled with 

the Heuristic HEFT scheduling list [94]. The effectiveness of the proposed system 

was demonstrated by extensive real-world and synthetic workflow experiments. With 

remarkably greater hypervolume, the proposed workflow schedule delivered 

considerably better cost-effective fronts and could operate quicker than existing 

approaches. 

It is a superior updating of the algorithm named HEFT and it is known as FDHEFT 

[8]. It works in two phases. These steps are task prioritizing and process selection of 

cloud resources. The scheduling priorities of all tasks are allocated during the task-

prioritizing process, and then the best option for each task in the scheduling list is 
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decided in the cloud option selection process. It is the planning of a multi-objective 

workflow. It applied the sort method using fuzzy dominance to HEFT. It used fuzzy 

rules to compute the relative fitness of solutions. There is one issue, which has been 

overcome in the proposed research work. The issue with Fuzzy HEFT is its static 

threshold value.  

17. Whale Optimization Approach 

In WOA, the work is performed on three operators [55, 154]. Search for prey, and 

then trap the prey and then bubble-net foraging behave of whales is the main 

dedication of authors. This algorithm imitates the hunting behave of humpback 

whales. Unlike Grey Wolf Optimization, the hunting behavior of WOA is random.  It 

identifies the best search agent to follow the prey and uses a spirally simulated and 

bubble-net attacking method of humpback whales. The biggest mammals considered 

in the world are whales. Humpback whales are a kind of whale, which grows to the 

length of 30 meters and weighs up to 200 tonnes. These humpback whales possess 

spindle cells [94] in its brain similar to humans. These spindle cells help to judge, 

socialize have, and manage emotions. Hence it is concluded whales can learn, think, 

judge, communicate, and be emotional, but at a very lower level of smartness, as 

compared with humans. Also, a comparison has been done in WOA on 26 

mathematical benchmark functions. The optimization-based results have been 

compared with existing optimization algorithms like HGA, PSO, PSOPC, SOS, and 

HPSO for different design problems. WOA has provided better results. This bubble-

net foraging method is a unique hunting method found with humpback whales.Apart 

from the above list, the following scheduling approaches are also useful in a cloud 

environment. 

Ramandeep Sandhu et al. [46] have provided a list of elements to be imposed in a 

cloud for a high degree of satisfaction because it is true that satisfaction is directly 

propositional to QoS. These factors are Data sharing, Availability of Services, Audit, 

Backup, and recovery of data, Access privileges to users, Governance, Transparency, 

Investigation of data and stored data location. 

AlexandruIosup et al. [31] have explained the differences between the actual scope 

field of cloud and the requirements of scientific applications. It evaluates the cloud 
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and checks the capability of a cloud to run the applications efficiently. Based on the 

number of users, the evaluation is done. These users require scientific computing 

services followed by evaluating cloud services mostly used for scientific applications. 

The hybrid Particle Swarm Optimization Algorithm proposed by Alkhanak et al. [14] 

has discussed different WFS cost methodologies. Mapping is also known as the task 

resource mapping concept is useful where PSO-based mapping emitted the concern of 

the cost of service providers. Even the order of tasks is an important consideration in 

all heuristic methods. More than it, performance-based meta-heuristics methods were 

implemented. SWFS cost optimization aspects are classified in private, public as well 

as in hybrid clouds. Several methods like critical path, heuristics, meta-heuristics, 

greedy, clustering, etc. Even cost parameters are categorized as monetary and 

temporal where six types of economic factors are added under monetary costs. 

Elasticity cost plays an important role in cloud systems. Temporal cost is estimated in 

the whole cloud system at three scheduling stages. These are pre, during, and post.  

Ghose, Manojit, et al. [19] have given the energy resourceful arrangement approach as 

a scheduling method in a cloud environment. This algorithm considers the static and 

dynamic get-up-and-go consumption of the nodes and is divided into two parts non-

divided allocation of VMs on a single host, and dividable allocation on multiple 

congregations. The performance of the proposed scheduling approaches is compared 

with existing policies and it presents an average energy reduction of 70%.  

Li Liu, et al. [27] projected the genetic algorithm for workflow scheduling in cloud 

computing with deadline-constrained and have worked on four different types of 

workflows which are MONTAGE, INSPIRAL, EPIGENOMICS, and 

CYBERSHAKE. Both TET (Total Evaluation Time) and TEC (Total Evaluation 

Cost) were evaluated in the user's defined deadline constraints. A penalty function, as 

well as penalty regulation in CGA, is proposed which is CGA2 and it works without 

any parameter. Also, it has worked to overcome prematurity. Apart from this, focus 

on crossover and mutation probability was also a prior concern. Performance is 

evaluated by a task ranking system [64]. 

The researchers Durillo et al. [23] familiarized a multi-objective technique called 

MOHEFT (Multi-Objective Heterogeneous Earliest Finish Time). It is one of the 
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renowned and best algorithms which have targeted Amazon EC2 for scheduling 

workflows. It is betterment in HEFT [13]. The section showing results and graphs in 

this study is impossible with only ranked tasks. So, scheduling of tasks to cloud 

resources using metaheuristic algorithms makes optimum use of cloud instances.   

Following table 2.2 illustrates various findings in the research done for efficient use 

of the cloud. 

Table 2.2: Survey of Various Scheduling Approaches in Cloud System 

Authors 

 

Year of 

Publication 

 

The main findings of the research done 

 

Alkhashai, et 

al. [6] 

2016 • Worked for enhanced mapping of tasks on 

resources. 

• Has used Tabu Search (TS). 

• Reduced execution time, and cost. 

• Increased resource utilization. 

• Improved the local search 

Sharma, Priya 

et al. [7] 

2018 • Enhancement in energy consumption rate.  

• Made Bee Colony Optimization better 

using Tabu search. 

• A hybrid approach using tabu search is 

used.  

• It balances the load of virtual machines.  

• Worked for better utilization, high speed, 

and reduction in total time taken, more 

efficiency, saving energy consumption and 

makespan. 
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Bozorgi, 

Seyedet al. 

[190] 

2019 • Exploration and exploitation abilities are 

balanced.  

• The performance of WOA is increased 

significantly. 

M. Adhikari et 

al. [24] 

2016 • Presented algorithm ESWA.  

• Worked upon maximizing resource 

utilization. 

• Executed the workflow within its deadline 

J. Meenaet al. 

[29] 

2018 • Worked upon heuristic and meta-heuristic 

algorithms. 

• A better hybrid approach using Two-

phases for 

• application scheduling in a cloud 

computing environment to balance the 

workload on the available cloud resources.  

• ACO (Ant Colony Optimization) has been 

applied in phase 2. 

Mohammed, 

Hardi et al. 

[182] 

2019 • Covers the algorithmic backgrounds of 

WOA, its characteristics, limitations, 

modifications, hybridizations, and 

applications. 

• WOA is hybridized with BAT. The WOA-

BAT algorithm is a better one and 

presented to obtain better results in fewer 

iterations compared to WOA.  

• Applying WOA-BAT for constrained 

optimization problems. 

F. Yiqiuet al. 

[181] 

2019 • The aim is to work on the total time 

required for scheduling the input tasks. 

Also targeted load balancing parameter,  

• It uses a CloudSim simulation-based 
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platform for the tasks simulation process. 

Sagarikaet al. 

[91] 

2018 • Proposed BAT algorithm. help to handle 

the large size of data. 

• Comparison with particle swarm 

optimization algorithm and Cat swarm 

optimization algorithm 

Vinothina, V. 

et al. [42] 

2018 • ACO is also called Ant Colony 

Optimization algorithm for heterogeneous 

distributed systems. Worked on parameters 

cost, makespan, and resource utilization 

Genes, Tet al. 

[85] 

2015 • Reduced total makespan.  

• PSO and HEFT schedulers are used.  

• Worked on CYBERSHAKE, SIPHT, and 

LIGO 

M. Manasrahet 

al. [75] 

2018  • Hybrid methodology GA-PSO. 

• Reduction of execution time and cost.  

• GA-PSO is better than GA, PSO 

Li, Zhongjinet 

al. [35] 

2015 • Efficient deadline constrained workflow 

scheduling algorithm called CEAS (Cost 

and Energy Aware Scheduling). 

• Reduced cost and energy consumption. 

• Better than HEFT and MOHEFT 

Arabnejad, 

Vahidet al. [37] 

2018 • BDAS (Budget-Deadline Aware 

Scheduling) algorithm.  

• Work on five scientific workflows on IaaS. 

Stromberget al. 

[180] 

2019 • The hybridized whale optimization 

algorithm 

• WOA-AEFS is proposed and compared 

with the original WOA, CPSO, and 

PBACO metaheuristics 

Sreenu et al. 2017 • Schedule the tasks to the virtual machines 
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[179] while reducing the makespan and the cost. 

Zhou, Xiumin 

et al. [94] 

2019 • Minimized cost and makespan 

simultaneously for workflows. 

• Comparison has been done with several 

peer approaches like PSO, MOHEFT. 

Mahendra  et 

al. [188] 

2020 • Comparison of various heuristic and meta 

heuristic algorithms has been performed. 

• Various parameters have been accepted for 

comparison like makespan, time, cost, load 

balancing. 

K Pradeep et 

al. [189] 

2021 • Used a hybrid approach named CWOA 

(Cuckoo Whale Optimization Algorithm) 

which is better as compare to existing 

scheduling approaches in terms of saving 

makespan, memory utilizations and energy 

consumption.   

 

2.6 Summary 

The various algorithms which are presented in the above literature survey are either 

linked with the task selection phase which is even objective 1 of our proposed work or 

are related with the VM allocation phase which is objective 2 of our study. Also, the 

target of researchers is to minimize various parameters like time, cost, energy 

consumption, response time, etc. If we consider the scheduling algorithms which are 

working for the task selection phase then the most common factors used for task 

selection are the earliest start time or finish time of the task, task runtime, critical path 

tasks, and priorities of the tasks or selecting the tasks based on its ranking.  
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CHAPTER 3 

 

RESEARCH METHODOLOGY 

 

3.1 Introduction 

 

Cloud computing proposes a broad range of computations-based as well as resources 

based facilities for the execution of workflows for various applications. For the 

execution of a single workflow, many different resources are involved.  

A dynamic environment is offered by a cloud computing system in which the status of 

resources changes frequently. These resources are used by various computing 

applications. With an increase in cloud services as well as its clients, the requests are 

also increasing. So, it is prior demand to handle these requests. It needs to efficiently 

schedule them for execution on different available resources [66, 67, 68, and 80]. 

Many factors are faced when cloud workflows are allocated and scheduled for 

execution [52].  A Workflow scheduling model helps to schedule jobs in such a way 

that all the jobs will get executed by taking minimal possible time, maintaining 

Quality of Service, and satisfying client's requirements [15]. 

DAG which is also known as Directed Acyclic Graph provides data dependency 

among the tasks [139]. The overall completion time of an application is known as the 

schedule length or makespan. So, the objective of workflow scheduling techniques is 

to minimize the makespan while mapping tasks to VMS. Consider a workflow as W 



  

 42   

 

(T, E). Here W represents workflow name, T is used for tasks of workflow and E 

represents edges between two tasks of input workflow [149].  

Set of tasks of workflow can be taken as: 

T = {T1, T2, T3, T4, ,…….. Tn-1, Tn} 

Set of edges used to access dependencies among various tasks can be represented as: 

E = {< T1, T2>, < T2, T3>, < T3, T4 >, ……….,< Tn-1, Tn> } 

Here, Tn-1 is the parent task of Tn. Figure 3.1 represents a simple DAG with 16 tasks.  

 

Figure 3.1: DAG representation 

In a workflow, the root task or an entry task which is the first task of the workflow 

acts itself only as a parent but cannot be a child. Same like, the last task can only act 

as a child of some other task but cannot be a parent of any other task. In addition, the 

execution of a child task cannot initialize until all of its parent tasks are completed. A 

task is ready for execution if its entire parent tasks execution is finished. 
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The research aims at providing a better framework that will do scheduling in such a 

way that makespan, total execution cost, and response time of the system will be 

minimized. This system increases the performance efficiency as well. 

3.2 Proposed Methodology 

The proposed methodology is more effective in terms of workflow scheduling in 

cloud systems. This research works on 3 objectives. It targets effective task 

distribution on cloud resources. Also, it targets optimal scheduling for better 

performance. The scheduling and optimization algorithm consists of two phases as 

shown in figure 3.2.For the execution of phase 1 of the research, a collection of input 

workflow tasks is needed.For the execution of phase 2 of the research, the input 

required is ranked tasks that are mapped on cloud VMs successfully [48].This study is 

about making a cloud system more optimal. So, the framework has been developed in 

such a way so that various quality parameters can be achieved. 

Total five workflows are accepted as input named MONTAGE, CYBERSHAKE, 

SIPHT, LIGO, and EPIGENOMICS. These are important scientific applications and 

uses datasets at a large scale. These datasets are from real experiments which are 

authentic [61]. The next step is Parsing. It is a step of analyzing input. In the proposed 

cloud workflow framework, parsing will occur at an initial stage. It will show tasks 

with dependencies. According to the critical path, all tasks of input workflow will be 

collected. After this, phase 1 of the system will start.  

Phase 1: Task Ranking Phase 

Phase 1 is to find out the rank value of each task of input workflow. In this phase, 

distributed HEFT task ranking algorithm has been proposed as shown in figure 2 for 

ranking various tasks of input workflow. Phases 1 is finding a better task ranking 

method and apply it to input workflow tasks to do ranking. It works on three heuristic 

parameters budget, time, and deadline. The distributed HEFT ranking method finds 

out the correlation between the above three parameters and then assigns the top rank 

to the task having a high distributed score among all tasks. Afterward, phase 2 of the 

hybrid approach works in which task scheduling on cloud VMs is performed.  
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Figure 3.2 Proposed Scientific Workflow Scheduling Framework 
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This phase used the concept of correlation between input heuristics parameters time, 

budget, and deadline. Correlation can have a value in a range from -1 to +1. It is a 

relation between two parameters to express that how strong two parameters have a 

relation with each other. In the end, the task with high correlation is given maximum 

rank and the task with the least correlation is given minimum rank. Now, these 

ranked tasks are scheduled on cloud resources using the distributed-HEFT Rank 

method. 

Phase 2: Cloud Optimization Phase 

This phase is further using three optimization approaches to make the system more 

efficient. 

First of all, it performs task migration in case underutilized machines are in the 

system which can support in saving energy consumption. During this process, an 

advanced optimization approach has been used which is based on Tabu search, 

Bayesian optimization, and whale optimization approach.  

Tabu optimization helps to find out underutilized resources.  

Afterward, the Bayesian optimization approach helps to provide a combination of 

VMs which are best suitable for tasks migration.  

Whale optimization helps in the migration of tasks from underutilized machines to 

other ones but without an increase in time, cost, and response time[11, 78 and 192].  

The performance evaluation and Analysis is also the main objective covered in this 

study. After performing VM migration in an optimized manner, Makespan, Cost, 

energy consumption, and response time of Workflow Execution are calculated [23, 

25]. So, these four parameters will help to analyze the performance of the proposed 

framework. In the whole system, utilization of resources will be increased. The TBW 

approach has been proposed for mappings tasks to VMs in a cloud [34, 35, 45, 76, and 

105]. 

In a Cloud System, there are myriad factors, which are responsible for making a cloud 

system as most satisfactory. For this, task Ranking and optimal task scheduling have 

become a vital need for making a cloud to meet all requirements. 
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3.3 Scope of the Research 

The research aims at providing and designing a framework that will optimally perform 

scientific workflow scheduling to enhance the performance of the cloud system. The 

primary scope of the research is that rather than map the workflow tasks randomly on 

cloud systems, do apply an enhanced ranking methodology for ranking input tasks of 

the workflow. So mapping of tasks is performed after giving a rank to input tasks. 

Hence, the mapping can be kept optimally. Afterward, to enhance the overall 

performance of the system, migrations of tasks from less utilized resources to other 

resources have been done. During the whole process, makespan, cost, and response 

time have been minimized. This system increases the throughput and thereby 

increases performance efficiency. 

3.4 Performance evaluation Parameters 

In this research, the following parameters have been considered for simulation to 

evaluate the effectiveness of the proposed algorithms.For distributed HEFT rank 

algorithm, Total Execution Time (TET) and Total Execution Cost (TEC). To evaluate 

the effectiveness of the TBW (Tabu Bayesian Whale) optimization algorithm as used 

in phase 2 of the research, a total of four performance matrices are used in the 

simulation. These parameters are TET, TEC, energy consumption, and response time.  

Total Execution Time 

It is also known as makespan which is the total execution time of the workflow from 

start till its finish. It is inversely proportional to the performance of a scheduling 

algorithm. 

Total Execution Cost 

The cost consumed in running a workflow. It is inversely proportional to the 

performance of a scheduling algorithm. 
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Deadline 

The maximum limit in which all tasks of a workflow need the execution. 

3.5 System Development 

The workflow applications are simulated using the CloudSim simulator toolkit which 

is easily extensible and it is an extension of the GridSim framework for simulation of 

resource provisioning and scheduling algorithms on cloud computing infrastructure. 

Cloudsim 

The proposed algorithm is simulated using a simulator named CloudSim. CloudSim is 

also known as cloud simulator is a simulation tool. It is based on Java language, 

especially for simulation of various applications as well as for the execution of cloud-

based applications. This algorithm has been evaluated in an experimental cloud 

environment.CloudSim provides a virtualization engine to facilitate users with 

virtualization services. Figure 3.3 represents important features of cloudsim. 

 

Figure 3.3: CloudSim Features 
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It can be defined as ‘run a model of an environment in a model of hardware’, with the 

abstraction of technology-specific details. CloudSim is such kind of platform which 

improves the cloud computing algorithms and techniques to run large data sets. The 

Cloudsim test bench executes one work at a time, according to the scheduled tasks 

which have an accurate estimation of the computation time and communication time 

of corresponds to workflow scheduling problems.It supports testing the performance. 

That is the main reason that cloud developer's faith in cloudsim. It can be used free of 

cost.It doesn’t run any actual software because it is a simulator.  

3.6 Summary 

This chapter is all about the complete framework of the proposed study. This 

framework includes the working of two algorithms, the first one is a ranking 

methodology used for providing rank to input tasks of the workflow and the second is 

mapping by migration of tasks from less utilized machines to other machines but 

without creating any queue on other VMs.  
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CHAPTER 4 

 

WORKFLOW TASK RANKING 

ALGORITHM BASED ON 

DISTRIBUTED HEFT RANKING 

METHOD 

 

4.1 Introduction 

 

This chapter proposes an effective deadline constrained-based workflow Scheduling 

algorithm intending to minimize the time and cost of running workflow applications 

while reducing execution time in the cloud environment. The algorithm is evaluated 

using CloudSim with various well-known workflow applications of different sizes 

with various VMs [18, 123, and 130].  Result proves that the proposed algorithm has a 
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better performance in terms of Total Execution Time (TET) and Total Execution Cost 

(TEC). 

In past years of scientific discovery, the computational workflow continues to be 

popular among various disciplines of science, including Astronomy, Physics, Biology, 

Chemistry, and others. Cloud computing offers a wide computations and resources 

facility for the execution of workflows for various applications [132, 174]. 

It is highly acceptable that in the world of grid computing systems, cloud computing 

is an escalating trend. As it works without considering when and where, so its primary 

target is always to deliver services as per need. Delivering services is possible via 

Software as a Service, Platform as a Service, and Infrastructure as a Service. IaaS 

model is used by cloud environments when scientific workflows are in use [103, 106]. 

If we talk about scheduling of input workflow tasks, then the steps involved in list 

scheduling are: 

1. Assign the priorities to each task based on some criteria. Criteria can be a high 

priority to shortest job, FCFS, earliest finish time, a task with high cost, a task with a 

maximum deadline, etc. 

2. Arrange the tasks according to their priorities in an order. 

3. Select the first task from the priority queue and allocate the selected resource 

Above 3 steps are highly valuable as it works like better input for scheduling. 

Scheduling can be static or dynamic. If ranking is allocated before mapping for 

execution on cloud resources, then it comes under the category of static scheduling. 

But on the other side, while execution, if it is decided and priority is assigned then it is 

dynamic scheduling.  

4.2 Importance of Ranking Workflow Tasks 

As in this research, scientific workflows have been taken as input. Scientific 

workflows like GENOME, MONTAGE [16], and others include interconnected 

hundreds or more computational tasks. These tasks require large files of their data and 

their various instructions. Due to this reason, an optimal solution for mapping these 

tasks to cloud resources has become the main challenge. Therefore, to make this 
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scheduling an optimal one, tasks, when received, are firstly ranked based on 

correlation factor, and then a further process of scheduling has started. The 

importance of the task ranking [187] phase is that it avoids the random distribution of 

tasks to VMs in the cloud system. 

4.3 Background 

4.3.1 HEFT Algorithm 

The HEFT algorithm as described is a list heuristic-based algorithm. It works in two 

important phases. One is the assignment of priority to the phase of the task and 

another one is the Processor selection phase. The task prioritizing phase which is the 

first phase is used for calculating the ranks of all the tasks. The processor selection 

phase which is the second phase chooses the tasks in the order of their ranks or 

priorities and allocating tasks to their best-suited processor, which reduces the task's 

completion time.  

Pseudo code for HEFT Algorithm 

{ 

Step 1:        Label all nodes with the computation cost. 

Step 2:        Label all edges with communication cost. 

Step 3:        Start from an exit node, traverse graph upward, and calculate ranku of all 

tasks. 

Step 4:      From highest to minimum ranku values of tasks, sort the tasks in a 

scheduling list S. 

Step 5:       While S is not empty 

do 

               t ← remove the first task from S 

               r ← find a resource which can complete t as the earliest time 

                Schedule t to r. 

end while  

} 
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Phases of HEFT Algorithm 

HEFT algorithm has two phases in which tasks are mapped on cloud resources. These 

phases are listed below: 

• Task Prioritizing Phase 

• Tasks assignment to machines Phase 

Task Prioritizing Phase 

Each task of the workflow is given a priority in this phase. It is assigned as an upward 

rank to each task. It is defined recursively as given in Eqn. 4.1. 

ranku(ni) = w̅i +
max

nj ∈ succ(ni)
(ci,j̅̅ ̅ + ranku(nj))(4.1) 

In the above equation,𝑛𝑖 corresponds to the 𝑖𝑡ℎ task. 

�̅�𝑖is an average computation cost of task i among all the processors. 

𝑠𝑢𝑐𝑐(𝑛𝑖)is the set of all jobs that immediately depend on task 𝑛𝑖. 

𝑐𝑖,𝑗̅̅ ̅̅ is the average communication cost of the variable shift between jobs 𝑛𝑖 and 𝑛𝑗  

between all pairs of machines.  

Tasks assignment to machines Phase 

It is the second phase of HEFT system and it targets tasks assignment to machines. It 

works after the execution of phase 1 as it takes prioritized tasks for scheduling to 

machines. It starts with the topmost priority.  

That task is scheduled first on the machine which attains the highest priority and also 

for which all dependent tasks have finished. HEFT uses an insertion-based policy that 

fills sufficiently sized gaps between already scheduled tasks. 

4.3.2 Fuzzy dominance sort based heterogeneous earliest-finish-time algorithm 

Fuzzy logic is intended to solve problems in the similar way that human beings do: by 

taking into consideration all the available information and making the best achievable 

decision. It is one of the superior choices for several control problems [96]. 
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Membership function terminology: There are various membership functions of 

fuzzy sets which are helpful to understand the importance of fuzzy rules and their 

implementation. 

Universe of Discourse: It is the range of all possible values which are given as input 

to a fuzzy system.  

Support: For a fuzzy set let named F, support is known as the crisp set of all points in 

the universe of discourse U. Its target is to attain membership function of F as non-

zero. It is given in Eqn. 4.2. 

Supp𝐴 = {𝑥|𝜇𝐴(𝑥) > 0, ∀𝑥 ∈ 𝑋} (4.2) 

Core: For a fuzzy set let named F, the core is known as the crisp set of all points in 

the universe of discourse U. it is given in Eqn. 4.3. Its target is to attain membership 

function of F as 1.  

Core 𝐴 = {𝑥|𝜇𝐴(𝑥) = 1, ∀𝑥 ∈ 𝑋}              (4.3) 

Boundaries: For a fuzzy set let named F, boundaries are known as the crisp set of all 

points in the universe of discourse U as identified by Eqn. 4.4. Its target is to attain a 

membership function of F between 0 and 1.   

Boundaries𝐴 = {𝑥|0 < 𝜇𝐴(𝑥) < 1, ∀𝑥 ∈ 𝑋}}                       (4.4) 

Crossover point: In a fuzzy set let named F, a crossover point is the element in the 

universe of discourse U. Its target to provide its membership function is 0.5 i.e.  

𝜇(𝑥) = 0.5. 

Height: In a fuzzy set, it is known as the biggest value of membership functions. 

Normalized fuzzy set: It is a kind of fuzzy set of Height (𝐴) = 1 

Cardinality of the set: It is total number of elements in the set. In fuzzy sets, it is 

calculated as shown in Eqn. 4.5. 

𝑋: 𝑓𝑖𝑛𝑖𝑡𝑒 

|𝐴| = ∑ 𝜇𝐴(𝑥) =𝑥𝑒𝑋 ∑ 𝜇𝐴(𝑥)𝑥𝑒𝑆𝑢𝑝𝑝(𝐴)                                                                      (4.5) 
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Relative cardinality: It is identified in Eqn. 4.6. 

‖𝐴‖ =
|𝐴|

|𝑋|
    (4.6) 

Convex fuzzy set: Basically a fuzzy set is a class of membership mathematical 

objects which are continuous. A fuzzy set A is Convex, if for ∀𝜆𝜖[0,1]𝑋𝜖𝑅 

𝜇𝐴(𝜆𝑥1 + (1 − 𝜆)𝑥2) ≥ 𝑚𝑖𝑛(𝜇𝐴(𝑥1), (𝜇𝐴(𝑥2))                       (4.7) 

Also the membership values are strictly monotonically increasing or strictly 

monotonically decreasing. 

  

Figure 4.1: Convex Fuzzy Set 

Type of membership functions 

1. Its Numerical definition is its discrete membership functions as shown in Eqn. 4.8. 

𝐴 = ∑ 𝜇𝐴(𝑥𝑖)/𝑥𝑖𝑥𝑖∈𝑋
           (4.8) 

2. Function definition includes continuous membership functions as shown in 

Eqn.4.9. 

𝐴 = ∫
𝑥
𝜇𝐴(𝑥)/𝑥                                                                     (4.9) 

It includes various functions as listed below: 

• S function 

• Z Function 

• Pi function 

• Triangular shape 

• Trapezoid shape 

• Bell shape. 
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S Function: Monotonically increasing membership function as shown with the Eqn. 

4.10 and represented in figure number 4.2. 

 

 

                                         (4.10) 

 

   

Figure 4.2: S Function in Fuzzy Logic 

Z Function: It is a monotonically decreasing membership function. The equation of z 

function is as follows in Eqn. 4.11. Z function in fuzzy set is represented in figure 4.3. 

 

    

          (4.11) 

 

 

Figure 4.3: Z Function in Fuzzy Logic 

 Function: It is a combination of S function and Z function. The equation of  

function is as below in Eqn. 4.12 and figure 4.4. 
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Figure 4.4:  Function in Fuzzy Logic 

Trapezoidal membership function: it is used to transform information in numerical 

form. Eqn. 4.13 and figure 4.5 defines trapezoidal membership function. 

 

 

                                                 (4.13)

           

 

Figure 4.5: Trapezoidal membership function in Fuzzy Logic 

Triangular membership function: It is as follows in Eqn. 4.14.Figure 4.6 shows its 

representation in fuzzy logic. 
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Figure 4.6: Triangular membership function in Fuzzy Logic 

 

Bell-shaped membership function: It is as follows in Eqn. 4.15.Figure 4.7 shows its 

representation in fuzzy logic. 

𝐴(𝑥) = 𝑐𝑒−
(𝑥−𝑎)2

𝑏                 (4.15) 

 

 

 

 

 

Figure 4.7: Bell-shaped membership function in Fuzzy Logic 

Fuzzy logic handles the concept of partial truth- truth values between "completely 

true" and "completely false". It works on approximation rather than exact. Fuzzy logic 

is important because human sensing is also approximate in nature [143]. 

As fuzzy HEFT ranking method is an advance and modified approach of HEFT 

method. It applies fuzzy rules for ranking tasks. It provides better results in terms of 

total execution time and total execution cost. It provides rank to input workflow tasks 

based on the static threshold value.  Figure 4.8 elaborates the ranking method of 

Fuzzy HEFT in cloud computing. 

A heterogeneous FDHEFT algorithm is created, which includes the fuzzy dominance 

sorting system coupled with the Heuristic HEFT scheduling list [94]. The work 

searched joint cost optimization and proposed a novel workflow schedule. The 

effectiveness of the proposed system was demonstrated by extensive real-world and 

synthetic workflow experiments. 

0

1

1a 1ba
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With remarkably greater hyper volume, the proposed workflow schedule delivered 

considerably better cost-effective fronts and could operate quicker than existing 

approaches. 

A Task Ranking Algorithm based on tasks dependency and computation time has 

been designed and developed in this work. After parsing input workflow, ranking of 

all tasks is the next step in our study. Based on the distributed-HEFT score value, the 

level-wise rank value of input workflow tasks has been calculated before the actual 

scheduling process. 
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Figure 4.8: Fuzzy HEFT Task Ranking 
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4.4 Proposed Distributed HEFT Ranking Algorithm 

The concern for ranking tasks firstly and then schedule the tasks are to save the total 

execution time of the system as well as its total execution cost. To check which 

ranking algorithm can effectively improve it, we accessed HEFT improvement as 

well as Fuzzy HEFT. Then we viewed the improvement given by distributed HEFT 

ranking system which gave better results in terms of TEC and TET.  

Based on the concept behind Distributed HEFT ranking method, the implementation 

of the proposed algorithm has been explained in the following steps.  

Select Initialization heuristics for performing task ranking algorithm: 

Calculate level-wise Rank of Tasks (called distributed Rank) using the following 

steps. 

1. Gather the Time, Budget, and deadline of each task. 

2. Find correlation between time and budget, time and deadline, budget and 

deadline. 

3. Find level-wise Distributed Rank as below in Eqn. 4.16. 

Distributed Rank = ∑ 𝑐𝑜𝑟𝑟𝑒𝑙 (𝑇, 𝐵) +  𝑐𝑜𝑟𝑟𝑒𝑙(𝑇, 𝐷) + 𝑐𝑜𝑟𝑟𝑒𝑙(𝐵, 𝐷)𝑇𝑖

𝑇1

(4.16) 

(Here, correl is correlation factor) 

4. Assign Highest Rank to Task with maximum distributed Rank 

5. Schedule the ranked Tasks on VMs in non-increasing order of their rank value. 

Correlation can have a value in the range from -1 to +1. It is a relation between two 

parameters to express that how strong two parameters have a relation with each other. 

It works on three heuristic parameters budget, time, and deadline. The distributed 

HEFT ranking method finds out the correlation between the above three parameters 

and then assigns the top rank to the task having a high distributed score among all 

tasks. In the end, the task with high correlation is given maximum rank and the task 

with the least correlation is given minimum rank. Now, these ranked tasks are mapped 

to cloud resources for starting phase 2 of the framework. 

By creating a correlation between time and deadline of input tasks, it has been 

evaluated that results are better than HEFT [8,9] method. In HEFT, the TET (Total 

execution Time) parameter of all input tasks is also calculated on cloudsim [38]. 
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Pseudo Code for Distributed HEFT Ranking Method 

 

Algorithm 1 Distributed HEFT Ranking Algorithm (W,D,B) 

 

1. Begin 

2. T = Time of each task execution, D= Deadline of tasks, B= Budget 

3. Initialization Algorithm (W)               //call Algorithm 2 

4.    R={}   // R used for rank of tasks 

5. While (taski> 0) 

6.       Compute distribution score of all tasks 

Distribution score=∑𝑁𝑖=0 𝑐𝑜𝑟𝑟𝑒𝑙(𝑇, 𝐵) +  𝑐𝑜𝑟𝑟𝑒𝑙(𝑇, 𝐷) +

 𝑐𝑜𝑟𝑟𝑒𝑙(𝐵, 𝐷) 

                       // D: deadline, B: Budget 

7.      R= Distribution score (rank)  //assign distribution score value to R 

8.       If optimize go to step 9 else go to step 5 

9. End while 

10. Schedule according to distribution score 

11. Analysis of Scheduling 

12. Analysis of  the parameters total execution cost (TEC), total execution 

time (TET) 

13. End  

 

 

 

Algorithm 2 Algorithm for extracting input workflow tasks of W (W is the 

name of workflow) 

 

1. Begin 

2. Initialize number of resources and workflow 

3. N  = VM   (number of resources) 

4. W = Workflow 

5. Parse input workflow 

6. while (W) 

7. start 

8. Parse 𝑊𝑖 

9. Extract tasks 

10. 𝑇𝑖 = 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑝𝑎𝑡ℎ(𝑊𝑖  )             //call algorithm 3 

11. End 

12. X=  ∑𝑛𝑖=1 𝑇𝑖 + 𝑊𝑖 

13. Return X 
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14. End 

 

Algorithm 3 Find Critical Path (Wi) 

1. Begin 

2. Cp=Ø, taski = taskexit,    // Here, Cp is Critical path 

3. While (taski != taskentry)  

do 

4. Calculate critical parent taskp of  taski 

5. 𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝑝𝑎𝑟𝑒𝑛𝑡(𝑡𝑎𝑠𝑘𝑖) =

{𝑡𝑎𝑠𝑘𝑝|𝑚𝑎𝑥𝑡𝑎𝑠𝑘𝑝{finishtime+totaltime}} 

6. Cp=Cp U taskp 

7. taski= taskp 

8. End While 

9. Return Cp 

10. End 

To start the ranking process of input workflow, algorithm 1 has been called. Here, T is 

workflow task execution time. D is deadline of tasks and B is budget of input 

workflow tasks.In statement 3, algorithm 2 for extraction of input workflow tasks has 

been called. Here, N is total VMs taken as input and W is workflow selected.  

Statement 8 of the algorithm 2 is used for parsing step by step various tasks of 

workflow. Statement 10 is used to call algorithm 3 which is based on critical path 

selection of input workflow tasks. Here, taski is used to represent each task of the 

workflow iteratively. Taskentry is used to represent first topmost task of the workflow. 

Then it calculated the distributed score value for each task which is based on 

correlation between time, budget, and deadlines. Variable R is used for this score 

value. 

4.5 Experiment Results and Analysis 

In Distributed HEFT ranking system. Based on TEC and TET, input scientific 

workflows are validated. The simulation experiments have been implemented on 

cloudSim simulator. To access comparative results, ranked tasks with HEFT, Fuzzy 

HEFT and distributed HEFT methodology have been scheduled on cloud resources 

[13]. 

Comparison of the proposed ranking method with methods already in use:  
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Proposed method- Distributed HEFT 

The existing method for comparison- Fuzzy_HEFT and HEFT 

The experimental results show positive results for the suggested method. Comparing 

the scheduled time, efficiency, and schedule length with other well-known task 

scheduling algorithms shows the success of the proposed heuristic. The comparison 

of the proposed task ranking method named Distributed HEFT ranking method has 

been done using various scientific workflows listed below: 

• MONTAGE 

• CYBERSHAKE 

• LIGO 

• GENOME 

• SIPHT 

In all cases, the comparison has been done on two parameters which are: 

• Comparison based on TEC (Total Execution Cost) 

• Comparison based on TET (Total Execution Time) 

As shown in Table 4.1, the simulation-based outcome has been represented for SIPHT 

workflow where TET and TEC based comparison of Distributed HEFT task ranking 

method is done with existing methods. 

Table 4.1: Comparison of the proposed Ranking method based on TET and TEC 

parameters using SIPHT workflow 

Algorithm HEFT FUZZY_HEFT Distributed HEFT 

No of VMs  

/ Parameter 

TET TEC TET TEC TET TEC 

2 24.06 5621.855 6.59 4551.063 5.39 4349.063 

4 42.16 10010.35 13.26 8604.69 12.06 8402.69 

6 39.05 13457.19 15.13 12126.43 13.93 11924.43 

8 53.98 13524.39 35.83 14266.19 34.63 14064.19 

10 88.61 17541.09 30.77 16959.17 29.57 16757.17 

12 63.5 20457.6 33.34 19966.58 32.14 19764.58 

14 53.64 21666.64 34.06 22433.37 32.86 22231.37 

16 63.21 25786.99 56.59 30113.12 55.39 29911.12 
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It is clear from table 4.1 that TET as well as TEC values of Distributed HEFT for 

VMs from 2 to 20 is less than TET, TEC of Fuzzy HEFT and of HEFT algorithms. 

Figure 4.9 onwards in this chapter provides a graphical representation of cost or time 

parameters for different scientific workflows.  

Colour indications in resultant graphs are as below: 

• Blue color expressing HEFT algorithm,  

• Orange color expressing Fuzzy HEFT algorithm and 

• Green Color expressing Distributed HEFT 

 

 

Figure 4.9: Comparison based on TET for SIPHT Workflow 

In figure 4.9 as shown above, parameter Total Execution Time (TET) based 

comparison has been performed using data sets of SIPHT scientific workflow. The X-

axis of the figure expresses the time in seconds and the y-axis expresses the total 

number of VMs used. It is clear that the time taken by Distributed HEFT algorithm to 

execute workflow tasks on 2 to 20 VMs is less than Fuzzy HEFT and HEFT 

algorithms. 

18 94.3 33483.56 76.36 33231.33 75.16 33029.33 

20 73.04 34113.99 63.55 33013.34 62.35 32811.34 

VMs 

TET_HEFT                         TET_Fuzzy HEFT                        TET_DistributedHEFT 
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Figure 4.10.: Comparison based on TEC for SIPHT Workflow 

As shown in figure 4.10, parameter Total Execution Cost (TEC) based comparison 

has been performed using data sets of SIPHT scientific workflow. The X-axis of the 

figure expressed cost in rupees and the y-axis expresses the total number of VMs 

used. 

Table 4.2: Comparison of the proposed Ranking method based on TET and TEC 

parameters using MONTAGE workflow  

Algorithm  HEFT FUZZY_HEFT Distributed HEFT 

No of VMs  

/ Parameter 

TET TEC TET TEC TET TEC 

2 1.0 1.0 1.0 1.0 1.0 1.0 

4 16.1 448.4 2.7 301.0 1.9 190.0 

6 18.7 629.3 2.8 358.0 2.0 247.0 

8 22.0 732.0 5.0 497.5 4.2 386.5 

10 26.5 1094.2 5.8 497.5 5.0 386.5 

12 28.9 1018.4 7.8 1148.3 7.0 1037.3 

14 32.2 1330.8 8.6 1132.7 7.8 1021.7 

16 33.2 1289.6 10.5 1481.9 9.7 1370.9 

18 36.1 1539.4 9.7 1280.0 8.9 1169.0 

20 37.3 1419.9 12.4 1746.8 11.6 1635.8 

 TEC _HEFT                         TEC_Fuzzy HEFT                       TEC_DistributedHEFT 

 

VMs 

 TEC _HEFT                         TEC_Fuzzy HEFT                       TEC_DistributedHEFT 
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Same as the case of SIPHT, MONTAGE workflow has been accepted as input 

workflow. As shown in table 4.2, Distributed HEFT method has provided better 

results in the case of managing cost and time.  

 

Figure 4.11: Comparison based on TET for MONTAGE Workflow 

As shown in figure 4.11, parameter Total Execution Time (TET) based comparison 

has been performed using data sets of MONTAGE scientific workflow. The X-axis of 

the figure represents time in seconds and the y-axis expresses the total number of 

VMs used. Here, it is clear that time taken by HEFT algorithm to execute workflow 

tasks on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. 

Also distributed HEFT method is an improvement in time consumed during mapping 

tasks on cloud VMs. 

 

Figure 4.12: Comparison based on TEC for MONTAGE Workflow 

  TEC _HEFT                         TEC_Fuzzy HEFT                       TEC_DistributedHEFT 

 

  TET_HEFT                           TET_Fuzzy HEFT                        TET_DistributedHEFT 

 

VMs 

VMs 
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As shown in figure 4.12, parameter Total Execution Cost (TEC) based comparison 

has been done using data sets of MONTAGE scientific workflow. The X-axis of the 

figure represents cost in rupees and the y-axis expresses the total number of VMs used 

tasks scheduling. Here, it is clear that cost consumed by HEFT algorithm to execute 

workflow tasks on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT 

algorithm. Also distributed HEFT method is an improvement in cost consumed during 

mapping tasks on cloud VMs. 

Table 4.3: Comparison of the proposed Ranking method based on TET and TEC 

parameters using CYBERSHAKE workflow 

Algorithm  HEFT FUZZY_HEFT Distributed HEFT 

No of VMs  

/ Parameter 

TET TEC TET TEC TET TEC 

2 1.0 1.0 1.0 1.0 1.0 1.0 

4 19.6 823.7 3.4 689.0 2.7 587.0 

6 25.3 1138.0 4.4 952.0 3.7 850.0 

8 27.1 1547.0 7.9 1519.4 7.2 1417.4 

10 30.9 1884.2 5.5 1690.7 4.8 1588.7 

12 31.8 1730.4 9.1 1725.1 8.4 1623.1 

14 37.8 2531.3 12.0 2464.7 11.3 2362.7 

16 35.3 2107.6 10.3 2732.9 9.6 2630.9 

18 38.8 2312.3 12.6 1991.0 11.9 1889.0 

20 40.5 2542.9 12.4 1983.9 11.7 1881.9 
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Figure 4.13: Comparison based on TET for CYBERSHAKE Workflow 

As shown in figure 4.13, parameter Total Execution Time (TET) based comparison 

has been performed using data sets of CYBERSHAKE scientific workflow. The X-

axis of the figure represents time in seconds and the y-axis expresses the total number 

of VMs used. Here, it is clear that time taken by HEFT algorithm to execute workflow 

tasks on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. 

Also distributed HEFT method is an improvement in time consumed during mapping 

tasks on cloud VMs. 

Figure 4.14 depicts parameter Total Execution Cost (TEC) based comparison for 

CYBERSHAKE scientific workflow. The X-axis of the figure represents cost in 

rupees and the y-axis represents the total number of VMs used for tasks scheduling. 

Here, it is examined that the cost consumed by HEFT algorithm to execute workflow 

tasks on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. 

Also distributed HEFT method is an improvement in cost consumed during mapping 

tasks on cloud VMs.  

 TET_HEFT                         TET_Fuzzy HEFT                        TET_DistributedHEFT 

 

VMs 
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Figure 4.14: Comparison based on TEC for CYBERSHAKE Workflow 

Table 4.4: Comparison of the proposed Ranking method based on TET and TEC 

parameters using LIGO workflow 

Algorithm  HEFT FUZZY_HEFT Distributed HEFT 

No of VMs  

/ Parameter 

TET TEC TET TEC TET TEC 

2 1.0 1.0 1.0 1.0 1.0 1.0 

4 45.9 2763.6 7.6 1468.2 5.5 1380.2 

6 66.9 4192.7 25.1 4023.4 23.0 3935.4 

8 36.7 4884.2 46.3 5701.0 44.2 5613.0 

10 69.8 5305.8 17.0 4709.4 14.9 4621.4 

12 103.4 7332.1 27.7 6272.5 25.6 6184.5 

14 60.0 7731.0 34.7 7551.5 32.6 7463.5 

16 152.3 10609.9 50.6 9949.2 48.5 9861.2 

18 88.8 11385.1 73.0 11189.0 70.9 11101.0 

20 154.2 13095.9 91.9 12583.8 89.8 12495.8 

 

 TEC _HEFT                        TEC_Fuzzy HEFT                       TEC_DistributedHEFT 

 

VMs 
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Figure 4.15: Comparison based on TET for LIGO Workflow 

As shown in figure 4.15, parameter Total Execution Time (TET) based comparison 

has been performed using data sets of LIGO scientific workflow. The X-axis of the 

figure represents time in seconds and the y-axis expresses the total number of VMs 

used. Here, it is clear that time taken by HEFT algorithm to execute workflow tasks 

on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. Also 

distributed HEFT method is an improvement in time consumed during mapping tasks 

on cloud VMs. 

 

Figure 4.16: Comparison based on TEC for LIGO Workflow 
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Figure 4.16 depicts parameter Total Execution Cost (TEC) based comparison for 

LIGO scientific workflow. The X-axis of the figure represents cost in rupees and the 

y-axis represents the total number of VMs used for tasks scheduling. Here, it is 

examined that the cost consumed by HEFT algorithm to execute workflow tasks on 

VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. Also 

distributed HEFT method is an improvement in cost consumed during mapping tasks 

on cloud VMs. 

Table 4.5: Comparison of the proposed Ranking method based on TET and TEC 

parameters using GENOME workflow 

Algorithm  HEFT FUZZY_HEFT Distributed HEFT 

No of VMs  

/Parameter 

TET TEC TET TEC TET TEC 

2 12.2 8825.2 23.2 9915.5 22.0 9795.5 

4 137.8 7549.6 73.2 27030.7 72.0 26910.7 

6 201.6 42511.9 133.8 42569.7 132.6 42449.7 

8 370.2 28155.5 315.7 41656.3 314.5 41536.3 

10 284.5 58872.2 745.2 86234.9 744.0 86114.9 

12 365.5 77034.6 546.8 88012.7 545.6 87892.7 

14 423.8 66005.0 317.8 93654.4 316.6 93534.4 

16 486.7 82720.6 402.0 106579.9 400.8 106459.9 

18 530.1 113448.6 791.0 123916.8 789.8 123796.8 

20 419.1 119935.5 491.2 139920.0 490.0 139800.0 
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Figure 4.17: Comparison based on TET for GENOME Workflow 

As shown in figure 4.17, parameter Total Execution Time (TET) based comparison 

has been performed using data sets of GENOME scientific workflow. The X-axis of 

the figure represents time in seconds and the y-axis expresses the total number of 

VMs used. Here, it is clear that time taken by HEFT algorithm to execute workflow 

tasks on VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. 

Also Distributed HEFT method is an improvement in time consumed during mapping 

tasks on cloud VMs. 

 

Figure 4.18: Comparison based on TEC for GENOME Workflow 
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Figure 4.18 depicts parameter Total Execution Cost (TEC) based comparison for 

GENOME scientific workflow. The X-axis of the figure represents cost in rupees and 

the y-axis represents the total number of VMs used for tasks scheduling. Here, it is 

examined that the cost consumed by HEFT algorithm to execute workflow tasks on 

VMs from 2 to 20 is high than Fuzzy HEFT and Distributed HEFT algorithm. Also 

distributed HEFT method is an improvement in cost consumed during mapping tasks 

on cloud VMs. 

From experimental analysis, we have found that the distributed HEFT is more 

efficient as compared to Fuzzy HEFT and HEFT-based ranking techniques. 

4.6 Summary 

In this chapter, a ranking algorithm is proposed for the scientific workflows that are 

highly effective for ranking tasks of input workflows. The proposed ranking 

algorithm is advance to the existing fuzzy HEFT algorithm. It minimized total 

execution time which is represented with TET in the above graphs and total execution 

cost represented as TEC in the above results-based graphs. For getting these results, 

mapping of tasks to VM resources has been done. The proposed algorithm named 

distributed HEFT has provided a better ranking system and so has minimized TEC 

and TET while scheduling tasks to VMs. In the future, we aim at providing enhanced 

scheduling algorithm to provide better results. 
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CHAPTER 5 

 

OPTIMIZING CLOUD USING 

TABU BAYESIAN WHALE 

OPTIMIZATION TECHNIQUE 

 

5.1 Introduction 

This chapter is all about improving the utilization of cloud resources as well as 

enhancing the performance of the cloud system. The experiment results illustrate a 

better outcome as the proposed algorithm decreases the total execution time, total 

execution cost in comparison with HEFT, Fuzzy-HEFT, GA, PSO, GA-PSO, and 

Whale optimization. Besides, it improves energy consumption and response time 

[173].  

 

5.2 Need for Task Migration 

Task Migration 

It is the process of migrating executing tasks from one host processor to another. 

Selecting a resource to place tasks is also a challenge in a cloud task mapping system. 
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Several issues need to be focused on while performing task migration as it is a kind of 

process which provides several benefits to cloud providers. 

Benefits of task Migration 

In a cloud system, task migration provides various benefits. Some of the benefits are 

described below. 

Load Balancing 

In a system, if the load on various resources is balanced then automatically it will 

enhance the performance of a system. 

Resource access 

Indeed, all resources are not available at all times across the network. So for access to 

a device, sometimes task migration is required.  

5.3 Proposed Algorithm 

5.3.1 TBW Optimization in Cloud Environment 

There is certainty to say that a cloud is an arrangement that allows any person to be its 

continuous consumer by providing maximum contentment to each being. Yet for 

optimizing it appropriately, it should be having maximum quality for all its services 

for both cloud providers as well as at the end of cloud users. Furthermore, rather than 

applying only workflow scheduling at run time, it is much supportive if the same is 

applied at its pre-stage. This process is explored in figure 5.1.  

The explanation of the proposed work with the algorithm and flow chart of the 

methodology in detail is provided in this division. The concept of scheduling for 

optimization is implementation on the cloud. It is accepted on IaaS (Infrastructure-as-

a-Service). In a further study, it is acknowledged that a total of 20 VMs are proposed 

to be created at a time on IaaS. It means tasks assignment to VMs should be in 

perfection.  

The best part of this proposed stride is more towards cloud best utilization in terms of 

VMs. So, more and more the VMs are utilized in terms of resources, the best is cloud 

and highly recommendable by all.  
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Figure 5.1: TBW Optimization Technique in a cloud environment 
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Methodology Steps 

• Input the workflows 

• Parse the tasks 

• Ranking of tasks 

• Provides the virtual machines according to ranking-based paths 

• Initialize the optimization  

• Update the status of the fitness function 

• Check the output is optimized or not. If yes then analyze otherwise again 

initialize 

• Analyze the total resource utilization 

TBW algorithm is denoted as optimization algorithm as it works step by step to find 

an optimum solution based on objective functions. 

These all steps are a part of the schedule which is a major measurement to manage a 

cloud suitably and resourcefully so that not any Virtual Machine should be free for a 

while even and not even any virtual machine should have tasks assignment in a queue. 

A scheduler decides which task/job should go to which machine. The whole process is 

executed on one server. Two main operations performed in the setup are: searching 

underutilized VMs and searching over-utilized VMs. 

TBW algorithm is capable of avoiding local optima. So, it is suitable for most of the 

applications which occur practically. Apart from this, no alterations are performed in 

the algorithm for solving different constrained or unconstraint optimization problems. 

The first type of force attracts the nodes towards these nodes, and the second type of 

force pulls them towards the neighbourhood nodes on the path. The movement of 

vertexes is determined by using Eqn. 5.1.: 

( ) ( )11 2 −+ +−+−=  jjjjiijj YYYKYXwY                                     (5.1) 

Where
iX  is x coordinate of the customer i and

jY  is y coordinate of node j, 
ijw is the 

coefficient of the interaction between node i and node j.   and  are the constant 

weights.  
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jiYXd is the Euclidean distance between node i and node j and here the function

  is Gaussian function denoted as 
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d
. Since ijw  is the derivation of the 

energy function E, it implies that this model would be gradient descent to reach the 

global optimization. Furthermore, the update function is shown in Eqn. 5.2: 

( )   −+−= +

j

jj

i j

YX YYKdKE
ji

2

1,ln  (3)           (5.2) 

This model analyzes the route formulation with a new point of view, such that it can 

provide us with a view that the 'virtual' force imposed on nodes playing an important 

role to formulate a route. 

The shortest-path tree was firstly formulated to prepare the routes for the set covering 

model. 2-cycle elimination procedure was applied in shortest path tree algorithm to 

get the minimum marginal cost from depot to the node i defined as ( )tqH i ,  shown in 

Eqn. 5.3. 
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min,

;00,0

(5.3)  

Where
ii banda are the lower bound and upper bound of the time windows, q is the 

demand of all customers, t is the time to reach customer j, 't  is the time to reach 

customer I, 'q is the demand of all previously visited customers.  

For all j, q, t such that jjj btaandQqqNj  , . ( )tqpi , is the predecessor of 

node i associated with ( )tqHi , .   

The original set covering model can be described using Eqn. 5.4 as below:  
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(5.4) 

where dX is the number of routes, cX is the total travelled distance, irr  = 1 if customer 

i will be visited by path r otherwise 0, rc is the cost of route r, rx is the binary integer 

value equal to 1 if path r is used and 0 otherwise,  R is the feasible route set.  

(1) There will be at least one route serving each customer. (2) (3) ensure that the 

number of customers and distance travelled are integer.  

Then the dual can be available by imposing cdi  ,,  multipliers on the constraints 

(1), (2), and (3), which turn out as expressed in Eqn. 5.5 below. 

r
dNi

cdirirr crcc 


−−−=
)(\

           (5.5) 

Since the route ( )11,0 ,, +kk iiii   cost was defined as 
=

+

K

k
ii

kk
c

0
1

, then the reduced cost 

can be defined as shown in Eqn. 5.6. 

( ) iijcij cc  −−= 1             (5.6) 

It is mandatory that not any task should go in the waiting queue and not even any 

resource should go underutilized. It means, to increase resources utilization, it is a 

high requirement that scheduling should be pre-planned. The cloud promotion is 

dependent on valuable products supply as per demand and as per quick need. Every 

individual wants a facility that should be cost-effective as well as well planned. Apart 

from this, the selection of the right cloud is also a facility among consumers of cloud. 

In today's advanced world of technology, cloud and its applications have provided 

various techniques. While the literature survey, many papers have been studied 

related to workflow mapping of tasks to the resources in cloud environment. It has 
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been analyzed that it depends on the static configuration of a virtual machine, which 

is not a real condition. Rather than only work for managing cloud resources, it has 

been formulated that betterment in terms of cost and time saving must be important 

parameters. For all this system, if the distribution of tasks should not be randomly 

then improvement can be high. Random distribution of tasks has been done in 

existing works [26]. Also, optimize the task depends on a single objective, which is 

sometimes a conflict like time and cost. Furthermore, only workflow dependency is 

the main aspect on which deadlines are dependent. Also, in existing approaches, 

optimization use local VM or global Datacenter. 

In the proposed ideology, 3 algorithms are used:-Use of Tabu Search, Use of Bayesian 

Optimization, and Use of Whale Optimization. 

Then all 3 steps have been combined to make it TBW Scheduling Approach 

• Tabu Search 

▪ Input to tabu search method is: ranked tasks mapped to VMs 

▪ Apply tabu search algorithm to find neighbors of current VM.  

▪ It works iteratively. 

▪ If a neighbor is less utilized than the current VM then add such neighbor in 

the tabu list. 

▪ The result after applying tabu search:  

▪ A final list of VMs which are not efficiently utilized. 

▪ After this, the research has targeted tasks of these VMs and migrated them  

on other VMs but without making Queue. 

• Use of Bayesian Optimization 

▪ Works for choosing the best combination for mapping tasks of not properly 

utilized VMs on utilized VMs 

▪ Targets tasks of the VMs which are not efficiently utilized and Targets 

those VMs which are underutilized category 

▪ Provides all combinations of VMs where tasks can be shifted.  

• Whale optimization 

▪ Takes input from Bayesian Optimization. 

▪ Based on its objective functions, chooses the best combination and shifts 

tasks on VMs efficiently without increasing TEC and TET. 

▪ Overall results: Better results than GA-PSO for scientific workflows 
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5.3.2 Process of TBW Algorithm  

Figure 5.1 elaborates all steps of TBW algorithm. Tabu Search is an important Meta 

heuristic optimization algorithm. It is an effective local search approach. It is denoted 

as TS algorithm also. It is considered as a performance enhancement and optimization 

method as it uses a guided local search procedure and so rejects moves to those 

resources which are already visited. 

 It works iteratively and each next iteration results in a better solution. It is useful in 

several applications like scheduling, energy distribution, pattern classification, 

telecommunications, resource planning, waste management, biomedical analysis, and 

more. It provides enhanced performance by a better local search approach. Tabu 

optimization algorithm works on tasks already mapped to VMs. Then it targets next to 

the next neighbors of each VM. It works fast and is dynamic. Apart from this, it 

doesn’t repeat already covered VMs. If a neighbor is less utilized than the current VM 

then adds such neighbor in the tabu list. The result after applying tabu search is an 

array named TL. TL is a tabu list which is the final list of VMs which are not 

efficiently utilized. 

Now the next stage of the proposed algorithm is task migration from those VMs 

shared by the tabu optimization algorithm to other VMs but without increasing cost 

and time parameters. So, Bayesian Optimization is used here. It provides all 

combinations where such underutilized VMs tasks can be migrated without crossing 

deadlines and other constraints. It targets tasks of the VMs which are not efficiently 

utilized and Targets those VMs which are underutilized category. The stage ahead in 

this TBW approach is the whale optimization algorithm. Whale Optimizer is a smart 

intelligent scheduling algorithm that perfectly calculates the fitness value of the 

system. It works dynamically and reduces randomness. It mimics the hunting nature of 

humpback whales which are intelligent kinds of fish. The whales have cells as 

intelligent as can judge, feel and show emotions. They behave like human beings. They 

are mostly observed as living in groups. To perform optimization, these whales work 

as below: 

Search for prey (Also called exploration phase):In this phase, the whales search for the 

prey randomly. These whales are smart to find out the location of the prey, so they 
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encircle them. It assumes the targeted prey as the current best solution.  

The bubble-net feeding hunting strategy is the basic inspiration of the whale 

optimization algorithm as shown in figure 5.2. This is a unique behaviour and it is 

examined only in humpback whales. It works as the best search agent to chase the 

prey. Also, it uses the concept of spiral attack for bubble-net attack. 

 

Figure 5.2: Humpback whales Bubble-net feeding behavior [185] 

It has its objective functions. Both local and global optimization is possible in this 

TBW approach. The whale is a highly smart algorithm and it copies simple ideas 

from nature. It takes input from Bayesian Optimization. Then it works on its objective 

functions and chooses the best combination and shifts tasks on VMs efficiently. In the 

whole process, TEC and TET are calculated.  

Input: Scientific Workflow and VMs= V1 to V20 

Output: Analysis of scheduling and performance parameters. 

The following equations 5.7 to 5.11 have been used to calculate TET and TEC in the 

whole process. 

Tt = ∑TR + ∑TP + ∑TW    (5.7) 

Total time for executing a workflow on cloud VM is calculated as addition of 

processing time, waiting time and its time until it is received completely. This 

calculation is shown in Eqn. 5.7. 

Equation 5.8 expresses the actual cost of complete process as below: 

Actual Cost = Total cost of under deadline processing +Deadline crossed Task Cost   

          (5.8) 

Here total cost itself is addition of movement factor (MF) and cost factor (CF) which 

can be directly calculated using equations 5.9 and 5.10 as below: 
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MF = Number of Migrations /used VMs    (5.9) 

CF = (Process Cost * task memory)/ involved VMs    (5.10) 

The Pseudo Code of Proposed TBW Optimization Algorithm has been provided 

as below: 

Algorithm 4: TBW optimization algorithm 

1. BEGIN 

2. Take input as ranked scheduled Tasks on VMs 

3. VMs= TABU (task, rank)           // call algorithm 5 

4. Tc<- Task all combination 

5. Xfinal= Bayesopt(VMs, Tc)            // call algorithm 6 

6. For each Xfinal(i) 

7.  Whale(i)<-Xfinal(i)        //whale optimization used 

8.  Update whale parameters a, A, C and L 

9.  Calculate distance Between each whale(i) 

10.  D= C. Xfinal–Xrand 

11.  If (A<1) 

12.   Update  current whale position 

13.   X(t+1)=1/data centre {1/VM (Memory cost + processor 

cost + time delay)} 

14.   Else 

15.   X(t)<-threshold 

16.  End if 

17. End for 

18. Th<-threshold 

19. According to Th, migrate task to VM 

20. Analyze the parameters total execution cost (TEC) ,total execution 

time(TET), response time (RT) and energy consumption (EC). 

21. END  
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Algorithm 5: TABU  (task, rank) 

//Input to TABU: ranked tasks already Mapped on VMs 

1. BEGIN 

2. Set T=task with rank and Iteration  

3. = N 

4. m = 0 

5. for it = 0 to N  do 

6. m = m+1 

7. Execute searching neighbor ( 𝑇, 𝑇𝑚)             //Tasks are ranked  

8. Execute searching VM based on tasks mapped on it 

9. 𝑖𝑓(𝑖𝑡 = 𝑁)  then 

𝑉𝑀𝑠 ← 𝑇𝑎𝑏𝑢𝑙𝑖𝑠𝑡(𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒 𝑡𝑎𝑠𝑘 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒) 

10. else 

                                 it =it+1              // next iteration and run whole process  

11. Return  𝑉𝑀𝑠 

12. End if 

13. End for 

14. END 

 

Algorithm 6:  Bayesopt (VMs,Tc) 

1. Begin 

2. Initial combination X0<- Tc 

3. Bound of length Øɛ {XL,Xu} 

4. Øp ɛ u{XL,Xu,P} 

5. Work flow size:K 

6. For  t=1 to taski 

a. X1:n=argmax αt(X|Pr(XL-1,Ø1:n) 

b. Xfinal=Evaluate(XL-1, X1:n) 

7. End for  

8. Return Xfinal 

9. END 
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Algorithm 4 named TBW optimization algorithm is used to start the process of TBW 

optimization on cloud environment. It works on already mapped tasks which are 

successfully ranked and then scheduled on different VMs in cloud system. Here to 

find out less utilized VMs, tabu search algorithm (algorithm 5) is called. It works in N 

iterations. N is total VMs in the system. Here T is input task of the workflow. It works 

in forward direction and provides optimize tabu list which is collection of less utilized 

VMs in the system. Variable VMs provides the less utilize VMs list which has been 

used as input by Bayesian optimization algorithm in TBW optimization algorithm. 

Step 5 of the algorithm 4 is used to call algorithm 6 which is Bayesian optimization 

process execution. It targets VMs which are underutilized (list provided by tabu 

search algorithm 5) and uses Tcfor all tasks combinations. It works on selection of best 

combination of tasks among all tasks list provided by tabu search. X0 is used for input 

tasks combinations list. XL represents lower bounds and XU represents upper bound 

limit. K represents size of input workflow. Variable Xfinalprovides list of best 

combination of underutilized VMs tasks which can be migrated on other VMs. 

Step 7 of algorithm 4 used whale optimization concept. Here, a, A, C and L are whale 

parameters used as coefficient vectors during tasks migration from underutilized VMs 

to other VMs but without making any queue. D is used to calculate distance between 

each whale during its execution. T is current iteration of whale process. X(t) is 

position vector of best solution obtained during the process. After statement 11, the 

search agent will move towards best search agent. Also, the complete process has 

analyzed the scheduling based on time, cost, response time, and energy consumption 

parameters. 

 

5.4  Experimental Results and Analysis 

The validation is performed via simulation-based experiments. The efficiency of 

TBW has been analyzed with the simulation-based results of scheduling different 

workflow tasks on various VMS using TBW algorithm. The whole agenda of the 

proposed study and its implementation is to reduce the total cost and time consumed 

in the whole process of mappings input tasks to VMs. Pegasus site has supported 



  

 86   

 

providing information about input scientific workflows. Using cloud simulator, TBW 

(Tabu-Bayesian-Whale) scheduling algorithm has provided us better results as 

compared to existing scheduling and optimization algorithms. As the proposed 

algorithm is named as TBW algorithm and a Comparison of TET and TEC parameters 

of TBW Algorithm with state-of-the-art existing algorithms has been performed.  

Table 5.1 -5.5 summarizes the comparison of TBW with GA-PSO, PSO, GA, and 

WOA. The comparison is based on TET and TEC parameters. Table 5.1 as below 

provides the comparison of proposed approach named TBW algorithm with existing 

scheduling approaches PSO-GA, PSO, GA and Whale algorithm. Result provides 

better outcome of TBW approach as compare to existing approaches. 

Table 5.1: Comparison of TET and TEC parameters of Tabu Bayesian Whale (TBW) 

Algorithm with existing algorithms (for LIGO workflow) 

LIGO 

   

Nu

mb

er 

of 

VM  

PSO-GA  Tabu-

Bayesian-

Whale 

(TBW)  

PSO  GA  WHALE  

TET

(PS

O-

GA)  

TEC

(PS

O-

GA)  

TET(

TBW

)  

TEC(

TBW

)  

TET

(PS

O)  

TEC

(PS

O)  

TE

T(G

A) 

TE

C(G

A)  

TET(

WHA

LE)  

TEC(

WHA

LE)  

2 24.6 13.0 11.2 4.1 36.3 24.6 40.6 37.7 26.1 40.5 

4 29.1 17.1 12.0 6.5 39.3 30.5 43.3 57.2 40.5 43.2 

6 31.3 19.6 12.5 7.1 41.6 53.6 46.1 84.0 66.8 46.4 

8 33.5 30.8 13.0 11.1 44.6 83.1 49.6 107.

7 

95.4 50.1 

10 36.1 86.3 15.0 30.0 47.7 110.

7 

53.5 124.

4 

116.2 54.5 

12 40.2 108.

1 

16.7 42.3 52.0 124.

7 

58.4 135.

0 

127.4 59.0 

14 42.7 113.

8 

17.0 44.3 56.4 133.

1 

62.7 142.

0 

136.3 63.2 

16 49.1 128.

1 

17.5 50.0 62.3 142.

5 

66.7 147.

5 

142.6 65.9 

18 53.4 133.

6 

20.1 52.3 64.9 145.

7 

68.2 149.

3 

146.3 67.5 

20 60.4 141.

9 

23.4 55.0 68.4 149.

9 

69.9 151.

4 

148.4 68.4 
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Here we have worked upon five different types of scientific workflows MONTAGE, 

CYBERSHAKE, LIGO, GENOME, and SIPHT. Figures 5.3-5.13 show the 

performance of the TBW algorithm with existing optimization algorithms in terms of 

time and cost consumption. 

As per the data in table 5.1 we observe that the values of TET and TEC parameters for 

TBW approach are minimize for LIGO scientific workflow. Along the x-axis, the total 

VMs used parameter has been taken. Along the y-axis, in TEC graphs, cost (in 

rupees), and TET graphs, time (in ms) is taken. As shown in Table 5.1, the simulation-

based outcome has been represented for LIGO workflow where TET and TEC based 

comparison of TBW method is done with existing methods.  

  

Figure 5.3: Simulation results of TET and TEC parameters of scheduling LIGO 

workflow for different optimization algorithms 

In figure 5.3, TET refers to total execution time, TEC refers to total execution cost, 

PSO-GA is particle swarm optimization- genetic algorithm hybrid optimization 

algorithm, TBW is tabu Bayesian whale optimization algorithm, PSO is particle 

swarm optimization, GA is a genetic algorithm, and last but not the least is whale 

optimization.The X-axis of both left and right graphs of the figure refers to total VMs 

utilized in the system. A range of 2-20 VMS has been used. Here, LIGO workflow has 

been taken as input, and during optimization; TBW has given better results than others 

in the case of TET and TEC. 

Table 5.2 as below provides the comparison of proposed approach named TBW 

algorithm with existing scheduling approaches PSO-GA, PSO, GA and Whale 
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algorithm. Result provides better outcome of TBW approach as compare to existing 

approaches. The workflow named CYBERSHAKE has been selected as input 

workflow for it. 

Table 5.2: Comparison of TET and TEC parameters of Tabu Bayesian Whale (TBW) 

Algorithm with existing algorithms (for CYBERSHAKE workflow) 

CYBERSHAKE 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale 

(TBW) 

PSO GA WHALE 

TET(

PSO-

GA) 

TEC(

PSO-

GA) 

TET(

TBW

) 

TEC(

TBW

) 

TE

T(P

SO) 

TE

C(P

SO) 

TE

T(

GA

) 

TE

C(

GA

) 

TET(

WHA

LE) 

TEC(

WHA

LE) 

2 39.8 15.4 5.8 11.8 51.7 35.2 57.

1 

58.

3 

43.3 57.7 

4 44.0 21.8 8.1 12.4 55.6 54.5 61.

4 

81.

2 

66.1 62.3 

6 47.3 44.4 15.9 13.4 59.5 80.7 66.

2 

103

.1 

90.8 67.6 

8 51.5 73.3 27.7 14.8 64.5 103.

9 

72.

0 

119

.8 

110.6 73.6 

10 55.9 100.4 38.8 16.2 70.0 120.

3 

78.

2 

131

.0 

123.9 79.8 

12 62.0 114.0 45.4 17.0 76.9 130.

6 

84.

4 

138

.5 

132.6 85.2 

14 68.2 122.3 48.8 18.1 83.0 137.

5 

89.

0 

143

.2 

138.8 89.2 

16 76.6 131.5 52.3 20.2 88.7 143.

0 

92.

4 

146

.3 

142.3 91.4 

18 80.3 134.7 53.6 21.7 90.7 144.

7 

93.

5 

147

.2 

144.2 92.6 

20 85.2 138.8 54.9 23.3 93.2 146.

8 

94.

7 

148

.3 

145.3 93.2 
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Figure 5.4:  Simulation results of TET and TEC parameters of scheduling 

CYBERSHAKE workflow for different optimization algorithms 

  

Figure 5.5: Simulation results of TET and TEC parameters of scheduling GENOME 

workflow for different optimization algorithms 

Same as the case of LIGO, CYBERSHAKE workflow has been accepted as input 

workflow and TBW has given better results in the case of managing cost and time. 

Figure 5.4 shows the results based on total execution Time (TET) and total execution 

cost (TEC). Again results are better in the case of TBW algorithm. The X-axis of both 

left and right graphs of the figure refers to total VMs utilized in the system. A range of 

2-20 VMs has been used.  

Table 5.3 provides the comparison of proposed approach named TBW algorithm with 

existing scheduling approaches PSO-GA, PSO, GA and Whale algorithm. Result 

provides better outcome of TBW approach as compare to existing approaches. The 

workflow named GENOME has been selected as input workflow for it. 
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Table 5.3: Comparison of TET and TEC parameters of Tabu Bayesian Whale (TBW) 

Algorithm with existing algorithms (for GENOME workflow) 

GENOME 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale 

(TBW) 

PSO GA WHALE 

TET(

PSO-

GA) 

TEC(

PSO-

GA) 

TET(

TBW

) 

TEC(

TBW

) 

TE

T(P

SO) 

TE

C(P

SO) 

TE

T(

GA

) 

TE

C(

GA

) 

TET(

WHA

LE) 

TEC(

WHA

LE) 

2 39.1 13.6 12.8 10.2 50.6 32.2 56.

0 

44.

7 

36.3 56.7 

4 42.6 23.0 13.8 17.5 54.3 43.4 60.

4 

54.

8 

47.3 61.4 

6 46.1 35.9 15.0 27.7 58.6 54.1 65.

3 

62.

9 

56.7 66.5 

8 50.4 47.3 16.2 37.5 63.7 62.3 70.

7 

68.

7 

63.5 71.7 

10 55.3 55.3 17.3 44.6 69.2 67.8 75.

7 

72.

5 

68.1 76.3 

12 61.4 60.4 18.7 49.1 74.7 71.5 79.

9 

75.

0 

71.1 79.7 

14 66.8 63.7 20.2 51.8 78.7 73.8 82.

5 

76.

4 

73.0 81.9 

16 71.8 66.4 22.0 53.8 81.7 75.3 84.

2 

77.

3 

74.0 83.0 

18 73.6 67.2 22.7 54.5 82.7 75.7 84.

7 

77.

5 

74.5 83.5 

20 75.8 68.2 23.6 55.1 83.8 76.2 85.

3 

77.

7 

74.7 83.8 

 

Same like above cases, tasks of GENOME workflow have been accepted as input and 

TBW has given better results in the case of managing cost and time as shown in figure 

5.5. The X-axis of both left and right graphs of the figure refers to total VMs utilized 

in the system. A range of 2-20 VMS has been used. 

Table 5.4 as below provides the comparison of proposed approach named TBW 

algorithm with existing scheduling approaches PSO-GA, PSO, GA and Whale 

algorithm. Result provides better outcome of TBW approach as compare to existing 

approaches. The workflow named SIPHT has been selected as input workflow for it. 
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Table 5.4: Comparison of TET and TEC parameters of Tabu Bayesian Whale (TBW) 

Algorithm with existing algorithms (for SIPHT workflow) 

SIPHT 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale 

(TBW) 

PSO GA WHALE 

TET(

PSO-

GA) 

TEC(

PSO-

GA) 

TET(

TBW

) 

TEC(

TBW

) 

TE

T(P

SO) 

TE

C(P

SO) 

TE

T(

GA

) 

TE

C(

GA

) 

TET(

WHA

LE) 

TEC(

WHA

LE) 

2 30.3 52.1 13.6 15.9 41.0 64.6 45.5 71.4 65.6 45.7 

4 32.9 56.5 14.7 25.8 43.9 69.6 48.9 77.3 71.1 49.3 

6 35.7 61.4 16.0 37.0 47.3 75.5 52.7 83.7 77.3 53.0 

8 39.1 67.1 17.1 46.5 51.1 82.1 56.4 90.2 84.0 56.6 

10 43.1 74.0 18.3 53.0 55.1 88.9 59.8 95.9 90.4 59.5 

12 47.2 81.2 19.8 57.0 58.6 94.9 62.3 100.

3 

95.6 61.6 

14 51.0 87.7 21.4 59.7 61.1 99.3 63.9 103.

0 

99.2 62.8 

16 53.5 91.9 22.7 61.2 62.7 102.

0 

64.8 104.

5 

101.1 63.4 

18 54.9 94.4 23.5 62.0 63.3 103.

1 

65.0 104.

9 

101.9 63.6 

20 55.7 95.8 23.9 62.3 63.7 103.

8 

65.2 105.

3 

102.3 63.7 

 

  

Figure 5.6: Simulation results of TET and TEC parameters of scheduling SIPHT 

workflow for the different optimization algorithm. 
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The above results in figure 5.6 are representing comparison of TBW algorithm with 

GA-PSO, Whale, GA, and PSO algorithms for SIPHT workflow. TBW has provided 

better results in terms of both execution time and cost consumption parameters. The 

X-axis of both left and right graphs of the figure refers to total VMs utilized in the 

system. A range of 2-20 VMS has been used. 

Table 5.5 as below provides the comparison of proposed approach named TBW 

algorithm with existing scheduling approaches PSO-GA, PSO, GA and Whale 

algorithm. Result provides better outcome of TBW approach as compare to existing 

approaches. The workflow named MONTAGE has been selected as input workflow 

for it. 

Table 5.5:  Comparison of TET and TEC parameters of Tabu Bayesian Whale (TBW) 

Algorithm with existing algorithms (for MONTAGE workflow) 

MONTAGE 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale 

(TBW) 

PSO GA WHALE 

TET(

PSO-

GA) 

TEC(

PSO-

GA) 

TET(

TBW

) 

TEC(

TBW

) 

TE

T(P

SO) 

TE

C(P

SO) 

TE

T(

GA

) 

TE

C(

GA

) 

TET(

WHA

LE) 

TEC(

WHA

LE) 

2 27.6 50.3 10.2 16.8 38.4 63.1 43.2 70.3 64.4 43.5 

4 30.3 54.9 11.4 27.4 41.6 68.6 46.8 76.5 70.2 47.2 

6 33.4 60.2 12.5 37.8 45.2 74.8 50.5 82.9 76.7 50.8 

8 37.1 66.6 13.7 45.7 49.1 81.5 54.1 89.0 83.2 54.1 

10 41.1 73.6 15.1 51.0 52.8 87.9 57.0 94.1 89.0 56.6 

12 45.1 80.4 16.6 54.4 55.9 93.1 59.1 97.7 93.4 58.2 

14 48.2 85.8 18.1 56.5 57.9 96.7 60.3 99.8 96.2 59.1 

16 50.2 89.2 19.1 57.6 59.1 98.7 60.9 100.

8 

97.6 59.5 

18 51.3 91.1 19.7 58.1 59.5 99.4 61.1 101.

1 

98.1 59.7 

20 51.7 91.8 19.9 58.3 59.7 99.8 61.2 101.

3 

98.3 59.7 
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Since the main focus of our research is on four major parameters which are reduction 

in TET as well as TEC and minimizing the response time as well as energy 

consumption while mapping tasks on resources.  

In figure 5.7, Montage workflow has been selected as input workflow and again 

results showing TBW is better than other algorithms.  

Apart from this, if we consider the other parameters like response time (RT) and 

energy consumption (EC) then it can be analyzed from the following graphical 

representations that our proposed approach TBW has successfully provided an 

improvement over previous algorithms. 

  

Figure 5.7: Simulation results of TET and TEC parameters of scheduling MONTAGE 

workflow for different optimization algorithms 

  

Figure 5.8: Simulation results of response time and energy consumption parameters of 

scheduling LIGO workflow for different optimization algorithms 
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Table 5.6: Comparison of Response Time and Energy Consumption of Tabu Bayesian 

Whale (TBW) Algorithm with existing algorithm (for LIGO workflow) 

LIGO  

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale (TBW) 

PSO GA WHALE 

RT(P

SO-

GA) 

EC(P

SO-

GA) 

RT(T

BW) 

EC(T

BW) 

RT(

PS

O) 

EC(

PS

O) 

RT

(G

A) 

EC

(G

A) 

RT(W

HAL

E) 

EC(W

HAL

E) 

2 9.5 5.8 5.4 0.6 16.6 14.9 16.

5 

20.

1 

14.4 14.1 

4 8.5 7.1 3.7 0.8 15.3 16.9 14.

7 

25.

9 

19.0 12.3 

6 8.0 7.8 3.6 0.8 13.2 24.1 12.

9 

33.

4 

26.7 10.9 

8 5.4 11.8 2.3 1.2 11.1 32.3 11.

8 

39.

4 

34.4 10.1 

10 2.1 28.7 1.0 3.1 9.9 39.5 11.

4 

42.

8 

39.3 9.9 

12 1.9 32.3 0.8 4.1 9.9 42.1 11.

4 

43.

4 

40.7 10.0 

14 1.9 33.4 0.8 3.9 9.9 42.4 11.

5 

42.

6 

40.3 10.0 

16 1.9 36.5 0.7 4.0 10.0 41.3 11.

6 

41.

3 

39.0 10.1 

18 2.0 33.2 0.8 4.0 10.1 39.7 11.

6 

40.

5 

37.5 10.1 

20 2.1 30.3 0.9 4.0 10.1 38.3 11.

6 

39.

8 

36.8 10.1 

Table 5.6 as shown above is showing the improvement in RT (response time) and EC 

(energy consumption) of the proposed method TBW which provided better results as 

compared to other existing techniques. Simulation results based on response time 

(RT) and energy consumption (EC) parameters have been represented in figures 5.8 to 

5.12 for various scientific workflows. 

The results in figure 5.8 are for LIGO workflow and a comparison of TBW algorithm 

has been done with GA-PSO, Whale, GA, and PSO algorithms. TBW has provided 

better results in terms of both parameters. The X-axis of both left and right graphs of 

the figure refers to total VMs utilized in the system. A range of 2-20 VMS has been 

used.Table 5.7 as below provides the response time and energy consumption based 
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comparison of proposed approach named TBW algorithm with existing scheduling 

approaches PSO-GA, PSO, GA and Whale algorithm. Result provides better outcome 

of TBW approach as compare to existing approaches. SIPHT workflow has been 

selected as input workflow for it. 

Table 5.7: Comparison of Response Time and Energy Consumption of Tabu Bayesian 

Whale (TBW) Algorithm with existing algorithm (for SIPHT workflow) 

SIPHT Workflow 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale (TBW) 

PSO GA WHALE 

RT(P

SO-

GA) 

EC(P

SO-

GA) 

RT(T

BW) 

EC(T

BW) 

RT(

PS

O) 

EC(

PS

O) 

RT

(G

A) 

EC

(G

A) 

RT(

WHA

LE) 

EC(

WHA

LE) 

2 2.9 19.1 1.7 0.8 10.9 27.2 12.

4 

28.

9 

25.7 10.9 

4 2.9 19.1 1.1 1.2 10.9 27.3 12.

4 

29.

2 

26.0 10.9 

6 2.9 19.2 0.9 1.6 10.9 27.7 12.

4 

29.

5 

26.4 10.9 

8 2.9 19.6 0.7 1.8 10.9 28.1 12.

4 

29.

8 

26.7 10.9 

10 2.9 20.2 0.7 1.9 10.9 28.4 12.

4 

29.

8 

26.9 10.9 

12 2.9 20.5 0.7 1.9 10.9 28.4 12.

4 

29.

8 

26.8 10.9 

14 2.9 20.4 0.7 2.0 10.9 28.3 12.

4 

29.

7 

26.7 10.9 

16 2.9 20.3 0.7 2.0 10.9 28.1 12.

4 

29.

6 

26.6 10.9 

18 2.9 20.1 0.8 2.0 10.9 28.1 12.

4 

29.

6 

26.6 10.9 

20 2.9 20.0 0.8 2.0 10.9 28.0 12.

4 

29.

5 

26.5 10.9 

In figure 5.9, SIPHT scientific workflow has been taken and a comparison of TBW 

algorithm has been done with existing state of the art approaches named GA-PSO, 

Whale, GA, and PSO algorithms. TBW has provided better results in terms of both 

Response Time and Energy Consumption parameters. The X-axis of both left and 

right graphs of the figure refers to total VMs utilized in the system. A range of 2-20 

VMS has been used. 
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Figure 5.9: Simulation results of response time and energy consumption parameters of 

scheduling SIPHT workflow for different optimization algorithms 

In table 5.8 as below, the response time and energy consumption based comparison of 

proposed approach named TBW algorithm with existing scheduling approaches PSO-

GA, PSO, GA and Whale algorithm has been done. Result provides better outcome of 

TBW approach as compare to existing approaches. GENOME workflow has been 

selected as input workflow for it. 

Table 5.8: Comparison of Response Time and Energy Consumption of Tabu Bayesian 

Whale (TBW) Algorithm with existing algorithm (for GENOME workflow) 

GENOME Workflow 

Numbe

r of 

VM 

PSO-GA Tabu-Bayesian-

Whale (TBW) 

PSO GA WHALE 

RT(P

SO-

GA) 

EC(P

SO-

GA) 

RT(T

BW) 

EC(T

BW) 

RT(

PSO

) 

EC(

PSO

) 

RT(

GA

) 

EC(

GA

) 

RT(W

HALE

) 

EC(W

HALE

) 

2 14.4 5.3 2.5 0.4 18.0 16.5 17.0 20.9 16.6 14.7 

4 9.2 8.4 1.6 0.6 15.0 19.6 15.4 23.3 19.4 13.6 

6 6.4 11.9 1.1 0.9 13.6 22.2 14.8 24.7 21.4 13.2 

8 5.3 14.6 0.9 1.2 13.1 23.6 14.7 25.2 22.3 13.2 

10 5.0 16.0 0.8 1.3 13.1 23.9 14.7 25.1 22.3 13.3 

12 5.1 16.2 0.8 1.3 13.2 23.7 14.9 24.7 21.9 13.4 

14 5.2 15.7 0.8 1.3 13.4 23.2 15.0 24.4 21.5 13.5 

16 5.4 15.1 0.8 1.3 13.5 22.8 15.0 24.1 21.2 13.5 

18 5.5 14.8 0.8 1.3 13.5 22.6 15.0 24.1 21.1 13.5 

20 5.6 14.5 0.9 1.3 13.6 22.5 15.1 24.0 21.0 13.6 
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In figure 5.10, GENOME scientific workflow has been taken and a comparison of 

TBW algorithm has been done with existing state of the art approaches named GA-

PSO, Whale, GA, and PSO algorithms. TBW has provided better results in terms of 

both Response Time and Energy Consumption parameters. The X-axis of both left 

and right graphs of the figure refers to total VMs utilized in the system. A range of 2-

20 VMS has been used. 

  

Figure 5.10: Simulation results of response time and energy consumption parameters 

of scheduling GENOME workflow for different optimization algorithms 

 

  

Figure 5.11: Simulation results of response time and energy consumption parameters 

of scheduling CYBERSHAKE workflow for different optimization algorithms 
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In table 5.9 as below, the response time and energy consumption based comparison of 

proposed approach named TBW algorithm with existing scheduling approaches PSO-

GA, PSO, GA and Whale algorithm has been done. Result provides better outcome of 

TBW approach as compare to existing approaches. CYBERSHAKE workflow has 

been selected as input workflow for it. 

Table 5.9: Comparison of Response Time and Energy Consumption of Tabu Bayesian 

Whale (TBW) Algorithm with existing algorithm (for CYBERSHAKE workflow) 

CYBERSHAKE Workflow 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale (TBW) 

PSO GA WHALE 

RT(P

SO-

GA) 

EC(P

SO-

GA) 

RT(T

BW) 

EC(T

BW) 

RT(

PS

O) 

EC(

PS

O) 

RT

(G

A) 

EC

(G

A) 

RT(

WHA

LE) 

EC(

WHA

LE) 

2 12.9 13.3 2.4 1.1 17.5 21.5 16.

0 

23.

0 

20.0 13.5 

4 10.1 13.4 3.3 1.1 14.3 21.5 13.

9 

22.

8 

19.9 11.8 

6 5.3 13.9 5.9 1.1 11.9 21.4 12.

7 

22.

5 

19.6 11.0 

8 3.5 13.2 9.3 1.1 11.0 20.9 12.

4 

22.

2 

19.3 10.8 

10 2.8 12.9 12.0 1.2 10.8 20.7 12.

3 

22.

1 

19.1 10.9 

12 2.7 12.6 13.4 1.1 10.8 20.6 12.

4 

22.

1 

19.1 10.9 

14 2.8 12.5 13.5 1.1 10.9 20.6 12.

5 

22.

1 

19.1 11.0 

16 2.9 12.6 12.9 1.1 11.0 20.6 12.

5 

22.

1 

19.1 11.0 

18 3.0 12.6 12.4 1.2 11.0 20.6 12.

5 

22.

1 

19.1 11.1 

20 3.1 12.6 11.8 1.3 11.1 20.6 12.

6 

22.

1 

19.1 11.1 

 

Figure 5.11 is using the CYBERSHAKE workflow. Results are again improved for 

TBW approach.X-axis of both the left and the right graphs of the figure refer to total 

VMs utilized in the system. A range of 2-20 VMS has been used during simulation. 
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Table 5.10: Comparison of Response Time and Energy Consumption of Tabu 

Bayesian Whale (TBW) Algorithm with existing algorithm (for MONTAGE 

workflow) 

MONTAGE Workflow 

Numb

er of 

VM 

PSO-GA Tabu-

Bayesian-

Whale (TBW) 

PSO GA WHALE 

RT(P

SO-

GA) 

EC(P

SO-

GA) 

RT(T

BW) 

EC(T

BW) 

RT(

PS

O) 

EC(

PS

O) 

RT

(G

A) 

EC

(G

A) 

RT(

WHA

LE) 

EC(

WHA

LE) 

2 2.7 24.7 1.8 1.3 10.8 32.3 12.

3 

33.

7 

30.7 10.8 

4 2.8 24.2 1.2 2.0 10.8 32.2 12.

3 

33.

7 

30.7 10.8 

6 2.8 24.0 1.0 2.5 10.8 32.2 12.

3 

33.

7 

30.8 10.8 

8 2.8 24.3 0.9 2.8 10.8 32.3 12.

3 

33.

6 

30.7 10.8 

10 2.8 24.4 0.9 2.9 10.8 32.1 12.

3 

33.

3 

30.4 10.8 

12 2.8 24.2 0.9 2.9 10.8 31.8 12.

3 

33.

0 

30.1 10.8 

14 2.8 23.7 1.0 2.9 10.8 31.4 12.

3 

32.

7 

29.8 10.8 

16 2.8 23.4 1.0 2.9 10.8 31.2 12.

3 

32.

6 

29.6 10.8 

18 2.8 23.1 1.0 2.9 10.8 31.1 12.

3 

32.

6 

29.6 10.8 

20 2.8 23.1 1.0 2.9 10.8 31.1 12.

3 

32.

6 

29.6 10.8 

Table 5.10 provides the response time and energy consumption based comparison of 

proposed approach named TBW algorithm has been done with state-of-the-art existing 

scheduling approaches named PSO-GA, PSO, GA and Whale algorithm. Result 

provides better outcome of TBW approach as compare to existing approaches. The 

workflow selected as input is MONTAGE workflow. 
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Figure 5.12: Simulation results of response time and energy consumption parameters 

of scheduling MONTAGE workflow for different optimization algorithms 

Figure 5.12 is using MONTAGE workflow and providing better results again. The X-

axis of both left and right graphs of the figure refers to total VMs utilized in the 

system. A range of 2-20 VMS has been used. It is observed that the energy 

consumption and response time show horizontal stability compared to an increase or 

decrease in VMs.  

5.5 Summary 

To manage the various challenges of scheduling in cloud computing environment, this 

chapter put across the workflow optimization algorithm based on Tabu Bayesian 

Whale optimization techniques. The objective is to formulate and propose the best fit 

schedule, which can efficiently facilitate the execution of workflow tasks in a 

minimum possible time, by utilizing the cloud computing resources to the maximum 

and also under the deadline constraints. Through the experiment outcome, it is 

confirmed that the proposed algorithm is the best fit which gives maximum real-time 

performance with further optimization abilities and thus proved to be an effective 

workflow scheduling algorithm in the cloud computing environment. The complex 

workflow scheduling challenge in cloud computing environments or infrastructure has 

shown the need for optimization.  

We have incorporated TBW optimizer scheduler for optimizing the TET, TEC, 

Response time and Energy consumption parameter with GA-PSO, PSO, GA, and 

WOA methods integrated with scientific workflows MONTAGE, CYBERSHAKE, 
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LIGO, GENOME, and SIPHT. The comparative data analytics shows that the TET 

and TEC parameters were most optimized with the WOA system compared to GA-

PSO, PSO, and GA by almost 22% and 25% respectively. It was also observed that 

scientific workflows MONTAGE and GENOME give an optimized result compared 

to its counterpart LIGO, CYBERSHAKE, and SIPHT. The TET and TEC parameter 

increases exponentially as the number of VMs increases and the same trend can be 

seen in the response time and energy consumption. We were also able to define the 

optimal stability for the cloud system when were the TET, TEC, response time and 

energy consumption works with efficiency up to 95% for the range of 8 to 14 VMs. 

This analysis was calculated by analyzing different minima and maxima comparisons 

for TBW with GA-PSO, PSO, GA, and WOA.  
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CHAPTER 6 

 

CONCLUSION AND FUTURE 

SCOPE 

 

6.1 Conclusion 

 

Cloud is one of the compassionate computing eras which offers services to make life 

more trustworthy, smart, and stress-free by a list of off-handed services which a 

person can utilize anytime anywhere with internet access. Yet, to make it best utilized 

from all aspects, it is required that analysis of whether all resources are perfectly 

supervised and utilized or not. If cloud consumption is imbalanced then such cloud 

use would be harmful to the environment also. It means, if under deadline constraints, 

a cloud is optimized and all resources are properly used then, it would increase the 

attraction of consumers and make it highly ecofriendly. 

We have proposed a ranking algorithm for the scientific workflows that are highly 

effective for ranking tasks of input workflows. The proposed ranking algorithm is 

advance to the existing fuzzy HEFT algorithm. It minimized total execution time 

which is represented with TET in the above graphs and total execution cost 
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represented as TEC in the above results-based graphs. For getting these results, 

mapping of tasks to VM resources has been done. The proposed algorithm named 

distributed HEFT has provided a better ranking system and so has minimized TEC 

and TET while scheduling tasks to VMs. In the future, we aim at providing enhanced 

scheduling algorithm to provide better results. 

Cloud system has provided myriad features for better management and optimization. 

The proposed framework is an efficient framework for time, cost as well as energy 

saving. Apart from this, response time is also the main aspect of this study. By using 

a ranking method for input tasks, it is better to schedule tasks in an optimized matter 

rather than simply map the tasks on cloud VMs. Also, the use of tabu and whale 

optimization has enhanced the performance of our proposed research as underutilized 

resources are freed from the system within time and cost constraints. In our future 

study, we will implement the framework using advanced optimization techniques in a 

cloud environment so that better resource utilization with minimum time and cost can 

be provided. These all features provide users betterment so that optimized results 

would be fetched. This paper proposed an advanced whale optimization algorithm 

integrated with tabu search. In further work, results with TBW advance approach will 

be calculated and also will be compared with existing optimization approaches like 

GA, PSO, and WOA.The various algorithms which are presented in the above 

literature survey are either linked with the task selection phase which is even objective 

1 of our proposed work or are related with the VM allocation phase which is objective 

2 of our study. Also, the target of researchers is to minimize various parameters like 

time, cost, energy consumption, response time, etc. 

If we consider the scheduling algorithms which are working for the task selection 

phase then the most common factors used are the earliest start time or the task finish 

time, task runtime, critical path tasks, and priorities of the tasks or selecting the tasks 

based on its ranking. Only providing task selection of input workflows is not 

sufficient for better cloud optimization. So, the resource selection phase is a 

succeeding and crucial phase of scheduling. The requirement of an optimal solution 

for scheduling tasks to the cloud resources for workflow execution is an important 

stage. For making resource selection most optimal, TET, TEC, energy consumption, 
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response time, resource utilization, deadline constraints, budget are widely considered 

parameters. Migration is another procedure employed for energy reduction by 

context-switching and turning off the idle servers; also the resources that exhibit 

minimum power consumption for executing the workflow task are selected for the 

execution. Better resource optimization has become a challenge if need large-scale 

data center's management like cloud system. Also, scientific workflows need careful 

and managed scheduling in the cloud. So, an efficient optimization algorithm is 

required for achieving high-performance results. This study has simulated an 

advanced algorithm named TBW which is used for better optimization in cloud 

systems under deadline constraints. Also, time and cost parameters have been 

controlled during scheduling. In this research work, input workflow tasks are not 

randomly mapped to VMs but are firstly ranked using a distributed-HEFT method and 

then mapping has been done using TBW method. Our proposed algorithm is better 

than existing algorithms of optimization. Even comparisons based on TEC, TEC, 

response time have been done. The evaluated results have provided better results than 

GA, PSO, and hybrid approaches of optimization. The proposed system is more 

effective as it has used effective optimization in a better way. 

 

6.2 Future Scope 

As per the literature survey, still there is scope for further improvement in the present 

scheduling solutions for scientific workflow in cloud computing. In this field, the 

following aspects describe important directions shortly. 

The proposed ranking approach can be implemented in a workflow engine and 

different methods can be used to perform the ranking of input tasks in a real 

environment. 

In the future, the execution time of workflows can also be considered which can 

further increase the effectiveness of the strategy. 
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Various screenshots of Research Work Execution: 

 

 

 

Comparison of Proposed Work with Existing Methodologies 

 

 

 



  

 129   

 

 

 

 

Above Screenshot is showing simulation code of HEFT algorithm when VM used are 

2. 

 

 

 

 

Output after execution of HEFT algorithm: 
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Below is screenshot of running Fuzzy Rank Algorithm: 

 

 

Output stored in simulation_out.csv file as below: 
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Distributed_HEFT Rank execution as below: 

 

 

Output file: 
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Implementation of GA PSO 
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Implementation of Whale Optimization: 

 

 

 

 

 

 

 

 


