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ABSTRACT 

 

Every Single embedded product has defects and finding flaws in the development 

process and resolving them prior to the product launch is significant. Verification and 

validation find the bugs in the software and report to the software developer to resolve 

reported bugs. Most of the time, test engineers don’t have sufficient time to complete 

all test cases to meet the product release deadlines. Test automation is the solution to 

this big problem. In this research work, we concentrated on automotive and home 

appliances embedded software test automation. Test automation is the best solution to 

achieve the deadline of the product release. Currently, Industries are using test 

management tools like LabVIEW, Test stand and Automation desk. These tools require 

expertise and a lot of manual configurations which increase the test automation time. 

This research work provides a novel solution to automate those manual efforts. One of 

these objectives generates test scripts from test cases to reduce manual efforts, time, 

and cost. Test automation is one of the essential aspects of the verification and 

validation of embedded software. Test automation plays a crucial role to meet the 

deadlines to launch a product. In terms of embedded software, display (graphical) 

validation is a bit complex to automate than text or numeric testing, where references 

are available for comparisons. In the second objective work, we addressed comparing 

digital images to find the similarity to facilitate the embedded software test automation. 

Embedded testing automation is widely used to reduce development time and cost. 

However, we cannot achieve 100% test automation due to dependency on a few manual 

observation aspects like the display output. Most of the embedded products have output 

displays that produce text, symbols or images and their testing is conducted manually. 

The manual observation involved can be automated with the presented work to reduce 

significant testing time and reduce paradox errors. In product development, 

stakeholders and top management summarise the concept and document the 

requirements in natural language. These ideas and descriptions are documented as 

software requirements by the technical department. Developers develop software 
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following this software requirement document. Testing this developed software derives 

test cases from natural language requirements and then does the testing method to locate 

the bugs. The Developers and Testers develop the test cases by understanding the 

requirements. Due to increasing the advanced features, deriving the test cases is 

monotonous and takes more time. This third research objective shows a method to 

automate this process, deriving test cases from NLP algorithms' requirements. This 

helpful approach to reduce the time and cost of software development. 

 

 

Keywords: Test Automation, LabVIEW, Test stand, Automation Desk, Machine 

learning, NLP, TensorFlow, Hardware-in-the-loo (HIL) 
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Chapter 1 INTRODUCTION 

 

This thesis focuses on test automation procedures and a novel framework design to 

reduce manual efforts in test automation. It also provided a novel solution to automate 

embedded vision software.  

 

1.1 THE TESTING BACKGROUNDS 

 

This research aims to fulfil the research gap between existing techniques of test 

automation and advanced machine learning test automation. Embedded System Product 

OEMs are spending massive money on product verification and validation. Manual 

testing takes enormous time and money. Embedded software validation is to validate 

that a product meets initial requirements, specifications, and regulations. 

Embedded systems-based devices are a combination of software and hardware. 

Software controls the components based on sensors inputs and functionality. This 

software, called embedded software, is downloaded into the microcontroller, which 

controls all device parts. Automotive, Medical, and Home Appliances related 

embedded devices directly affect a human if embedded software fails. 

Consider one automotive example: We call microcontroller ECU (Electronic Control 

Unit) in the automobile. Modern cars can have up to 60 plus ECUs for various functions 

such as Engine management system, chassis control, Power train and comfort systems. 

if any ECU software fails will affect human life directly. Proper validation and 

verification are essential before any product release. The embedded software is tested 

for its performance, reliability and validated as per the defined standard software 

requirements. 

Embedded Software testing inspect the software in terms of all requirements and ensure 

the quality that meets all the requirements. Embedded software testing is a standard 

method to ensure safety in critical products like medical, railways, aviation and 

automobile etc. More reliable testing is vital to award software safety accreditation. 
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1.2 TEST MANAGEMENT SOFTWARE'S 

 

There are few tests management software available which minimise the manual testing 

efforts. For example, d Space automation desk and the National instruments test stand.  

Automation Desk is an intelligent test automation tool for hardware-in-the-loop (HIL) 

testing ECUs Software. Automation Desk customers have to develop scripts using 

python programming.  

The ASAM standards allow reusing of the automated test scripts across various 

development phases. Developing scripts for this tool required a deep understanding of 

system knowledge and programming skills. Recruiting highly knowledgeable people is 

a big challenge and cost-effective for the company.  

Another test management tool, which is a National Instrument's Test Stand. Test Stand 

is powerful test management software that is developed to rapidly develop automated 

test sequences and validation systems. Test stand used to develop, execute, and deploy 

test system software. We can expand the functionality of the system by developing test 

sequences in Test Stand that combine code modules developed in any programming 

language. Here also we need expert test engineers which is cost-effective to the 

company. Also, it consumes more time to develop test sequences. My research gives a 

solution to these industry challenges. 

Powerful algorithms to validate embedded image software 

In today world, most of the products have image display units. Based on software or 

hardware triggering, the display unit shows different images. Manual observation is the 

only way to test these scenarios on the current trend. However, this manual observation 

testing takes enormous time, and paradox errors may occur. In a current scenario, the 

validation of digital images is considered manual regression due to the lack of a reliable 

comparison algorithm. In many cases, this can be highly repetitive which leads to big 

challenge to test engineers. The chance for bug leakage is higher, as testers tend to 

check such features less often and with less specific test cases. Hence, it is imperative 

to try to include visual tests into automation regressions as much as feasible. This 

research focuses on this industry requirement to automate image testing.  
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The Hardware-in-the-loop (HIL) : 

Hardware-in-the-loop simulation is a method for validating software logic algorithms, 

running on ECU, by creating a real-time virtual system that represents your physical 

system. HIL supports testing the behaviour of software without a physical unit. HIL 

tests support validating embedded software on ECUs using simulation and modelling 

methods to reduce the test times and improve the requirements coverage, especially for 

test cases that are hard to replicate in physical lab/track/field testing reliably. HIL 

testing is necessary to ensure the reliability of fast-developing Electric vehicles and 

Advanced driving assistance systems (ADAS) Safety systems. HIL is vital for the 

increasing connectivity and interconnection between systems and automotive domains 

as a test methodology as they jointly contribute to crucial vehicle attributes. 

HIL model is a real-time simulation. HIL model using to test controller design. HIL 

simulation demonstrates how the controller responds in real-time to the realistic 

computer-generated stimulator. Also, use HIL to find out if the physical system model 

is valid. 

In the HIL model, use a real-time computer to represent a plant model and a real 

controller version. Figure 2 illustrates a HIL simulation setup. The real-time computer 

comprises the real-time capable model of the controller and plant. The enhancement 

hardware also comprises an interface with which to control the simulated input to the 

plant. The software flashed in the controller generates from the device model. The real-

time computer contains information for the physical system generated from the plant 

model. 
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Figure 1. HIL block diagram 

HIL simulation work process: 

1. Build and replicate a computer-generated real-time application of physical 

elements such as plants, sensors, and actuators on a real-time target 

computer.   

2. Compile the software control algorithms on an embedded controller and 

operate the plant or model in real-time on a target computer connected to 

the controller. The embedded controller communicates with the plant 

model is simulated through various input/output channels. 

3. Enhance software depictions of modules and progressively substituted 

parts of the system environment with the real hardware components. 

With this method, HIL simulation can reduce the expensive duplications in hardware 

manufacturing. 

 

Figure 2. Block diagram of a HIL simulation 
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HIL simulation is helpful when you are testing control algorithms on a straightforward 

physical system that is expensive or hazardous. HIL simulation is used extensively in 

the home appliances, automotive, medical, aerospace, defence, industrial automation 

and machinery industries to test drive embedded designs.  

Hardware-in-Loop testing provides the automotive and other industries to test their 

solutions before the actual target platform is equipped. Not only does this ensure 

reduced time-to-market but also leads to a better and more technically matured product. 

The probability of call-backs is reduced significantly when you have a thoroughly 

tested product in hand. Thanks to some great HIL Test Systems, automated HIL Testing 

is redefining the automotive industry and the future only looks brighter. 

 

 

1.3 AI, ML, AND NLP 

 

Artificial intelligence (AI) enables the computer to think and process. Machine 

Learning (ML)  is a statistical tool to explore the data. Deep Learning (DL) is multi 

neural network architecture to mimic the actual human brain. ML and NLP are the sun 

parts of AI. Natural language processing (NLP) is a test analysis process of deriving 

meaningful information from natural language text. 

                                                                    

Figure 3. AI, ML, and NLP 

 

Natural language processing is how computers process English or any language to carry 

out instructions. Natural language processing (NLP) is a subsidiary of artificial 

intelligence (AI) that makes machines break down and understand human language. 

We can use NLP techniques to interpret text data for analysis. Writing test cases from 
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software requirements is a big job in testing. Software developers take Most of the time 

to develop test cases. 

Moreover, test engineers have to wait for these test cases. So this is also one major 

industry challenge on how to minimise human efforts for writing test cases. My 

research also targets this challenge. 

 

Natural Language Processing serves a lot of use cases when you're dealing with text or 

unstructured text data. Imagine you work for Google News and you want to group News 

articles by topic or maybe you work for a legal firm and you need to sift through 

thousands of pages of legal documents to find the relevant ones. This is where natural 

language processing can help. We will want to compile the documents in some fashion 

get features from them so we'll have to featuritis those documents and then compare 

their features. 

Let's go through a simple example. 

Imagine you have two very simple documents. In this case, the document is just a “blue 

house” and then the second document is “Red House”.That means it's just a document 

of basically a single sentence. The simple way to featuritis text documents to feature is 

based on a word count. So we transform the blue house into a vectorized word counts. 

“Blue house”  = (red,blue,house) = (0, 1, 1) 

“Red house”  = (red,blue,house) = (1, 0, 1) 

We create a vector count of all the possible words throw all the documents in this case 

they're blue and a house and then we just count how many times those words occur in 

each document. That means in this case for document one blue house we get 0 1 1 since 

Red occurs 0 times blue occurs once house occurs once. Similarly, in a red house, we 

get 1 0 or 1 because red occurs once blue 0 times in house one time a document. we can 

perform mathematical operations such as the Cosine similarity taking their dot products 

and then dividing it by the multiplication of their magnitudes or other similarity metrics 

to figure out how similar two text documents are to each other. 
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    𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑐𝑜𝑠(𝜃) =  
𝐴 .  𝐵

||𝐴|| ||𝐵||
 

We can improve on the bag of words by using word counts based on their frequency in 

the corpus and the corpus just stands for the group of all the documents because is 

something called T.F. IDF (term frequency - inversed document frequency)  

Term frequency is the importance of the term within that document. 

T.F. term frequency TF(d,t) = the number of occurrences of term t in document d. 

The inverse document frequency which is the importance of the term in the corpus itself 

IDF(t) = log(D/t)  where  D is the total number of documents and t is equal to the number 

of documents with the term. 

Mathematically, TF-IDF is then expressed  

𝑊𝑥, 𝑦 = 𝑡𝑓𝑥,𝑦 ∗ log (
𝑁

𝑑𝑓𝑥
) 

𝑡𝑓𝑥,𝑦 = frequency of x in y 

Dfx = number of documents contaning x 

N = total number of documents 

The reason we do this is so that we can get not just a word count but also some sort of 

notation on how important a word is not just relevant to the document but to the entire 

corpus of all the documents. 

Most developers use machine learning frameworks to streamline the implementation of 

ML models. Machine learning is data-centric, so developers need tools to simplify the 

maths and statistics involved. This decreases the time-to-market and cost for 

implementing embedded ML. Some of the most popular ML frameworks include 

TensorFlow, Pytorch, and Caffe. These frameworks provide everything developers 

need to build, train, and deploy machine learning models through a simple 

programming interface. 

The first step is for developers to choose a framework and algorithm. The embedded 

system and data requirements will determine this. Many frameworks include tools for 
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creating data formats and performing data transformations. Developers should carefully 

consider the features essential for the ML models they’re building. A model can then 

be trained using labelled datasets. This happens before deploying to the cloud or 

embedded systems. Developers will need a large dataset to split between training and 

testing sets. Missing or mislabelled data can negatively impact effectiveness. Once ML 

models are trained, it is deployed to either run on-device or in the cloud as an inference 

system. An inference system makes predictions based on a trained ML algorithm. This 

works by feeding data into the algorithm to calculate outputs. 

 

1.4 K-NEAREST NEIGHBOR(KNN) ALGORITHM 

 

Supervised learning algorithms are skilled in using labelled samples, and that is a 

keyword label, such as an input or the desired output is known. That means within your 

data set, you are going to have some historical features with historical labels. So, you 

already have that information, such as a segment of text could have a category label. 

So, you take a bunch of previous emails, and someone has already gone by and 

classified them using the correct label. So, they read the email and classified it as spam 

versus legitimate. Alternatively, we have many movie reviews, and someone has 

already gone and labelled movie reviews either positive to the movie or negative to the 

movie. Moreover, the idea would be for future text information, such as a future email 

using the historical label data, the network or machine learning algorithm could learn 

of the historical data to predict for new Data whether it belongs in the spam category 

or legitimate category or the positive category or negative category for these movie 

reviews. So, the way this works is for neural networks, the networks, and receive a set 

of input data along with the corresponding correct outputs. Then the algorithm or 

network will learn by linking its real output with correct outputs to discover errors. And 

then, we will modify the model appropriately, such as adjusting the weights and biased 

values in the network. So supervised learning is used in applications where historical 

data predicts likely future events. Moreover, the machine learning process for 

supervised learning looks like this, so let us go ahead and go through this step by step. 

So, the first thing to do is get data, and it depends on what domain you are working in, 
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where this data comes from. This can come from your customers or can come from 

collecting things into a database online, or maybe it is biological data, and it comes 

from sensors, et cetera. So, at some point, the data has to be acquired. Once we acquire 

the data, then we need to clean and format the data so that our neural network can 

process it, and often we will do this using a library called PANDAS. Then we split the 

data into training data and test data. However, what we do here is we take some portion 

of our data, maybe like 30%, to be test data, and then the larger majority, the data, like 

70 %, to be our training data. And what we are going to do here is we are going to use 

that specific training set on our network or model to fit a model to that training data. 

Then we want to know how well our model performed, so we then run that test data 

through the model and compare the model's prediction to the actual correct label that 

the test data. we know the correct label for that test data. So, you can run that test data 

features through the model, get our models predictions, and compare them to the right 

answer and then we can evaluate the model. And then maybe you want to go back based 

on that performance and adjust the model parameters, add more layers or more neurons 

to try to get a better fit onto that test data. And once we are satisfied with this, we can 

then deploy the model to the real world. Now, something to note here is what we just 

showed was technically a simplified approach to supervised learning, and it does 

contain a key issue which we kind of touched upon during that test train split. And the 

question arises, is it fair to use that single split of the data into one test set and one 

training set to evaluate your model's performance? So, when you test your model on 

the test data, you will get some sort of performance metric for regression tasks. It could 

be something like a root mean squared error for a classification task. It could be 

something like accuracy. However, is it fair to use the accuracy you get after test data 

as your model's final performance metric, since technically, after all, you were given a 

chance to update the model parameters again and again after evaluating your results on 

that test set? So how do we fix this conundrum? Well, to fix this issue, the data, 

especially in neural networks and deep learning, is often split into three sets, and we 

have training data, validation data, and then test data. So, we kind of introduce this in-

between step of this validation. And so, what we end up doing is we have these three 

sets, and we have the training data, just as we did before. And this is used to train the 

model parameters. So, the model gets to look at the features, look at the correct output, 
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and then fit this training data. And then, the next step is our validation data, which was 

kind of our test data from before. And so, what we do with this validation data is after 

training on the training data, we check the performance on the validation data and may 

be based on that performance, we go back and adjust our models, maybe adding more 

neurons or adding more layers, changing the actual architecture of the network, et 

cetera. And then you kind of repeat that process repeatedly until you are satisfied with 

your model's performance on the validation data. And now it comes time to evaluate 

the true performance of your model. So, what do we do? Well, that is why we have that 

third split of test data that the model has never seen before. And what you use that final 

test data set is to get some final performance metric. Now, the key thing to note here is 

that once you run the model through the test data, that is going to be the performance 

metric that you expect your model to perform within the real world since you are not 

going to go back and adjust your models, weights or parameters or anything else. Once 

you go onto that final test data set, you are technically not allowed to go back and adjust 

the model to try to refine your performance on that final test data set. So, you can think 

of it this way. You train on the training data to fit your model. Then you use the 

validation data to see how your model performs unseen data and then go back and adjust 

your hyperparameters. But when it comes time to kind of report to your boss, how well 

will this model do in the real world? That is where your final test data set comes into 

play and the test data set. Once your pass through test data and you get that performance 

metric, that's it. You do not get to go back and adjust the parameters. Otherwise, you 

kind of cheating yourself again on understanding the model's real performance on truly 

unseen data. So, what this means is after we see the results on the final test, that we 

don't get to go back and adjust any of those model parameters. This final measure is 

what we labelled a true performance of the model to be on unseen data.  
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Figure 4. ML process block diagram 
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The k-nearest neighbors (KNN) algorithm is a straightforward, easy-to-execute 

supervised machine learning algorithm that is used to resolve classification and 

regression problems. Machine Learning is all about identifying patterns, creating its 

algorithm, and consistently evolving. The machine usually creates patterns, and it uses 

various techniques and algorithms for it. K nearest neighbour is one the most 

straightforward and yet effective algorithms for a classification problem in machine 

learning. It is used for classification and regression problems, i.e. it can classify any 

particular event/attribute and even predict its value. This method is simple to compare 

with the other complicated algorithms 

. It works on measuring the distance between the data points. Measuring the distance 

makes a pattern to create a relationship between two points. This way, it decides to 

which group the new data point should belong. 

If we need to calculate the distance between two points mentioned in the Figure 5 

image, say A(Xp, Yp) and B(Xq, Yq), then it can be done by using a simple formula 

 

 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑓) = √(𝑋𝑞 − 𝑋𝑝)2 + (𝑌𝑞 − 𝑌𝑝)2 

 

 

Figure 5. Distance between two points 
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This formula is the Euclidean way of measuring the distance between two points. There 

can be other ways too for this distance measurement. The method mentioned above was 

followed to calculate the distance between various data points. KNN has two distinct 

properties. It works great for a large volume of data. It is flexible in choosing the 

variables (no assumptions) & can fit a large number of functional forms. It can give 

better performance while predicting. In K nearest neighbours, the value of K denotes 

the number of nearest neighbours which have a minimum distance from our new data 

point. If we say k=3, we have to find out the three nearest neighbours for our new data 

point. If there are three neighbours and one is from the red dataset, and the other two 

are blue, then the new data point will be blue. More neighbours mean more clarity in 

classification, but it increases the complexity and timeframe for classification. There is 

one more critical aspect of the value of k, and it should be an odd number always for 

better classification. 

KNN is a classification algorithm, and classification is determining what group it 

matches. To function the KNN algorithm. It requires some examples, usually called 

reference data. The data record that needs to classify, it calculates the distance between 

the predicted data record and reference information. It looks at K the nearest data record 

at reference data. For example, if K = 5, then it will look at the five closest records. In 

that, the majority record is the predicted class of algorithm. The following example 

gives more clarity about the KNN algorithm. 
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Using the KNN algorithm with the above reference data, we can predict the sport 

based on age and gender. Let us check how The KNN algorithm can predict what  

class of sport for named Sitara female whose age is 5. 

Sitara 5 F ? at K = 3  

 

Lets consider K = 3.  

First, we need to convert descriptive data to numeric. We identify males as "0" and 

females as "1".  

KNN algorithm makes use of the Euclidean distance equation. And highlighted values 

are nearest to K value. 

Name Age Gender Distance Sport 

Ajay 32 0 27.02 Foorball 

Vasu 40 0 35.01 Neither 

Sonali 16 1 11.0 Cricket 

Trisha 34 1 9.0 Cricket 

Ramu 55 0 50.01 Neither 

Ramesh 40 0 35.01 Cricket 

Reshmi 20 1 15.0 Neither 

Vijay 15 0 10 Cricket 

Rani 55 1 50.0 Football 

Ashish 15 0 10.05` Football 
Table 2 Distance calculation 

In this case, we considered K = 3. The above three closest records are 9.0, 10.0 and 

10.05. 

Name Distance  Sport 

Trisha 9 Cricket 

Name Age Gender Sport 

Ajay 32 M Foorball 

Vasu 40 M Neither 

Sonali 16 F Cricket 

Trisha 34 F Cricket 

Ramu 55 M Neither 

Ramesh 40 M Cricket 

Reshmi 20 F Neither 

Vijay 15 M Cricket 

Rani 55 F Football 

Ashish 15 M Football 

Table 1 Reference data 
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Vijay 10  Cricket 

Ashish 10.05 Football 
Table 3 Closest records at K=3 

The majority common and nearest neighbour sport for Sitara is cricket. The KNN 

algorithm is used to predict the library class for a combination of parameters in 

Objective 1.  

 

1.5 THESIS OUTLINE 

 

In this thesis, A novel framework was designed for test automation and 

implemented using LabVIEW and Python programming languages.  Also implemented 

an algorithm to make the comparison test images and reference images to automate 

embedded vision software. This research work focused on three objectives.  

 

Objective1:  

Design framework to generate Test scripts by developing business logic with Machine 

learning techniques. It is the main object of this research work. Development of 100 

test scripts takes a minimum of 3 months with 3 test engineers. As per my analysis, 

automation takes one week to generate 100 scripts, including verification.  

Script generation has intelligent logic, which considered previous examples analysis. 

We do train the system using KNN supervised machine learning algorithm as per our 

requirements to generate scripts. For this input, which is the test case has to write in the 

custom format.  

Test case examples: 

Step1: Arrange temperature x above 40 degrees. 

Step2: check the Fan is turned on or not. 

Ste3: also check warning led indicator is on or off. 

Customized test case; 

Step1: Set temperature x = 41 degrees. 
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Step2: check fan = ON. 

Ste3: check "warning led indicator" = ON 

 

 

Action Parameters Value Remarks 

Set temperature x 41  

Check Fan Status ON  

Check warning led indicator ON  

Table 4 Proposed UI Template to write test cases 

. 

Objective2:  

"Improving Algorithm with advanced image processing techniques to the comparison 

Test image with a reference image to validate display application software." 

Most of the embedded products have display units. These display units show different 

images based on embedded software development. The output of the display units is 

also part of testing. Currently, the output of the display unit is observed by the tester 

and recorded as pass or fail. This manual testing takes enormous time. It can automate 

by developing image processing code, which compares the test image with the reference 

image. There are a few algorithms available to compare images. However, the accuracy 

percentage is 60 to 70%. This objective goal is to increase the accuracy of comparing 

two images. 

Objective 3: Test Cases generation from software requirements using Natural language 

processing (NLP). 

Writing test cases from software requirements is an intelligent job. The only domain 

expert can write test cases by understanding software requirements. This process can 

automate using Natural language processing (NLP) techniques.  
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Figure 6 AI, ML, and NLP work together 

 

AI educates systems to do intelligent things. ML educates systems to do intelligent 

things that can learn from the experience. NLP teaches systems to be intelligent to 

learn from experience and understand human language. 

Example of NLP analysis: 

Sentence: "If the temperature X is above 40 degrees, then Fan should turn on and 

warning LED indicator should turn on.      

Expected output from NLP engine: 

1. Set temperature X = 41 Degrees 

2. Check Fan Status = On 

3. Check "warning LED" status = ON 

REQUIRED TOOLS AND SOFTWARES:  

• PYTHON 3: Python Programming Language used here to build tool and 

operate all the features.  

• LabVIEW: LabVIEW graphical programming tool 

• sci-kit-learn it is a popular  machine learning library  

• TEST STAND: Test Stand is test management software to develop scripts to 

automate manual test processes.  

• Pandas: pandas are a Python package for data analysis and manipulation. 

• TensorFlow: It is an end to end open-source platform for machine learning. 

The above three objectives aim to fulfil the core issue of test automation of embedded 

software testing in the automotive and home appliances industry. Where evermore 

https://en.wikipedia.org/wiki/Machine_learning
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repeatable possible and critical to working on manual testing, those scenarios are 

identified and provided a cost-effective solution with these three objectives.  

 

Chapter 1 explains the background for test automation and research objectives.  

Chapter 2 discusses the relevant previous research in Test automation and the research 

gap 

Chapter 3 describes the objective -1 implementation and results analysis. 

Chapter 4 describes the objective -2 implementation using image processing algorithm 

and results from the analysis 

Chapter 5 describes the objective -2 implementation using the OCR method and results 

analysis. 

Chapter 6 describes the objective -3 implementation and NLP algorithms results 

analysis 

Chapter 7 presents the conclusion drawn from the present research work. Moreover, 

this chapter also depicts the future research agenda for practitioners, engineers, and 

potential researchers.   

1.6 SUMMARY 

 

This chapter explains Test automation fundamentals, Digital image processing, 

Machin learning basics and Natural language processing methods. It also describes 

the KNN supervised machine learning for example.  
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Chapter 2 LITERATURE SURVEY 

 

Test automation is crucial across all product lines to reduce cost and money. The 

relevant previous research performed on test automation is in this chapter.  

2.1 RESEARCH GAPS 

 

In software development procedures, testing is often considered for half of the total 

development work. Therefore, it is necessary to reduce the cost and enhance the 

efficiency of software testing with test automation. In the past times, significant 

research effort has been spent on developing and studying test cases generation, 

automatic and other semi-automated testing techniques. We require more stable test 

automation based on the theory and practical testing analysis. Hence, the automation of 

several testing events is now turning into an important part of the industrial exercise. 

The following are the significant research gap in the embedded software test 

automation. 

 

1. Test Management tools are available, but still, test automation is a time-consuming 

task by providing inputs to tools. 

2. There is a lack of high accuracy of the image processing algorithm, finding 

similarities between two images—major embedded industries looking for a 

solution.  

3. Writing test cases from a software requirement document is a big task and a massive 

cost.  

2.2 RELATED WORK 

 

Model-based Integration and System Test Automation MISTA converts the test cases 

into executable test code by mapping model-level elements into implementation-level 

constructs. MISTA has implemented test generators for various test coverage criteria 

of test models, code generators for various programming and scripting languages, and 
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test execution environments such as Java, C, C++, C#, HTML-Selenium IDE, and 

Robot Framework [24]. 

 

Now a day, using software has become an essential part of life. Software is integrated 

into everything useful in day-to-day life like washing machines, smartwatches, smart 

TV, microwave, pacemaker etc. Any type of fault in software may result in financial or 

life losses. So, proper testing of software is mandatory before its implementation. 

Testing is an essential module of the Software Development Life Cycle (SDLC). 

According to Beizer (2009), software testing is a costly process as it consumes nearly 

half of the expense of a software development process. It is most expensive in terms of 

time as it must be done in every phase of the software development process. Testing 

consumes a lot of supplies and does not add anything to the products in terms of 

functionalities [3]. Therefore, software costs must be reduced. S thamer (1995) 

explained that for cost reduction, more focus is required on automated software testing.  

 

Software testing is the major methodology for finding errors and guaranteeing the 

quality of software, according to Zang and Kou (2010). Therefore, much effort and time 

must be spent on test cases generation to test the software for reliability. Test cased 

generation by manual method uses plenty of periods and it also varies depending on the 

ability of an individual. Consequently, the possibilities of mistakes made at the time of 

planning of test instances are enormous which leads to them being included in the list 

of errors in the system after tests are carried out too. Going Instead, some test cases are 

clearer than others following the conditions of the discovery bugs. Therefore, a 

systematic approach for testing is required to differentiate good (suitable) test data from 

bad (unsuitable) test data. The tool must be appropriate to detect good test data. To find 

this, it is extremely important to automate generating test data. Software testing tools 

need to ensure that the test cases generated by it is dropping under the appropriate 

testing standards and are of great quality. Testing tools should generate test cases with 

an expanded environment, and they should not ambush local targets. The tool should 

be robust, reliable, general, and flexible. Test data that is generated for a single program 

may or may not be automatically good for a different program. Therefore, tools should 

be adaptive in nature for creating test cases for the software following the test [4]. 
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Software testing plays a very important role in the development of the software life 

cycle. If testing is not done properly, errors may come at any time during software 

execution that may cause financial or life losses. So proper and careful testing is 

required before the implementation of software. The intention behind the testing is to 

discover defects. The system fails when a defect triggers during execution. Proving 

software code is error-free is not the purpose as no one can give a guarantee about it. 

Testing is done to check and identify the failure in software. Furthermore, identified 

failure may be corrected. S.T. identifies the product quality, generally called an 

investigational approach to collect information from the test for end-user according to 

Gill and Ritu (2007), Mitrabinda and Mohapatra (2013) and Srikanth and Laurie (2005). 

 

History is a witness of financial losses and life losses that occurred due to improper 

testing before the launch of the final product. When identified defects are not handled 

properly, causes severe problems afterwards. Some real examples related due to defects 

are described as below: Majesty’s Revenue and Customs (HMRC) Tax Blunder: The 

Company involved in tax collection in the UK and its software PAYE (Pay as You 

Earn) was hit by a bug that affected approximate 5.7 million people in the UK. The 

wrong text code was allotted to taxpayers due to which taxpayers paid more than the 

actual tax. Amazon Christmas Glitch: in 2014, Amazon platform, vendors are surprised 

to see their products are on sale for just 1 Penny. Many persons purchased expensive 

items like a mobile phone in just 1 Penny. Royal Bank of Scotland (R.B.S) in 2014 also 

came under the scanner. R.B.S. must hefty fine (£56 M) for no access to its users. It 

occurred due to an error in the software. It affected more than musers at least for 1 week 

as reported in local newspapers. The users were unable to access personal accounts or 

take the cash out. The payments for all purposes were ceased. This claimed „small 

issue‟ stopped the salary payment to employees of organizations that chose R.B.S. as a 

medium to transfer salaries. Border and Immigration system case, UK: the estimated 

loss was approximate £1 billion. Due to software errors, systems were unable to deal 

with backlog cases and leads to a backlog of 2900 applications. London Airspace 2014 

case: It’s common hearsay that bad weather was a reason for the cancellation of 

airflight. It’s very uncommon in the case of software. But in 2014, London airspace 
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was forcibly closed. The air traffic control centre identified a malfunction due to 

software [6] . The software was unable to manage arrival/departure. Even after 

repairing work, the airport system took time to come back on the routine track. More 

than 50 flights were cancelled. The authorities of Heathrow were bound to send the 

flights back to their starting points. Bizarre Incident 2017: American Airline closely 

avoided a great software glitch. Due to a scheduling error in the system, the airline 

announced the week-off near Christmas. During Christmas, usually, all airlines don’t 

approve even emergency leaves. This became a great surprise to all pilots. If no one has 

reported it or it’s not been caught, more than 15000 flights would have been affected. 

The airline finally resolved the problem by correcting the software. Law students, US 

2014: In Aug. 2014, the law students (great in number) across the U.S., submitted their 

completed exam files using the software. They need to press a “Submit-Button” after 

uploading the files. After following the procedural steps, they found that test papers 

were not accepted by Bar Exam software. What happened afterwards is a surprise to 

none. The Bar council faced multiple lawsuits from upcoming lawyers. Bitcoin 2017: 

In March 2017, the most serious glitch happened with Bitcoin. They suffered from two 

failures one after another. A software bug affected more than 100 Bitcoin nodes. These 

were close to 70% of the total unlimited nodes. One could understand what happens if 

70% node disappears from the network. The goal of testing is to ensure that product 

meets the requirements of the customer. Software products are checked in a pre-planned 

way to find software’s outputs are the same as demanded by the customer. Software 

testing is done while keeping in mind that software under test has defects and the tester 

must detect maximum defects. The objective of the software test is to find bugs in 

software products but not to prove that software is defect-free. It is impossible to make 

100% defects free software as some errors appear during run time in rare conditions. 

To detect the defects, test cases are designed. Basic Terminology - The basic 

terminologies used in software testing are mistake, fault, and failure, which are defined 

as Mistake – Occurrence of incorrect result due to human involvement. Fault (or 

Defect) - An incorrect input in a program. This may be a step or a process or a data 

definition. Failure - The incompetence to accomplish the specified function. If a system 

or component is unable to perform its purpose can be termed as failure. Error - 

Commonly referred to as dissimilarity in computed value and theoretically calculated 
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value. The reason behind the occurrence of error may be due to a faulty program. 

Incident –It’s a symptom that alerts a user regarding the occurrence of a failure. The 

occurrence of failure is generally not deceptive to a user. Test – Identifying the error, 

fault, failure is the purpose of a test. It is an act by which software undergoes an exercise 

using pre-specified test cases. 

Test Case – A test case is a way to check the program behaviour. It has prespecified 

inputs and outputs. These are checked during a test.  

Validation vs. Verification – S.T. is a process involved in the validation and 

verification of software. A program or application is expected to meet its business and 

technical requirements and S.T. is required to validate the claims.  

Validation - Validation deals with the evaluation of products meeting the requirements. 

This is a confirmation of the making of the correct product or system.  

Verification - It is the process of confirming the judgement for a system/product. Does 

it confirm that the developed system/product has met every condition that was assumed 

in the initial phase i.e., correctly making the product?  

Testing Documents – A written document of judgment about a system or product 

meets the standard or not. Now a day, it’s compulsory to provide test documents. This 

written material is also required for verifying and future enhancement in test quality. 

IEEE 829-2008 is a well-defined standard used for software and system test 

documentation. The standard involves a set of documents for a use covered in 8-stages. 

In every stage, a separate document is prepared. These standards specify a particular 

format. Preparation of all the documents is not made mandatory by IEEE but preparing 

all could be beneficial. The details associated with these documents are:  

 

Test Plan - Most essential planning sheet which covers:  

• What to test?  

• Who will do testing?  

• How it will be done? 

• How much time will be consumed during testing?  

• Details related to testing coverage. 

• And above all, what is the quality of software testing? 
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Test Design Specification - It covers detailed information regarding test conditions, 

criteria for passing the test. The expected results are also documented.  

Test Case Specification - It deals with test data requirements that are required to run a 

test under-identified test specification.  

Test Procedure Specification- It covers the details related to testing steps to be 

followed. It also looks after the preconditions of the test.  

Test Item Transmittal Report – it is This document deals with information related to 

the progression of test-item from one stage to the last stage.  

Test Log - It records information about tests cases involved, who performed, what the 

order is and the results.  

Test Incident Report – it is a complete report sheet about failed test cases. It covers 

the actual output versus expected output. It also gives a view about the reasons for the 

failure of a test. The name “Incident report” has been given deliberately; it’s not a fault 

report. Because the difference in actual output and expected output may have occurred 

due to many reasons other than any fault in the system including the wrong expected 

results. The other reasons may be running the test the wrong way or differentiation in 

output requirements which mean that more than 1 interpretation can be made. The 

report also consists of incident details related to failure besides the actual output and 

expected output. It also gives the supporting evidence that is required in the removal of 

the found errors. This is an assessment report of the impact of a particular incident. 

 

Test Summary Report – It is commonly known as TSR. It is a managerial level report. 

It contains all the important details collected by the execution of test cases. This report 

can be used as a referral of test quality as well as it also quantifies the testing efforts. It 

contains all details in form of statistical data obtained from Incident Reports (I.R.). This 

report can be considered as a record-book of what is tested‟ and „time consumption in 

performing the test‟, and it can also be used as a referral for future test planning and 

future improvements. This final document confirms whether the software system under 

test is fit or not for the purpose mentioned in Software Requirement Specification (SRS) 

specified by project stakeholders. In software testing, the software tester tries to 

determine a set of test inputs that are effective in testing the code of the 
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program/software. During the design of test cases, some test cases can detect defects, 

and some may fail to discover the faults. The test cases which can discover are called 

potential test cases. With a set of potential test cases, the tester tries to uncover as many 

faults as possible. Therefore, a test sequence that can find many defects is better than 

one that can only uncover a few defects. Some test cases may be good, or some maybe 

not be so good. A test case can be called good if it is finding bugs. Creating good test 

cases is a complicated task. It is complicated because – (i) the various types of test cases 

are needed for various types of information. (ii) It is not possible that all test cases 

surely be good but can be good in other ways. (iii) Human involvement is there in 

creating test cases that may be based on confirmed testing styles like domain testing or 

risk-based testing. The testing fundamentals principles are –the testing process must 

find defects detected at customer ends. Testing must be done with the mindset to find a 

defect, only then tester can find errors otherwise not. She/he never feels that software 

is free from defects. Persons who can work in a team and have deep analytic knowledge 

and talent are the main factors for successful testing. Automation is a key to good 

testing as it helps in meeting the goal in a very short time than manual testing. 

Throughout the software, life cycle testing must be performed so that defects can be 

detected at earlier stages [12]. Defect Classifications – There are numerous ways 

available to classify the defects. But it is advisable that one organization must follow a 

particular classification scheme for all its projects. It is worth noting that its does’ matter 

much that which categorization system is selected as many defects are considered into 

many categories. This is one of the reasons that all developers, testing personals and 

people involved in Software Quality Assurance (SQA) are advised to be very careful 

while entering the defect data in record books. The identified defects and their 

repeatability could be used as a guideline for test planning and test design. One is 

advised to follow or use the execution-based testing strategy so that it surely detects the 

types of defects which are expected. For new software as well as for any modified 

software, a test must be designed in such a way that it must detect the defects which 

occur recurrently.  

Requirement and Specification of Defects– If a high-quality product or software is 

required, the defects must be identified during starting of the software life cycle. Then 

only the high quality can be ensured. The initially found defects usually stay for a longer 
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period and it’s commonly not possible to rectify them in later phases. It is also a 

common occurrence that some contradictory or redundant requirements are mentioned 

in the report because all the records are maintained using common language 

representation. This is also one of the reasons that sometimes, unclear, and imprecise 

requirements are found in the documents. 

 

• Functional Description Defects – It describes the purpose or function of 

software along with details related to inputs and outputs and what is incorrect 

or incomplete.  

• Feature Defects – A feature of a software component is the distinguishing 

characteristic of the component. This characteristic describes the software 

system.  

• Feature Interaction Defects – As mentioned above, one component may have 

many features, and these may interact with each other. These types of defects 

may be seen due to incorrect narration that how these features should interact 

with each other.  

• Interface Description Defects – Developed software must be easily connected 

with hardware and operating system. If this interfacing is not done properly, 

these kinds of defects generally occur. So, it is quite necessary to make the 

proper interface between developed software and external software and 

hardware.  

• Design Defects –As the name suggests, an improper interaction among system 

components, improper interaction among the components and operating system 

software or hardware, are not designed correctly. The defect in designing of 

algorithms, the control-systems, mentioned logic, data elements, the module 

interface description defects and the external interface defects are examples of 

these kinds of defects 

 

(i) Algorithmic and Processing Defects – The main reason for the occurrence of these 

defects is that processing steps in the designed algorithm are incorrect. It means that 

the steps used as per pseudo code are not correct.  

(ii) Control Logic Defects – These defects are related to logic flow.  
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(iii) Data Defects –Purely occurred due to incorrect data structure design.  

(iv) Module Interface Description Defects –These defects mainly occur when module 

elements use the parameter types which are not correct and inconsistent, ordering of 

parameters is not correct or when parameters are not correct in number. 

 (v) Functional Description Defects –If the design element is unfit and/or absent and/or 

uncertain, these defects are known as Functional Description Defects.  

 

Coding Defects - The defects occurred due to errors in implementing the code.  

 

(i) Algorithmic and Processing Defects - The Ability to Add levels of 

programming detail to design, code-related algorithmic and processing defects 

including unchecked overflow and underflow conditions, comparing unsuitable data 

types, converting data type into another, wrong ordering of arithmetic operators. 

(ii) Typographical Defects –Also referred to as principal syntax error, e.g., incorrect 

spelling. These defects are identified by a compiler, by self/peer-reviews. 

(iv) Initialization Defects - These defects occur at the start mainly when starting 

statements are misplaced or wrong.  

(iii) Data-Flow Defects –In general, data flows through a particular predefined set 

of operative sequences. For example, a variable is required to be initialized, before 

using it in any calculation. But it’s twice initialization surely to be avoided before in 

intermediate use.  

(iv) Data Defects –Represented by the wrong enactment of data structures 

(v) Module Interface Defects –Similar to module design elements, the interface 

defects in coding mainly occurs due to the usage of wrong or varying parameter types. 

The other reasons are wrong no. of parameters or wrong order of parameters.  

(vi) Code Documentation Defects –As the name suggests. The defect occurs when 

there is a considerable difference in code documentation and output of a program. This 

kind of defect also occurs due to inadequate code documentation.  

(vii) External Hardware, Software Interfaces Defects –There is a long list of reasons 

for the occurrence of these defects: system calls, links to databases, I/O Sequences, 

memory usage, resource usage, interrupts and exceptions handling, data exchange using 

hardware. There must be a reason behind the design of the test case. Test cases must be 
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used after proper verification. Defects may come in clusters and need more focus in 

such cases. It is the tester’s responsibility to write test cases in form of failure causes. 

But one should understand and accept that all faults could not be detected. Test cases 

are designed in such a way that will cause system failure, but it is expected that no test 

case repeats the same failure. According to Hambling (2010), conducted detailed 

studies to understand the money involved due to the presence of errors during each 

stage. It is almost impossible to put a statistical amount in the form of the cost involved 

in identifying the defects at each level in the software development life cycle. 

 

Our day-by-day life is loaded with vulnerability, uncertainty, and difficulty. The 

vulnerability in the problem area, a vulnerability in the solution area and human 

involvement in the development of software has made and expanded the vulnerability 

in the software development process. The same problem also exists in software testing. 

Vulnerability in software testing is present because of vulnerability in the fitness 

function, unsure nature of fitness parameters, clashing nature of objective functions, 

vague testing conditions, vagueness in test cases choice, doubtful classification, 

uncertainty in test plans, no proper test planning, questionable rarities (SRS, SDD, 

Source Codes), unsure error handling and checking procedures and policies, estimation 

policies and their quality and other testing procedure. Kumar et al. (2012) and Kumar 

et al. (2013) described the vulnerability in the fitness of test cases, unclearness in fitness 

parameters, quality and accuracy of estimation, uncertainty in characterization as 

central issues in programming testing. Software testing is also involved human beings, 

so testing is a human escalated movement and, in this way, presents a vulnerability. 

Human participation in every phase of software unavoidably brings vulnerability and 

irregularity into the testing of software.  

 

During software development phases, several human characteristics such as dedication, 

mood, experience, human psychology, knowledge have a great impact on the quality of 

software through testing. It has expanded the hard work, testing cost and compromised 

the testing quality. Existing conventional procedures for optimization of software test 

cases have not taken into consideration this ambiguity impression in software testing. 

As per Gill and Tomar (2007), Kumar et al. (2011), Causevic et al. (2012), Lee et al. 
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(2012), Mitrabinda and Mohapatra, (2013), software test case optimization techniques 

are obsolete and require computational insightful strategies. 

 

SOFTWARE TESTING ISSUES 

Considering the absence of known procedures, decisions are made based on knowledge, 

instinctive appraisals, and heuristic policy. Adequacy criteria is a key issue associated 

with test cases optimization. According to Kumar et al. (2011), decision-makers need 

to answer the accompanying inquiries with economic criteria, what test cases might 

tester use to test the program? How test cases should be chosen to achieve maximum 

coverage ability? At the point when and how to decide if testing has been done 

sufficiently? At what point need to quit testing or proceed further with the testing? At 

what point need to quit from optimization or proceed further with optimization? How 

to establish that whether to produce optimized test case or optimize the arbitrarily 

created test cases? How to decide the quality of the program from test cases? At the 

point when the quality of the program ought to be assessed through testing where the 

program/software is time-variant? What will be the chances of system breakdown? 

 

IMPLICATION OF TESTING 

Today software is used everywhere. Every item used today in daily life has an inbuilt 

software component. Software becomes an essential part of people. In hoses, offices, 

automobiles, banking, industries, telecom, communication, weather forecasting, health 

sector, defence sector, the software is used in one or another way. It becomes as 

common as electricity in the early days. Software is embedded in every commonly used 

hardware, gadget, and device. Mobile phones, washing machines, microwave ovens, 

induction cookers, wrist watches etc. all have embedded software. Software failures in 

critical projects such as the share market, health sector is not acceptable.  

 

Software used in the pacemaker cannot be shut down even for a minute for rectification 

of error if it is exposed. So, software failures are not tolerable as it not only leads to 

financial losses but also involves human life. Almost every system used these days is 

controlled by software directly or indirectly, so these services cannot be afforded to fail 

due to software defects. So, proper testing is required before delivery of software as 
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these systems must be run continuously with 100% reliability. The designed system 

must be so reliable that it should run every check time i.e., the software must undergo 

rigorous testing before delivering to the user. 

 

MOTIVATION 

Software testing is the process of testing a program with the typical objective of 

searching errors before handing them to the user. It usually performs quality 

improvement, verification, validation, and reliability calculation. A software bug is 

defined as a mistake or error in software or program that gives a wrong or unwanted 

output. The consequences of bugs may be extremely dangerous. Software testing is a 

very costly process. Running of software without software testing may lead to monetary 

losses that are exponentially higher than that of software testing, in real-time systems 

such as Railway Reservation System, Robotic Surgery, ATM security system, Defence 

Management System and Share Market Software. So, the Software bugs in the real-

time system will result in serious effects. 

 

National Institute of Standards and Technology, the commerce department of the US, 

published the report and concluded that software bugs or failures are ubiquitous, and 

their annual cost is $59 billion, i.e., 0.6% of US GDP. It clearly shows that financial 

loss due to improper testing is very high. So, it is an important need of time to discover 

new adaptive and smart techniques or strategies to conduct adequate testing 

economically. The test cases generated by various combinations of input variables are 

very high. The pool of test cases also contains redundant, obsolete, unfit, vague test 

cases. Therefore, software testing is a much costly process of software development, 

all test cases cannot be executed due to budget and time constraints. Running the 

duplicate, vague, wrong, biased, and error-full test will boost up the cost factor 

unnecessary. It requires test case optimization. The most difficult issues for software 

testing are the hard work, cost associated with test case optimization and test data 

sufficiency. Test case optimization will unquestionably chop down endeavours, cost of 

software testing and enhance the sufficiency of test cases. 
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There are a few destinations of test case optimization like most extreme number of 

defects detecting capacity, least test plan endeavours/cost, least execution cost, the 

greatest scope of customer need and codes, most extreme mutant killing score etc. The 

test case optimization is an NP-hard problem. Existing test case optimization methods 

are outdated and not satisfying the goals of the software industry because the test case 

optimization is NP-Complete, information, knowledge, and search optimization issues. 

Optimization of test cases by evolutionary and natural computing was not appropriately 

investigated. 

Above issues of testing have constrained, supported, and propelled the scientist to 

investigate evolutionary and natural computing techniques thoroughly for software 

testing. In this work, the focus on the generation of unique, distinct test cases by 

integrating genetic algorithm, particle swarm optimization and ant colony optimization 

computing approaches was investigated. 

 

TESTING CLASSIFICATION 

There are various types of testing varies based on the test closer to code and user. 

Black Box Testing (B.B.T) 

B.B.T. is quite popular with name dark box testing. B.B.T. works as a link between the 

outside world and test item – means a program or complete unit using a pre-defined 

interface. The interface could be an application interface, maybe an internal module 

interface or the I/O depiction of a batch process. B.B. Ts confirms whether interface 

definitions are adhering in all situations or not. The notable point is knowledge of the 

internal structure of the software is not required. B.B. Testing is performed as per the 

needs of the customer including other related considerations. It must be noted carefully 

that the tester has nothing to do with the coding of the program. The tester mainly 

focuses on the specifications as defined in S.R.S (Software Requirement Specification). 

In B.B.T., the tester is only informed about the sets of input and expected output and 

the tester have no idea about how program inputs are transformed into output by the 

software. So, while conducting B.B.T., the tester is only concerned with designated 

inputs and pre-known or expected outputs. Beizer (1990) and Ince (1987) mentioned 

that the knowledge of the functioning of the test program is essential while performing 

the testing under black-box testing. Testing based on the black box provides overall 
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functionality-based verification of the system under consideration. Black box testing 

demands requirements that may be stated or implied requirements. Both valid and 

invalid inputs may be implied in black-box testing. Singh (2013) tried to find the errors 

involved in testing. The errors under consideration are - interface errors, performance 

errors, data structures errors, external database access errors, incorrect or missing 

functions related errors, initialization errors, termination errors etc. Product acceptance 

tests also fall under the category of black-box tests. These tests are done by customers. 

The test is performed to confirm that the product has met all the pre-requisites. Test 

cases are created based on the task descriptions. 

According to Murnane (2007), black-box testing includes different techniques such as:  

Equivalence Class Partitioning - Murnane (2007) described equivalence class testing 

as a type of black-box testing is assumed to divide a program’s I/O domains 

incorporated in a finite no. of (valid/invalid) courses in such a way that test-scenarios 

in one parted class to experience the same function or undergo the identical behaviour. 

That means the partitioned program acts similarly for each input value that is part of an 

equivalence class. Test cases are planned in such a way that they could test the I/O 

domain partitions. Equivalence class depends upon input data range. It is defined by 

examination and analysis of the data entered range. As all the test cases are the same so 

only one partition is required for examination, so quite less few test cases are needed to 

achieve functional coverage. Shao (2007) further described that the result accuracy 

mainly depends upon the tester, the tester must be able to recognize the partitions of 

I/O spaces, because distinct sequences of program source code are to be implemented. 

The Steps for creating test cases for equivalence class partitioning are:  

• Describe equivalence classes.  

• Choose and compose the initial test case which must cover the maximum 

possible valid equivalence classes.  

• Continue composing the test cases till the inclusion of all valid equivalence 

classes should have been confirmed.  

• In the last stage, a single test case is composed for each invalid class. 

 

As described by Murnane (2007), limitations of equivalence class partitioning are 

described below:  
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• The first limitation of equivalence class partitioning is: each set of data that falls 

under the same equivalence class must be processed similarly in the system as 

it was assumed that data is the same in each partition.  

 

Boundary Value Analysis (BVA)– Nidhra (2012) and Murnane (2007) explained that 

before applying the boundary value analysis, the tester must identify the edge 

conditions of the I/O classes as per specification. The tester must create such tests which 

should be able to exercise the edges of the identified I/O classes. Test cases are 

dependent upon the „boundaries‟ of similarity classes. Usually programming mistakes 

occurring at the boundary of a uniformity class called “Boundary Value Analysis”. It 

is quite common that programmers don’t check special processing requirements 

particularly at boundaries of equivalence classes. Careless use of „<=‟ is a very 

common mistake of a programmer.  

The choice of boundary values of a class can be divided into 3 parts:  

(a) Above the boundary.  

(b) Below the boundary  

(c) On the boundary.  

Common restrictions are of boundary value analysis are:  

• It is not applicable for Boolean and logical variables. 

• It is unable to calculate the boundary analysis for some cases e.g., countries.  

• Not useful for strongly typed languages. 

 

Decision Tables – As per Beizer (1999), decision tables are design experts’ skill in a 

compact shape. It can be also called human-readable rules. Decision tables are useful 

where the outcome or the logic of a program depends upon pre-specified decisions/rules 

which are compulsory and to be followed. Sharma (2010) described that the decision 

table consists of condition, sub condition, entry, action, and action entry.  

The steps in applying the decision table testing are:  

• It starts with the analysis of test inputs. Followed by listing the several 

conditions in the table. • Calculating all expected no. of combinations or rules.  



33 

 

• Filling the data in available columns (in the decision table) with all expected no. 

of combinations.  

• Finding those cases in which ideals accepted by the variable are found irrelevant 

for any given sequence. If found, represent it by the “Don’t care” icon.  

• For every combination of values, action needs to be identified.  

• Creating a test case for each rule (at least one). It is worth noting that for binary 

rules, a separate test for every combination is likely to be enough. Otherwise, if 

a situation has a certain range of values, testing must be performed at lower 

range values as well as higher range values 

 

State Transition Diagrams: It is commonly known as State Graphs. Kansomkeat 

(2003) termed the state graph as an excellent tool that is used to capture the system 

requirements and verify the internal system design. State transition testing can be 

employed when a system remembers what has been occurred before or it remembers 

when valid/invalid orders of an operation have existed. State graphs come into action 

when a system transforms from one state to another. Scollo (2005) enlightened that 

state graphs are represented with symbols. For example, the circle represents the state, 

arrows represent the transition and events are represented by the label on the transition. 

Ran (2009) described that transitions and routes involved between the beginning state 

to the ending state are represented with the help of a change over diagram. Orthogonal 

Arrays (O.A.) - Nidhra (2012) described that Orthogonal Array Testing Strategy can be 

called a systematic cum arithmetical way of testing for pair-wise interactions obtained 

from getting the tiny stage set of test scenarios out of very large no. of scenarios. OATS 

is employed to reduce the no. of test combinations and provide the highest possible 

coverage with the least no. of test cases. OATS uses an array of values in form of pairing 

using all selected variable factors. The main advantage of using the OATS is it doesn’t 

consider all possible combinations of factors and levels.  

 

All Pairs Testing – Nidhra (2012) described that all pair testing is a unique testing 

technique that is widely accepted. This technique is used for verifying a finite no. of 

values when no. of parameters is finite. It is mainly used for keeping the no. of test 

cases rational. 
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Comparison of black-box testing techniques – A no. of black-box testing methods 

has been discussed so far to distinguish each other in the requirement of no. of test cases 

as well as efforts involved in the development of these test cases. Fig. 7 and fig. 8 shows 

how three main black box testing techniques (Boundary Value Analysis, equivalence 

class partitioning and decision table) distinguish each other. Fig. 9 shows a comparison 

in several test cases required by different methods of black-box testing. It depicts that 

the decision table technique is more sophisticated as in this technique both data and 

logical dependencies are considered. 

 

Figure 7. Test cases required as per the testing method 

Fig. 8 presents a comparison of efforts required to identify test cases by different 

methods of black-box testing. It can be easily depicted that the effort involved in the 

case of boundary value analysis, (B.V.A.) is lower in comparison to the rest of the 

techniques. 

 

 

 

 

 

 

 

 

 

Figure8.Test cases identification efforts as per the testing method 
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White Box Testing (W.B.T.)  

W.B.T. is a technique that relates to the outside functionality of the software under 

consideration by analysing and then test the program code. According to Roper (1994), 

other names of W.B.T. are clear box testing, open box testing, program-based testing, 

logic-driven testing or glass box testing. In this technique, the internal structure of the 

program or code is examined in depth. This technique uses test data to examine the 

program logic. As described by Desikan and Ramesh (2007), this technique takes into 

consideration various parameters like code structure, program code and internal design 

flow. White box can be applied by a programmer who has full knowledge of the 

program structure. In other words, only an experienced programmer is suitable to apply 

this technique because it can test every branch and decision in the program. Knowledge 

of internal structure analyses different coverage criteria quite interesting. The crucial 

one in this technique is decision coverage. Mitra(2011) also described that the selected 

test might be fruitful only if the tester knows, in prior, about the function of the program. 

The tester checks whether the program separates from its expected goal. W.B.T. is 

mainly used for spotting the logical errors in selected program code. It is used for 

debugging a code, finding random typographical errors and uncovering the wrong 

programming assumptions as described by Nidhra (2012). The classification of white-

box testing is shown in fig. 8. 

W.B.T. is applied at low-level design and implementable code. It is applicable at all 

levels of system development, especially during unit, system and integration testing. 

Saglietti (2008) described that W.B.T. could also be applied for other development 

artefacts like requirements analysis, designing and test cases. 

 

Static Testing  

It demands the source code of the program to check the code of the program. It requires 

human intelligence to do the testing, or it can be done with the help of some special 

tools. For static W.B.T., only trained people can be employed who can find the defects 

in the code. Code execution is not required in static testing. But this technique required 

the full involvement of testers to go through and deeply analyses the code to find the 

code is appropriate as per the requirement. This testing determines whether the code is 

robust or not. Robustness relates to the coding efficiency to handle errors. The main 
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purpose of static testing is to check the software code to find whether the software fulfils 

the functional requirement and meet coding standards. It all ensures that all 

functionalities are covered by software or not. Testing also checks and verify the error 

handling mechanism of the software. 

Desk Checking - Nidhra (2012) described, also known as primary testing performed 

on the code. Static checking is required to be performed by programmers before 

compiling or execution. If any error is found, the author must check it. It’s the author 

duty to correct the code. The code must meet the required specifications. The designed 

code must adhere to the requirements of the client. Into this process, the writers who 

know the programming skills closely are required to participate in desk inspection tests 

to be carried out. This can be achieved very rapidly without too much dependence on 

other developers or testers. The main advantage is the observed defects can be easily 

located and can be corrected as quickly as possible 

 

Figure 9 White Box Testing Classification 
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Code walkthrough – It is commonly called a technical code walkthrough, one kind of 

semi-formal review technique. Nidhra (2012) described that in this the test 

methodology a bunch of technological people are required. These selected must be such 

that they should go through the code. In the Code walkthrough process, senior 

employees such as technical leads, database administrators and peers must be involved.  

 

 

Structural Testing  

Structural testing demands the execution of the test cases to test the software that must 

be tested. This is just the reverse of static testing that does not demand the execution of 

test cases to be run on the software. The following types of structural testing were 

explained by Desikan and Ramesh (2009).  

Statement Coverage Testing - During this testing, at least once every statement of the 

program must be carried out. Lie (2008) called statement testing node coverage or basic 

block coverage. It is the common assumption that code coverage is directly and 

proportionally related to the testing of the functionality. An increment in code coverage 

will lead to better testing of the functionality. The statement coverage of the program, 

which is indicative of the percentage of statements executed in a set of tests, can be 

calculated as follow: 

Statement Coverage =  
Total Statements Exercised

Total Number of Executable statements in Program
∗ 100 

 

Eventually, the advantage of statement reporting is its ability to recognize which blocks 

of code have not been executed. The issue with the statement coverage, though, is that 

it does not identify bugs that arise from the control stream constructs in the source code, 

such as compound conditions or consecutive switch labels. The major shortcoming in 

this technique is that it does not reflect that program is error-free even though achieving 

a high level in statement coverage testing. Branch Coverage Testing – Software 

applications are not meant to be written in a continuous mode of coding, sometimes, 

branching the code to perform a requisite functionality is also needed. Branch coverage 

testing helps to invalidate all the branches in the code. It also helps in confirming that 

no branching leads to abnormal behaviour of the application. In part testing, each edge 



38 

 

is crossed at best once. Jin et al. (1995) describe that in this testing, at least once every 

branch and every entry point of the program or software under consideration must be 

executed which also involves all control transfer. Mitra (2011) described that decision 

or branch coverage can also be called edge coverage. A branch is the outcome of a 

decision. Thus, branch coverage helps in identifying which decision outcomes must be 

tested. 

 

Path Coverage Testing - In this type of testing, a program is split into no. of distinct 

paths. Now, every possible path is executed. This technique has more chances to detect 

more errors as it attempts to find out the ratio of code coverage to great extent. A path 

means the flow of execution from the start of a method to the end. A method with n 

decisions has 2n no. of possible paths and if a loop also exists there, no. of paths 

increases to infinite. Fortunately, a metric known as cyclomatic complexity can be 

applied to reduce the no. of paths that require testing. The cyclomatic complexity can 

be calculated as one more than no. of unique decisions in the method. Cyclomatic 

complexity helps in defining the no. of linearly independent paths, called the basis set. 

Like branch coverage, testing the basis set of paths gives a surety that every decision 

outcome is tested. But unlike the branch coverage, basis path coverage takes care that 

all decision outcomes are tested independent of others. It also allows analysis i.e. how 

changing that one decision affects the method's behaviour. Path coverage testing can be 

called a better technique among the three techniques discussed till now. The formula 

used is: 

Path Coverage =  
Total Paths Exercised

Total Number of Paths in Program
∗ 100 

 

The disadvantage associated with path testing is that it cannot be applied if there is a 

loop in the program.  

Condition Coverage–Covering all paths never implies that the program is completely 

tested. Path testing is not enough as it does not exercise each part of the Boolean 

expression, relational expression and so on. This technique of condition coverage is 

responsible for monitoring whether every operand in complex logical expression has 

taken on every true and false value as described by Mitra (2011). Therefore, this means 
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that no. of test cases rises exponentially with no. of conditions and Boolean expressions. 

The condition coverage for a program, which is indicative of the percentage of 

conditions covered by a set of test cases, is defined by the formula as: 

Condition Coverage =  
Total Decisions Path Exercised

Total Number of Decisions in Program
∗ 100 

Thus, Condition coverage can be called as better criteria than path coverage criteria. 

 

 

MANUAL TESTING CHALLENGES 

To test the software, test cases are written. But there is no proper mechanism to 

determine the validity of the test case. It is a total dependency on the understanding of 

the tester who may be able to understand the prescribed requirement or not. Due to this, 

defects might be incorporated into the system after testing also. So, testing depends a 

lot on the skill, understanding and efficiency of the tester.  

One cannot rely on manual testing as there is no way to confirm that whether actual and 

expected results have been matched carefully or not. It depends on the tester. Testing 

is non-exhaustive. Full manual testing is impractical. Manual testing depends upon the 

feasibility. To resolve this issue, it is important to generate test data automatically. The 

process of automated test data generation helps in saving time, effort, and cost of testing 

of software. It reduces the manual work used in the design of test cases. The main goal 

of automatic test data generation is to minimize the manual work involved in testing 

i.e., test case design, test case execution with minimum time and maximum coverage. 

TEST AUTOMATION 

Testing of programs using software is called automation. Test cases designed to test the 

programs are created either manually or automated. In manual testing, testing is done 

by a skilled tester. They designed the test case and check its validity. A test case may 

be valid or invalid or often, the same type of test cases may be redesigned. For a simple, 

small program, a lot of test cases is possible. So, selection of the right, valid, effective 

test case is a very important aspect of software testing. So, this is a big challenge in 

front of the tester to choose a unique, distinct, and valid test case. Manual testing is very 

time consuming, costly, and not too effective. It further involves a human skill that may 

be fully skilled, semi-skilled or not properly skilled. To overcome the problem related 
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to manual testing like shortage of skilled manpower, reduce the time and cost of manual 

testing, it is mandatory to switch to automated software testing. With automated 

software testing, the overall cost of software development might be lowered drastically. 

Test automation provides a solution to many problems faced in manual testing 

                      In automation, the involvement of humans is very less as test cases are 

executed by software which is faster in nature as compared to human beings. Moreover, 

test cases may be run 24×7, so automatically saving the time consumed in testing. So, 

the software can be released in time without delay. The time saved may be used by the 

engineering team to develop some extra or enhanced features of the software. There are 

several advantages of automated software testing over manual testing. Test automation 

helps the engineers to utilize their efforts in the creation or design of new features and 

free them from uninteresting or repetitive tasks. Testing using automatic testing is more 

reliable as compared to manual testing. As automatic testing started immediately after 

development without the need of so much skilled large team, so it is also called 

immediate testing. Few types of testing are not possible to execute without automation 

e.g., reliability tests cases, stress testing test cases. 

 

the following metrics better the automation:  

• No faults were found and their percentage  

• The time involved in automation testing including every release cycle  

• Minimal time is taken for release 

• Consumer satisfaction index  

• Production improvement 

 

Benefits of Automation Testing are:  

• Test speed  

• Reliability in Test reports 

• More consistency  

• Less time and cost 

• More accuracy  

• No human involvement during execution  
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• Improvement inefficiency  

• Test often and carefully  

• Early time to market 

 

Automation is one of the key elements of testing to reduce human intervention meant 

predictable, reliable, and reusable results and significant cost reduction and increased 

inter-supplier portability. The standards are helpful to meet the requirement and 

certifications [1], [2]. Test engineers must know several automated testing approaches 

and tools that assist test actions other than test execution [3]. Automotive electronics 

parts increased to improve comfort and features [4]. Because of cost, electronic parts 

consisted of 15% in the middle of 1990 and reached almost 20% in 2000, and they will 

reach 32% in 2010 [5]. As more features are adding up to the system, More ECUs are 

required. The complexity of programming and testing has become more challenging 

[6]. Hence, vehicle makers must spend more time and cost to validate the whole 

embedded systems.[7]. Carmakers and system vendors formed AUTOSAR in June 

2003 to institute open standards for providing electric and electronic architecture [8]. 

EAST-ADL stands for Electronic Architecture and Software Tools is another tool for 

the automotive industry [9].  

                  Image comparison transactions the resemblance between two images. It 

processes the identical image records from a reference image gathering to calculate the 

resemblance of each feature between the test image and each reference image and 

allocates weight to each functionality to fuse these features via the "query-adaptive 

weighting method." It targets the test image and its neighbourhood set selected from 

the repossession dataset as the test class. It utilises the image-to-class similarity to re-

rank the repossession results [53]. Inserting soft-tissue patterns and interventional 

instruments into the image can considerably change the performance of some 

resemblance rates formerly used on 2D and 3D image registration [54]. Support Vector 

Machine (SVM) used a supervised learning method to compare and identify biomedical 

image processing [55]. A similarity index for images represents both pixel intensity 

changes and geometric alterations. Classification of many images can use these two 

parameters [56]. Magnetic resonance imaging (MRI) is widely used in medical 

investigations. Label and clustering unsupervised learning methods improve the 
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accuracy of MRI. Image reconstruction and finely tuned parameters also improve the 

accuracy [57]. The adjustment interaction for the mathematical mutilation created by a 

wide-point lens introduces outspread twisting antiquities brought about by non-direct 

resampling [58]. The approval technique introduced is a significant advancement 

towards more nonexclusive recreations of biomechanically potential tissue distortions 

and evaluation of tissue movement recuperation utilising nonrigid picture enrolment. It 

is a reason for improving and analysing the changed nonrigid enlistment method for 

various clinical applications [59]. A novel method has been described to mark student 

attendance using image processing methods by comparing the faces of students [60] 

                Researchers apply natural language processing (NLP) computational 

techniques to understanding human language by the systems. Now, we are 

concentrating on the evolution of grammatical formalisms and parsing algorithms, 

appropriate semantic representations for word and sentence meaning. Natural language 

processing (NLP) is the area of artificial intelligence (AI) preoccupied with the 

automatic creation and understanding of human languages [61].  

 

Theoretical issues in NLP are usually split into three areas:  

• Syntax, the study of sentence structure 

• Semantics, the study of context-independent meaning 

• Pragmatics is the study of context-dependent meaning. 

 

Sentence parsing has two objectives. First, a parser is used to find out influential groups 

of words and their organisation in a spoken or written text after the grammatical 

constraints of the appropriate language. Second, a parser must supply the units and 

identify the domains of other processes. Together, these two parser functions help to 

limit sentence ambiguity so that the meaning of an utterance can be recovered from the 

vast meaning potential of the language. Parsing concerns the incremental production of 

the syntactic description of texts. There are two opposing ways to view this process. It 

can be viewed as a series of choices provided by the grammar that results in a minimal 

set of alternatives. Alternatively, it can be seen as refining a description, true at each 

step, to arrive at an applicable syntactic description of a sentence. The distinction 
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between these two views is simply whether alternatives are represented explicitly while 

parsing a sentence. 

             Class-based topographies expand the performance of natural language 

processing (NLP) tasks such as syntactic part-of-speech tagging, dependency parsing, 

sentiment analysis, and slot satisfying in natural language understanding (NLU), but 

not much has been stated on the primary causes for the performance enhancements [62]. 

A framework developed for testing methodology of validation of path planning and 

ADAS control algorithms for current and future automated vehicles [70]. Deeper is a 

simulation-based test generator that uses an evolutionary process, i.e., an archive-based 

augmented with a quality population seed, for generating test cases to test a deep neural 

network-based lane-keeping system [71]. 

 

2.3 SUMMARY 

 

It is clear from the existing literature that most of the work-related test automation is 

using test management software and script development to automate manual efforts. 

No literature has focused on key-based fully automation from software requirements to 

test plan development and script generation. Hence, understating the importance of test 

script generation from the test plan. We also focused on image comparison algorithms 

which are part of the script generation library for test automation. 
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Chapter 3 TEST AUTOMATION FRAMEWORK 

IMPLEMENTATION 

 

3.1 INTRODUCTION 

 

Embedded Software Development Life Cycle aims to deliver high-quality product 

software that satisfies all the requirements. It starts with planning and requirements 

analysis where senior people design products based on market requirements and 

technical experts' suggestions. Once the product design has been done, the next stage is 

to document SRS (Software Requirement Specification) the product requirements and 

get approval from the client. The SRS document decided the product architecture and 

was reviewed by top management for final changes. Based on the SRS document, 

Software developers develop the product software and develop test cases that cover all 

software functionalities. The software quality assurance team (SWQA) used the test 

cases and performed manual Regression or do automation testing. SWQA team used 

test management software's to automate the manual test scenarios. If any part of the 

software updates, the testing team must perform entire software testing to find any other 

aspects affected by part of the software update, called the regression test. 

The industries follow any software life cycle development models, mainly waterfall 

model, Iterative model, Spiral model, V- model and Agile model. The waterfall model 

divides software development into different phases, and each phase depends on the 

previous phase. Moreover, it is not suitable for complex projects as it has high risks and 

uncertainty. The iterative model repeatedly improves the developing versions until the 

complete system is ready for large projects, but more resources are required. In the 

spiral model, the development covers three phases like identification, design, and build. 

Requirement changes can easily manage in the spiral model, but the process is 

complicated. In the Verification and Validation model, implementation of processes 

happens sequentially like a V-shape. Here each phase of development is directly linked 
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with testing. The V -model is best suited for a small project where requirements are 

well defined, but it is not suitable for significant and ongoing projects. The agile model 

divides the product into minor incremental builds and a very realistic approach to 

software development. These builds follow the iteration method. Each iteration 

naturally takes from about one to two weeks. Every iteration contains sub functional 

teams working simultaneously on various areas. 

Manual Regression is essential for software validation and is a time-consuming task. 

The solution is test automation only. Here we need to spend one-time scripting manual 

test cases using any test management software. Later, we can execute scripts many 

times to get the results report and reduce manual effort time. In embedded software 

industries, primarily using test management software are NI test stand and Dspace 

automation desk. The Test Stand is test management software and allows test engineers 

to develop automated test scripts using code modules written in any programming 

language. One of the popular languages is LabVIEW, and it is a graphical programming 

language. At the same time, the automation desk is mainly using in the automotive 

industry for hardware in loop test automation.  

Software Testing is a crucial stage in the software development and maintenance cycle. 

It has been estimated that software testing involves between 30-50 per cent of software 

development. Depending on manual testing becomes costly, Inefficient and causes a 

high frequency of product release delay. We can script manual test cases using test 

automation tools, but this is costly, requiring highly skilled test engineers. Our 

framework gives the solution to this problem. 

3.2 FRAMEWORK IMPLEMENTATION 

 

The proposed script generation framework is divided into three phases. Phase-1 is the 

process of writing test cases as per the required format using a software requirements 

document. Phase -2 is the critical part that generates test scripts using intelligent logic. 

Phase -3 is about executing scripts and getting test reports. Test script execution 

depends on the test management software. 

 

http://www.hcltech.com/engineering-rd-services/software-testing
http://www.hcltech.com/engineering-rd-services/software-product-development-services
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3.3 TEST CASE AUTHORING  

 

Test case authoring plans to generate standard test cases and deals with Requirements 

documents, Natural language processing-based Test case generation (NLP TCG) and 

Test case editor. Test case editor is an interface where we can write test cases manually 

using software requirement documents. Test cases authoring built on pre-defined keys 

structure with sections. The test case editor user interface is shown in figure11.  

Test steps are divided into three groups: setup, Main steps and Clean-up. The setup 

group covers pre-condition steps, the group of the Main steps covers the actual test 

steps of the test scenario, and the clean group covers the postconditions of the test 

scenario.  

 

 

Figure 10. Framework block diagram 
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Action 

Function/Service 

Type Parameter Value Remarks 

Setup 

          

          

          

Main Steps 

          

          

          

Clean-up 

          

          

          

Figure 11. Test case editor User Interface 

Five sections were provided to write the test step to cover all functionalities.  

Action:  

Action has the following key terms to define the action of the test step. We used four 

key terms, write, read, set, and check to cover the significant test actions. We can add 

new critical terms into action depending on the requirement.  

Action 

Write 

Read 

Set 

Check 

Figure 12 Sample Key set at Action Section 
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Function/Service Type:   

The keys belong to this section to determine the service type of test step. For example, 

if we use protocols like LIN, CAN, or Ethernet in software development, writing these 

protocol bus messages and reading from these protocol bus steps can be determined 

here. 

Function/Service 

Type 

ECU Signals 

ERD Signals 

CAN 

LIN 

Figure 13 Sample key set at Function/Service type section 

Parameter: 

Test parameterisation is an efficient method and utilising parameters rather than fixed 

values. So, one can execute the same test with different input values of test steps used 

as inputs or expected outputs stored separately from the test steps.  

The main benefits of parameterisation are as follows: 

• By externalising the changing parts of a test case(s) as parameters, it is easier to 

manage complex test cases 

• Users can automatically execute multiple variations of each test. Multiple 

Parameter values provided will cause several executions of each test for each 

variation of the parameters. 

Test Parameterisation allows sharing information between multiple test cases. In this 

section, we can define a parameter. 

Value:  

In this section, we can define the parameter's value and define the expected output 

value. 

The remarks section can explain any additional notes, which helps consider 

complicated test steps. 

The following example gives clarity about the test case editor. 
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The oven is a home appliance product used for baking food items, and given below is 

sample oven software requirement. 

The Oven light should turn on when the oven door is open or the oven light switch is 

turned on. Also, the count of the oven light ON and OFF and the door open and close 

should be stored.  

Test case writing using the proposed framework test case editor is simple and easy to 

understand. 

Action Function/Service Type Parameter Value Remarks 

Setup 

Set Function TestUnit PowerON   

Main Steps 

Read ECU Variable OvenDoorOpenCloseCount X_Count 

Store value 

into X_Count 

Read ECU Variable OvenLightOnOffCount Y_Count 

Store value 

into Y_Count 

Set ECU Variable Oven Door Open   

Check ECU Variable Oven Light ON   

Set ECU Variable Oven Door Close   

Check ECU Variable Oven Light OFF   

Check ECU Variable OvenDoorOpenCloseCount X_Count + 1   

Check ECU Variable OvenLightOnOffCount Y_Count + 1   

Clean-up 

Set Function TestUnit PowerOFF   

Figure 14 Sample Testcase 

Embedded software development uses standard documents like JSON or XML files to 

maintain microcontroller variable data. Here we do parse these files and save them into 

test label data. Test label data applicable write test cases quickly. 

OvenDoorOpenCloseCount, Oven Door and oven light are the test labels parsed from 

the oven software JSON file.  

3.4 TEST SCRIPT GENERATION 

Test steps library based on test management software required to prepare before script 

generation. Test steps library is part test automation process. Test steps library need to 

fill with all basic functionality with respective test management software's code 

modules. The NI test stand, the LabVIEW code module, and the Dspsce automation 

desk python code were used to develop libraries. The test configuration is part of the 

proposed framework, which configure test management software. 
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Script Generation Engine is the business logic that generates test scripts taking test 

cases as input and identify the functions based on key terms, then replace parameters 

and values. 

For example, Step1 action key is Set, the Service type is Function, the Parameter is Test 

Unit, and Power ON. This combination identifies the test unit function and sets the 

write value as Power ON. 

 

Figure 15. Block Diagram of Auto script generation 

The general process takes a minimum of 6hrs to write test cases, and for scripting 8hrs. 

So total time approximately 14hrs to automate this requirement testing.  
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Our proposed framework takes 4hrs to write test cases, and scripts generation and 

validation takes a maximum of 15minutes.  

 

The Script generation Engine has almost had all combinations of logic to generate script 

generation. Moreover, it is practically not possible to write all combinations of logic. 

Here we can introduce AI and ML-based algorithms to predict the strange combination.  

ML is part of the AI technique that will minimise the code to cover unknown cases. 

Supervised Machine learning algorithms are used to train the model using labelled data, 

such as an input where the desired output is unknown. We trained the Script generation 

model using the k-nearest neighbours (KNN) algorithm with pre-defined key section 

combinations to predict the test function from the test library for the unknown 

combination of input keys. However, we have not tested much prediction accuracy and 

precision. We will discuss the ML algorithm related information in future work.  

3.5 TEST SCRIPT EXECUTION 

 

The Scripts generated in phase-II are loaded into test management software used to 

execute the test scripts and get the automation report. We can see the sample automation 

report in figure 17. 

As per the above table, we can save 5 hrs of time for one test case. Similarly, we can 

have 200 to 300 test cases for one software development depend on the project. In this 

way, we can save 1000 hrs to 1500 hrs of time per one software testing in 200 to 300 

test cases with the proposed new test automation framework. However, this script 

generation has a limitation in that it cannot generate complicated test steps. In future, 

we are going to validate the Machine learning algorithm to get more accurate script 

generation. 
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Figure 16 Test Automation Report generated by Test Stand 

 

Sl.No Task Time is taken by 

"Traditional Test 

Automation." 

Time is taken by "new 

approach Test automation." 

1 Test Case 

authoring  

4 hrs 3 hrs 

2 Test case 

validation by 

expert 

1 hr 1 hr 

3 Test Script 

development 

4 hrs < 1 minute 

4 Test Script 

validation 

30 minutes 30 minutes 

Total Time 9.5 Hrs 4.5 hrs 
Table 5. Time Comparison Table 
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3.6 LIBRARY PREDICTION USING KNN ALGORITHM  

 

The k-nearest neighbors (KNN) algorithm is a straightforward, simple-to-apply 

supervised machine learning algorithm used for a solution to classification and 

regression problems. 

The following example gives clarity on how the unknown combination of the 

parameters can adapt to the nearest library code module. The reference database is auto-

updated based on the known library list.  

Action (Xi) Function (Yi) Paramter (Zi) Code module vi 

Read ECU Variable OvenDoorOpenClose 

Count 

GetECUVariable.vi 

Read Environmental 

Variable 

OvenRunTime GetEnvVariable.vi 

Write ECU Variable OvenFanSpeed SetECUVariable.vi 

Read PublicVariable RTDTemp ? 
Table 6 Reference Data 

Here, Need to conisder X elements as “Read = 0” and “Write = 1”. Also Y Elements as 

“ECU Variable= 0”, “Environmental Variable = 1”  and “PublicVariable = 2”. 

Similarly, Z elements as “OvenDoorOpenClose Count = 0”, “OvenRunTime = 1”, 

“OvenFanSpeed = 2” and “RTDTemp = 3”. 

The following table demonstrates the numeric conversion of reference data. 

Action (Xi) Function (Yi) Paramter (Zi) Code module vi 

0 0 0 GetECUVariable.vi 

0 1 1 GetEnvVariable.vi 

1 0 2 SetECUVariable.vi 

0 2 3 ? 
Table 7 Numeric representation of reference data 

Now we have to calculate distance using the following formula. 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑓) = √(𝑋𝑞 − 𝑋𝑝)2 + (𝑌𝑞 − 𝑌𝑝)2 + (𝑍𝑞 − 𝑍𝑝)2 
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Actio

n (Xi) 

Functio

n (Yi) 

Paramte

r (Zi) 

Distance Code module vi 

0 0 0 √(0 − 0)2 + (2 − 0)2 + (3 − 0)2 

= 2.6  

GetECUVariable.

vi 

0 1 1 √(0 − 0)2 + (2 − 1)2 + (3 − 1)2 

= 2.2 

GetEnvVariable.v

i 

1 0 2 √(0 − 1)2 + (2 − 0)2 + (3 − 2)2 

= 2.4 

SetECUVariable.v

i 

0 2 3 0 ? 

Table 8. Distance Calculation 

If we consider K = 2, The nearest distances are 2.2 and 2.4. The most common nearest 

code module is “GetEnvVariable.vi”. Similarly, unknown combination libraries get 

predicted libraries using this algorithm.  

3.7 RESULTS AND DISCUSSION 

The script generation using key parameters reduce the major time in the test script 

development. The test best configuration is tested with the automation desk and 

LabVIEW HIL setups. This research work makes a significant change in the embedded 

software test automation. 

3.8 SUMMARY 

 

This chapter deals with the major implementation work related to this research work. 

The test case authoring, script generation and test execution are the key elements for 

this research work. 
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Chapter 4  IMAGES COMPARISON ALGORITHM 

IMPLEMENTATION 

 

4.1 INTRODUCTION 

 

Test automation is one of the essential aspects of the verification and validation of 

embedded software. Test automation plays a crucial role to meet the deadlines to launch 

a product. In terms of embedded software, display (graphical) validation is a bit 

complex to automate compared to text or numeric testing, where references are 

available for making comparisons. In the work presented, we addressed the problem of 

comparing digital images to find the similarity which can facilitate the embedded 

software test automation. Embedded testing automation is widely used to reduce 

development time and cost. However, still, we are not able to achieve 100% test 

automation due to dependency on a few manual observation aspects like the display 

output. Most of the embedded products have output displays that produce text, symbols 

or images and their testing is conducted manually. The manual observation involved 

can be automated with the presented work to reduce significant testing time and reduce 

paradox errors. 

Advanced features are being rapidly implemented into embedded software in 

automotive, home appliances, transportation, medical equipment, communication, the 

energy sector. One upfront way to increase product reliability is to increase the testing 

on all the supported features by expanding the test effort within deadlines. The time and 

cost will also increase when we increase testing methods which cause product delay. 

That is why industries are looking for test automation wherever it is possible. Testing 

automation involves converting manual test cases into automation scripts that generate 

test results report. On the opposing, Manual Testing is conducted by a test engineer 

seated opposite a Test setup, cautiously performing a test steps. And record results 

Manual testing takes a substantial volume of time. Test automation can run as many 

times as possible within the deadline.  
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4.2 IMPLEMENTATION 

 

The objective of this methodology is to determine the two input images are similar 

or not. The proposed algorithm has been implemented using Python OpenCV and 

LabVIEW platforms. LabVIEW is a graphical programming language, and it has its 

vision Development toolbox that offers hundreds of functions for developing and 

deploying image processing applications. However, it is an additional cost that is why 

we called python code into a LabVIEW program. OpenCV is open-source and has 

powerful image processing libraries.  

The test image is grabbing with a digital image grabber from the device under test. 

Moreover, the reference image is the expected output from the device under test. 

Image processing Algorithm: 

Figure 17 shows the flow chart representation of the image processing algorithm 

deployed in the presented study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 17 Flow chart 
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In flowchart, we calculate similarity score of test image and reference image in step1. 

Based on similarity score we decide both images are same or not in further steps. Here 

considered both images are same only if the similarity score is greater than 99.50. 

Similarity calculation explained in the following steps.    

The Similarity Score algorithm has the following steps:  

Step1: Read Test Image and Reference image 

Test_Img = T (R, G, B) 

Ref_Img  = R (R, G, B) 

Step 2: Calculate Stand deviation and mean of the test image and reference image. 

TestImagechnmean (𝑇)̅̅ ̅ = 
∑ 𝑇𝑖

𝑁
 

RefImagechnmean (�̅�) =  
∑ 𝑅𝑖

𝑁
 

Teststdev (𝜎𝑇) =  √
∑ (𝑇𝑖−𝑇)̅̅ ̅2)𝑛

𝑖=1

𝑁−1
 

Refstdev (𝜎𝑅) = √
∑ (𝑅𝑖−�̅�)2)𝑛

𝑖=1

𝑁−1
 

Step3: Apply the standard deviation formula to the test image and the reference image. 

TestStdImg = (((𝜎𝑇>=cth) |((𝑇)̅̅ ̅<=bth)) *-1) +(((𝜎𝑇) <cth) & (𝑇)̅̅ ̅>bth)) *1) 

RefStdImg = (((𝜎𝑅>=cth) |((𝑅)̅̅ ̅<=bth)) *-1) +(((𝜎𝑅) <cth) & (𝑅)̅̅ ̅>bth)) *1) 

where cth = colour threshold and bth = black threshold. 

Step4: Multiply both standard images. 

3D Array of Image (AM) = (TestStdImg) * (TestStdImg) 

Step 5: Take the sum of.AM rows to get a 1D array. 

1D Array Sum (AS1) = Sum (AM) 

Step 6: Take the sum of all elements of the AS1 array. 

AS2 = Sum (AS1) 

Step 7:Calculate the similarity score using the formula 

Similarity Score = 
𝐴𝑆2

(𝐼𝑚𝑎𝑔𝑒 𝑎𝑟𝑟𝑎𝑦 ℎ𝑒𝑖𝑔ℎ𝑡)∗(𝐼𝑚𝑎𝑔𝑒 𝑎𝑟𝑟𝑎𝑦 𝑤𝑖𝑑𝑡ℎ)
∗ 100 

Step 8: Exit 
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The above algorithm was implemented in Python using OpenCV libraries and 

called in the LabVIEW program to visualise the results. This similarity score represents 

the percentage of similarity of the test image and reference image. The similarity score 

is less than 100% because of noise and errors. Hence tolerance of 0.5% has been 

considered in accepting the results. 

4.3 RESULTS AND DISCUSSION 

 

The algorithm was tested on 300 sample images, and the observed accuracy is 

more than 70%. With proper adjustments, the accuracy can be improved up to 90%. 

Case 1 results are shown in figure 2, where both images are the same. Case 2 results 

are shown in figure 3, where both images are not similar. Case 3 results are shown in 

figure 4, and both images are the same. Case 4 results are shown in figure 5, and here 

both images are not similar but greater than 99.5 %. Replica product recognition, image 

clustering, visual exploration, and recommendation tasks are performed with this 

technology in modern applications. Table 1 summarises the results achieved by 

implementing the algorithms for the test image dataset. 

 

 

Figure 18 Case 1 Results with similarity score is above 99.5 

 



59 

 

 

Figure 19 Case 2 results with a similarity score of less than 99.5 

 

Figure 20 Case 3 Results with similarity score is above 99.5 

 

 

Figure 21 Case 4 Results with similarity score is wrong 
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S. 

No 

Image category Images 

Source 

Total 

Samples 

Accurac

y at 

99.5% 

similarit

y 

Accurac

y at 

98% 

similari

ty 

1 Automotive rear 

camera images 

Google 

images 

250 90% 80% 

2 Home appliance: 

Oven Display images 

Google 

images 

10 90% 50% 

3 Outdoor images 

captured by DSLR 

Clicked with 

Canon DSLR  

10 70% 20% 

4 Night vision images Google 

Images 

20 10% 5% 

5 Cartoon images Drawn using 

Microsoft 

paint  

10 70% 70% 

6 Human faces Google 

images 

10 70% 70% 

Table 9 Result summary 

As per case4 results, this algorithm has shown wrong results in such a scenario. This 

algorithm, with certain limitations, can be used in embedded software display test 

automation and which saves a significant amount of software testing time. Similarity 

tolerance and colour threshold values affect the accuracy of results. However, this 

algorithm has limitations and adding machine learning methods will improve accuracy. 

In the future, we can train the model with more reference images using machine 

learning techniques to determine similarity more accurately. Machine learning 

algorithms help in improving the testing accuracy and are helpful in test automation 

where the input is a digital image. This reduces the time and cost for test automation 

which enables the industries to launch the product as per plan and schedule.  

4.4 SUMMARY 

This chapter gives the novel image processing algorithm to compare test image and 

reference image which is used to automate the embedded vision software testin 
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Chapter 5  IMAGE COMPARISON USING OCR TECHNIQUES 

 

5.1 INTRODUCTION: 

Every embedded product is getting updated with advanced features every year. Because 

of this reason, embedded software verification became significant and critical. Testing 

all functionalities together is a big challenge, which takes a considerable amount of 

time. Test automation helps to fast up all large test scenarios. However, due to technical 

challenges, some of the advanced features cannot automate, for example, LCD image 

verification. LCD image verification is about verifying the expected output image on 

the LCD screen. Automotive infotainment is a common feature in all automotive 

embedded software and has improved functionality to support all mobile OS like iOS, 

Android. These features need to monitor on the LCD screen as per the functionality. 

Image processing algorithms are practical to compare reference images and test images 

on the LCD screen. Nevertheless, the accuracy level of these algorithms is not as 

expected. This work gives a solution to this problem statement. This work presented a 

novel solution to compare test images and reference images using OCR techniques to 

get more accurate embedded software testing. 

Embedded software impacts the quality of a product and in turn, most of the aspects of 

our society [1]. Its effectiveness is critical for many commercial and societal actions. 

As necessary, assuring the precision and quality of software systems and components 

becomes dominant. Embedded products (e.g., Automotive, Appliances, Medical 

devices) come with user interfaces where LCD, LED and other display devices are used 

to visualise the output for using them effectively. Users can select options from 

graphical displays based on the product features. All these aspects increase the product 

functionality along with the probability of bugs in software. The quality assurance (QA) 

team tests each of the features in detail to improve the software quality. However, as 

the number of test cases increases, the QA team needs more time, which leads to delay 

in the product release. Manual testing involves observing the expected results by human 

testers and reporting the results. Test automation is the process of converting manual 

observation into machine attainable by writing a programming script [2]. Once the 

automation script is ready, we can execute the procedure 'n' number of times, which 
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helps to speed up the regression test. An image processing algorithm makes it helpful 

to automate manual processes like validating the expected image on the display units.  

Digital image processing is about applying mathematical analysis to each pixel to find 

the required information about the image. A Digital image is a two-dimensional array 

considered with the Function of x horizontal coordinates and y vertical coordinates. At 

these coordinates, each combination has a value that is called pixel value. The digital 

images taken at different time frames have different intensity values. For this reason, 

identifying the similarity between the two images with an absolute difference is not 

accurate. 

The Optical character recognition OCR is a typical image processing algorithm 

practical to extract text from digital images. This algorithm combines the mechanical 

and electrical transfer of scanned images of handwritten, typewritten text into software 

text. An OCR algorithm is the extraction of features based on pattern recognition.  

5.2 IMPLEMENTATION 

 

A novel algorithm modification of ABBYY FineReader has been proposed to recognise 

optical characters for test automation. The algorithm extracts text from a selected region 

of interest of the test image. The OCR algorithm was enhanced with training fonts used 

in embedded vision software. This program has been tested on Automotive 

Infotainment software connected to Apple Care. The flow chart in figure 22 is based on 

the algorithm implementation. 

Image acquisition is the process of grabbing an image from a test setup using the 

industrial camera. The output of this step is a digital RGB image, as shown in figure 

23.  

Once the image is acquired, the vision algorithm processes the text extraction. Initially, 

the image is converted to grayscale, then the smoothing Filter is applied with the local 

average to remove the noise. Here the kernel size is 3*3.  
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Figure 22 Flow chart 

 

 

Figure 23 Grabbing Image 
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This Filter reduces the measure of the forced variety between a pixel and its next 

following pixel. Mean filtering replaces each pixel esteem in the picture with its 

neighbours' mean ('average') esteem, including itself. Figure 24 shows the output of the 

smoothing Filter. 

 

Figure 24 Image processing with smoothing Filter 

After the smoothing process, the algorithm considers the ROI (region of interest) gas 

per the requirement—the threshold configuration represented in figure 24. The auto 

linear mode is selected by applying the character's light-dark background—the spacing 

and size configuration represented in figure 25. Flow chart steps implemented and 

shown in figure 27.  

 

Figure 25 OCR algorithm threshold configuration  
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Figure 26 Spacing and Size configuration 

 

Figure 27 Block diagram of code 

 

The results and front panel are shown in figure 28. The region of interest ROI is 

highlighted with red colour which can easily track and check with results. The 

algorithm extracted the text as "Settings" from the selected ROI and shows complete 

result analysis in figure 29. Figure 30 shows other ROI results. The sample training 

with the “S” character is shown in figure 31. 
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Figure 28 Front panel with result1 

 

Figure 29 Result1 score details 

 

 

Figure 30 Front panel with the result  
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Figure 31. Sample trained character "s" 

5.3 RESULTS AND DISCUSSION 

ABBYY FineReader is more accurate than Tesseract on images with only standard font 

text fields or only special font. Especially on the latter, on which Tesseract results have 

approximately 2.7 average Levenshtein distance per correct character. On the other 

hand, Tesseract handles images with only handwritten font text fields better. GOCR 

performs much worse than the others on all values, finding a lot more text in images 

than they contain, but performs better on special and standard fonts than handwritten. 

The reason GOCR gets such high results is that it finds characters in details in the 

background.  

Tesseract  ABBYY FineReader GOCR 

90% 92% 75% 

Table 10 Accuracy Comparision of different algorithm 

 

This work improved the accuracy of test automation results for image comparison in 

embedded vision software. Instead of comparing pixels, extracting the expected string 

or icon from the region of interest can give more accuracy. As increasing the features 

of infotainment in automotive and other industries, this algorithm helps to fast up the 

software testing. This traditional pixel-perfecting method and the OCR method 

combined gives better results based on the requirement. 
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5.4 SUMMARY 

This chapter gives the alternate method to compare test images and test images for 

embedded vision software test automation. The OCR method is suitable for different 

languages so that the scope of this work is across all languages.  
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Chapter 6  REQUIREMENTS TO TEST CASES GENERATION 

USING NLP 

 

6.1 INTRODUCTION 

 

Data Science usage progressively advanced without wanting to change the existing 

hardware. Also, Artificial intelligence (AI) Algorithms can apply to suitable processors 

and operating system computers. Natural Language Processing (NLP) is one of the 

subsets of AI that adds intelligent features like human’s ability to read and understand. 

The NLP-based application has already been used and applies to medical, media, 

financial, human resources, and more. Most of the Data is found in text format, which 

includes symbols and few other things. Since some data contains rich information, it is 

a need to extract data and use it accordingly. To complete it, this requires that NLP can 

analyses our data and perform functions such as dynamic analysis, cognitive facilitator, 

time filtering, targeting misinformation, and real-time language translation. To achieve 

the best results, the NLP system must have a high-level algorithm to enhance a good 

understanding of text and symbols. There are many methods available to assist the 

system to better understand text and icons. Text separation, semantic vector, word 

embedding, possible language model, sequential labelling, and word editing. 

Text classification processes the text and divides it into similar groups of words. Text 

classification algorithms process the input text then assign a set of pre-defined tags and 

symbols. NLP is applied for emotion analysis, topic discovery, and language 

recognition. There are mainly three text classification methods rules-based, machine 

system, and hybrid.  

In the rule-based method, texts are divided into a labelled group using a set of handicraft 

linguistic rules. Those handicraft linguistic rules contain users to define a list of words 

that are categorised by clusters. For example, words like Narender Modi and Rahul 

Gandhi would be considered into politics group. People like Sachin and Dhoni would 

be considered into the sports group. A machine-based classification system learns to 

make a classification based on historical observation from the data sets. User data is 

prelabelled as tarin and test data. It collects the classification strategy from the past 
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inputs and discovers it continuously. The third method of text classification is the 

Hybrid Approach. Hybrid based method is the use of the rule-based system to create a 

tag and use machine learning to train the system as well as create a rule. 

NLP is a subset of artificial intelligence that deals with machines and human language. 

How to program machines to understand and process the natural language data. In the 

product life cycle development, mostly the test cases developed by software developers 

using software requirement documents. This work involves understanding natural 

language and must derive a logical requirement to test each feature of the software.  

The complexity of software installed in sensitive security environments, e.g., 

automotive and avionics, has grown significantly over the years. In such cases, soft 

material testing plays an important role in ensuring that the system meets all operational 

requirements. Such a system test task is often referred to as an acceptance test. Contrary 

to validation, which aims to detect bugs, acceptance testing is a confirmation function 

performed at the end of a life of developmental life to show compliance with 

requirements. Acceptance testing is mandatory and regulated by international 

standards. For example, the balance between the requirements and conditions of 

acceptance testing is enforced by the standards of embedded security systems. 

Exploratory cases are found in the occupational safety requirements expressed in the 

Nature language. Sometimes experimental cases are also found using rational 

mathematical models. Using a System Model Case System, Acceptance Tests 

Generation (UMTG) certifies the implementation of practical, systematic test cases, 

which accepts acceptance from the definition of needs in the native language, and 

reduce the efforts required to generate test cases and ensure coverage requirements. 

Several methods can produce test cases including input data right from NLP 

requirements specification. Token-making, branded business acknowledgement, and 

POS tagging are well-known in the software engineering community because they have 

been adopted by many methods including NLP. Business recognition and POS marking 

are often used in the software as they have been implemented by many methods 

including NLP techniques. Transforming needs into Work drawings, Statecharts and 

sequence diagrams, UML-supported models help generate test cases. Linear 

Discriminant Analysis is a powerful method for data category and reduction. It is 
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helpful where the within-class frequencies are disproportionate, and their routines have 

been estimated on at random produced test data. 

A context-free grammar is CFG is a type of grammar which is finding the relation 

between the alphabets how we are going to create some kind of a superset from the set 

of grammar rules it is a language altogether that is known as context-free grammar 

which is generally used in systems because system understands context-free grammar 

more easily than English words. Syntax is the study of rules governing the way words 

are combined to form sentences in a language. Sentences are composed of discrete units 

combined by rules. So whenever you create a sentence there's always some rule that 

you need to start with some identifiers may be the is a then you have a certain verb or 

a noun coming into the picture then you have a certain verb coming into the picture 

then maybe some adjectives comes into the picture. so there are rules for creating a 

sentence. you cannot create a sentence without any rules. we have to have some rules 

like we have to specify some noun then work then adjective then prepositions. so these 

rules are called syntax. this study of rules governing the wave words is combined. 

sentences are composed of discrete units called rules. every sentence has a certain rule 

in it whether it's a past continuous or present continuous or present perfect or past 

perfect or whether it's a simple sentence simple tense so we have certain rules for 

defining a sentence and that is defined by a syntax. 

6.2 IMPLEMENTATION 

 

The proposed method is shown in fig.1 and it takes input as a requirement in the English 

language and gives the output as test cases.  
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Fig. 32. Block diagram of the proposed system 

Software Requirement: After The Oven Power is on, If the Oven door open, Oven Light 

must turn on and must record the oven light on/off count in 

OvenLightOpenCloseCount. The Oven Door open/close count must record in 

OvenDoorOpenCloseCount. 

Tokenization is the NLP algorithm that converts the large text into small sections called 

tokens. Those tokens are extremely beneficial for discovering patterns and are regarded 

as a ground step for halting and classification.  

Natural Language Toolkit is a powerful module NLTK tokenize sentences which added 

includes sub-parts 

• sentence tokenize 

• word tokenize 

Tokenization of Sentences 

Tokenization of sentences divides the large paragraph of text into small sentences. The 

below example shows how the NLTK tokenizer does the tokenization of sentences. 

 

from nltk.tokenize import sent_tokenize 

 
text = " After The Oven Power on, If the Oven door open, Oven Light must turn 

on and must record oven light on/off count in OvenLightOpenCloseCount. The 

Oven Door open/close count must record in OvenDoorOpenCloseCount." 

•Input

Requirement

•Algorithm/tool

NLP algorithm
•Output

Test cases
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print(sent_tokenize(text)) 

 

Output: [‘After The Oven Power on’, ‘If the Oven door open’, ‘Oven Light mu

st turn on’, ‘must record oven light on/off count in OvenLightOpenCloseCoun

t’, ‘The Oven Door open/close count must record in OvenDoorOpenCloseCount’] 

 

Tokenization of words 

Word_tokenize() method used to split a sentence into words. The output of word 

tokenization is to Data Frame for better text identifying in machine learning 

applications.  

from nltk.tokenize import word_tokenize 

text = " After The Oven Power on, If the Oven door open, Oven Light must tu

rn on and must record oven light on/off count in OvenLightOpenCloseCount. T

he Oven Door open/close count must record in OvenDoorOpenCloseCount." 

print(word_tokenize(text)) 

 

Output: [“After” ,“Oven” ,“Power on”, “If” ,the “OvenDoor” ,“open”, “Oven L

ight “, must “turn on” and must “record”, “oven light” “on/off count”, in “

OvenLightOpenCloseCount” and “Oven Door open/close “count” must record in “

OvenDoorOpenCloseCount” 

] 

 

TensorFlow is an end-to-end open-source platform for machine learning. It has a 

comprehensive, flexible ecosystem of tools, libraries and community resources that lets 

researchers push the state-of-the-art in ML and developers easily build and deploy ML-

powered applications. 

 

from tensorflow.keras.preprocessing.text  

import Tokenizer 

 

sentences = [ 

    'After The Oven Power on', 

    'If the Oven door open', 

    'Oven Light must turn on','must record oven light on/off coun

t in OvenLightOpenCloseCount', 

    'The Oven Door open/close count must record in OvenDoorOpenCl

oseCount' 
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] 

 

tokenizer = Tokenizer(num_words) 

tokenizer.fit_on_texts(sentences) 

word_index = tokenizer.word_index 

print(word_index) 

 

Output: {'oven': 1, 'the': 2, 'on': 3, 'must': 4, 'door': 5, 'open': 

6, 'light': 7, 'record': 8, 'count': 9, 'in': 10, 'after': 11, 

'power': 12, 'if': 13, 'turn': 14, 'off': 15, 

'ovenlightopenclosecount': 16, 'close': 17, 'ovendooropenclosecount': 

18} 

 

 

Here are the following conditions scripted to write a test case using the split tokens. 

• The “Power”,  On” words are considered preconditioning steps and they will 

link to the test unit. Also, it will add the Power Off step at postcondition.  

• The parameters are identified and look into the database to find relative 

functions and values. “OvenDoorOpenCloseCount”  and 

“OvenLightOnOffCount” are ECU parameters.  

• The “Record” word identifies as some parameter count should store in some 

variable. After the specific action, it will verify the count. Also to compare with 

previous values, it will read this before the action and store it in a new local 

variable. 

i.e,  “Read ECU variable OvenDoorOpenCloseCount X_Count”, Then after the 

oven door open and close it will write the verify step as below. 

“Check  ECU variable OvenDoorOpenCloseCount X_Count+1” 

The above requirement is processed by the NLP tokenization algorithm and will give 

the following output which is shown in Table 11. Table 11 is the standard test case 

which is the base input of this research object 1. In this, setup steps are the precondition 

of the test case, main steps are the actual test steps and cleanup steps are posted 

condition steps. Action keywords are used to find the right library based on the function 

keyword. Parameter and values are inputs to the selected library function. 
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Action Function/Service 

Type 

Parameter Value 

Setup 

Set Function Test Unit Power ON 

Main Steps 

Read ECU Variable OvenDoorOpenCloseCount X_Count 

Read ECU Variable OvenLightOnOffCount Y_Count 

Set ECU Variable Oven Door Open 

Check ECU Variable Oven Light ON 

Set ECU Variable Oven Door Close 

Check ECU Variable Oven Light OFF 

Check ECU Variable OvenDoorOpenCloseCount X_Count + 1 

Check ECU Variable OvenLightOnOffCount Y_Count + 1 

Clean-up 

Set Function Test Unit Power OFF 

 

Table 11. System generated test case 

6.3 RESULTS AND DISCUSSION 

The proposed method is very useful in the embedded software testing process. Also, 

developers and test engineers have very clear tracking of software requirements. Of 

course, there is some limitation in the automation. The maximum complexity goes to 

10 to 20 % project, and this can be handled manually. The complexity of manual work 

can automate with help of the intelligent logic and learning input data. The chunking is 

more helpful in terms of general English software requirements. Chunking is a process 

of extracting phrases from unstructured text. Instead of just simple tokens which may 

not represent the actual meaning of the text. The current work is a proof of concept for 

converting requirements to test cases. The full-fledged implementation required more 

algorithms and conditions to understand the sentences.  
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6.4 SUMMARY 

The chapter gives the proof of concept that how the software requirements can 

convert to test cases as per designed standards. The complete solution required to add 

more NLP algorithms includes POS tagging and chunking.  
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Chapter 7 CONCLUSION AND FUTURE SCOPE OF WORK 

  

7.1 INTRODUCTION 

 

Literature survey manifests that focus on the issue related to software testing has given 

not much focus by academicians and researchers. The biggest challenge in front of a 

software tester in software testing is the generation of valid and effective test cases. 

This research work of testing automation reduces the significant time taken by 

verification and validation. It is not possible to generate 100% test scripts from test 

cases. Some complex test cases have to depend on manual script development. As per 

this work analysis, 70 to 80% of test cases are simple and easy for auto script generation. 

The remaining 20 to 30 % required manual efforts. However, overall, it reduces the 

time for verification and validation. This tool has the scope of commercial revenue 

generation potential so that it has to meet automotive and other standards. 

 

7.2 CONCLUSIONS 

  

Some of the key summary points based on the research work have been stated as: 

1. Objective 1 is a novel method to generate test scripts using key label data and 

test configuration data. 

2. Objective 2 is part of script generation and a powerful library to compare test 

images and reference images. 

3. Objective 3 is a novel method for converting software requirements to 

standard test cases.  

4. The combination of all these objectives makes a powerful tool for embedded 

software verification and validation. 
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7.3 LIMITATIONS AND FURTHER SCOPE OF THE RESEARCH WORK 

 

The automotive industry uses to spend a minimum of 48 months to release any new 

vehicle. Now this development time is reduced to 18 months. There is a possibility to 

reduce more time with the help of automation. The test automation will reduce a large 

amount of time.  

The limitation of this research work follows. 

1. The objective 1 script generation depends on the test bench configuration and 

pre-developed libraries. This libraries development is part of both the existing 

test automation method and implemented new test automation method. But if 

the test configuration changes, the entire implementation has to modify as per 

the new configuration.  

2. The images comparison algorithm accuracy varies depending on the different 

scenarios. So the similarity tuning is required to achieve better results. The 

combination of OCR and image similarity algorithms gives more reliability.  

3. NLP based software requirements to test cases is bug challenging because the 

software requirement language may not understand by this research work 

implemented algorithms. In this case, more analysis and development is 

required. 
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