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Abstract 

Proteins are the fundamental molecules of all organisms which are having three-

dimensional structures. Finding the protein structure from its amino acid 

sequence will help in understanding the relationship between structure and 

function. So, by a change in structure and synthesization of new proteins, some 

functions will be added or removed for getting desired functions. 

While predicting protein structure, the main critical problem is identifying correct 

templates for similar structure sequences and how to refine the native closer 

template structure. Secondly, how to build a model for correcting topology from 

scratch for sequences without having correct templates. 

This research work addresses many categories of data mining methods mainly 

classification and clustering-based techniques. The research work put an effort in 

enhancing various modern-day data mining approaches along with 

presenting new approaches in the same domain. The hybrid-based proposed 

approach helps in improving predictive power in terms of classification that is the 

most significant research work achievement. Due to growth in predictions and 

technology, it has been widely used in solving several real-world problems for 

instance; cancer detection, tennis match predictions, weather forecasting, and soil 

classification. Some developed powerful prediction models to help in getting the 

solution for these real-world problems. Further, traditional ML techniques are 

compared with these models for performing the quantitative analysis of 

classification performances.  

In this thesis, hybrid model had been developed integrating feature selection and 

classification technique for improvement of prediction accuracy. Many ensemble 

approaches have been applied for the development of hybrid models. Also, before 

selecting the classifiers, combination of different classifiers had been evaluated 

with different techniques so that the model with highest accuracy can be 

developed. Since it has been observed that the clustering-aided approaches can 

enhance or helps in improving classification rate of predictions. So, in this thesis, 
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clustering approaches are used with combination of classification approaches to 

provide more accurate predictions and hence to increase its accuracy.  
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Chapter-1 

 Introduction 

 

 

1.1  Overview  

Proteins are the fundamental molecules of all organisms which are having three-dimensional 

structures. The three-dimensional or 3D protein structure determines the functional properties 

of the protein. There are various dissimilar biological functions in proteins that can act as 

enzymes of building blocks, as muscle fibers, or transport of oxygen-like transport function. 

Finding the protein structure from its amino acid sequence will help in understanding the 

relationship between structure and function. So, by the change in structure and synthetisation 

of new proteins, some functions may be added or removed for getting desired functions. For 

instance; by prediction of viral protein structures will allow researchers in proposing drugs for 

particular viruses.  

Protein structure prediction (PSP) is a difficult problem that gains the attention of various 

researchers. Due to the significance of drug design, various researchers have started researching 

biotechnology and diagnostic methodologies. An important increasingly role is played by 

proteins secondary structure prediction for predicting tertiary structure and its function, 

different intelligence techniques have been used to solve this problem. Lots of techniques and 

tools have been proposed by various researchers for the prediction of protein structure but still 

not able to obtain good results in application [1.2].      

Protein folding is the process by which a proteins can be folded into specific three dimensional 

structure. If it is not correctly folded then it will lead to many diseases. The main challenge in 

solving the protein folding problem is the prediction of folding routes and progression for each 

native structure. If the author will be able to solve the problem then they will come very close 

to the identification of protein structure. Then various challenges are outlined by David Searls 

in [1.3] for finding the protein structure: 

The physical root of protein structural constancy is not completely understood.  

Search space of the problem is excessively massive, due to the vast range of 

possible conformations of even relatively short polypeptides.  
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The primary sequence might not entirely state the tertiary structure.  

There are plenty of techniques available for artificial intelligence, that efficiently provides good 

accuracy. Some empirical statistical methods are used by researchers before the introduction of 

AI techniques that are used to be very complex to use and have low accuracy. But now focus 

of researchers is moving to AI-based techniques for the prediction of protein structures that 

provide better accuracy. There are mainly two types of AI techniques that are used by 

researchers namely support vector machine and neural network. Both methods are very popular 

and powerful in AI field prediction tasks.  

Generally, Data Science deals with the extraction of useful information from huge datasets by 

examining the data from different perspectives and converting the raw datasets into a 

knowledgebase that can be used to reduce losses, data maintenance costs, or both. For data 

extractions, we have many tools available depending upon the requirement for analysing data. 

In fact tools in this field have made the researcher’s job very easy by allowing them to process 

datasets from different dimensions or angles, categorize the dataset, and providing consolidated 

patterns from the datasets leading towards a generalized knowledgebase [1.5].  

We can also say that Knowledge extraction is a process of looking into correlations or relations 

among different fields in large datasets. Although data extraction is a relatively new term, most 

business-oriented organizations have used high-end systems to process a large volume of 

datasets and analyze market research reports for years. However, continuous innovations in IT 

have brought faster processors, disk storage devices, and statistical software which have 

dramatically increased the accuracy of analysis while driving down the cost. Figure 1.1 shows 

that Data Science is an interdisciplinary area and it is used in almost all areas of research.  

  

Figure 1.1 Variants of Data Science [1.43] 
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1.2  Introduction   

In the early 19th century, the importance of proteins was recognized by chemists that include 

Swedish chemist Jons, Jacob Berzelius. The protein name came from proteos Greek word that 

means first place or primary. Proteins are consist of amino acids that are joined together to 

make long chains and mainly twenty amino acids are combined in different counts and 

sequences for the building block of the human body. This is the reason they are critically 

important for human lives. Proteins can also be used for making medicines and are useful in 

many other situations. For molecular design and biological medicine design knowing protein 

function is very important. In structural biology, there is a strong relationship between the 

functioning of proteins and their three-dimensional structure [1.6]. Because determining protein 

structure with experimental methods is costly, so 3-D structure prediction from the sequences 

of amino acid give an effective alternative and is one of the necessary motive in bioinformatics 

and theoretical chemistry [1.7]. Methods to predict the three-dimensional structure of proteins 

are divided into two main categories such as; template-based modelling and free modelling. 

The specified target proteins amino acid sequence detected similarity protein comes under 

template-based modelling. Then, three-dimensional structure prediction is computed using that 

protein as a template. If such a protein cannot be specified, a three-dimensional structure is 

predicted with free modelling. According to the thermodynamic hypothesis used by 

comparative and free modelling, proteins are folded to have minimum free energy in a 

physiological environment. 

There are some one-dimensional (1D) structural characteristics such as solvent accessibility, 

profile matrix, secondary structure, and torsion angles that are used as features for predicting 

the 3D structure of the protein. Deducing these 1D characteristics with minimum error is 

necessary for the prediction of 3D structure. Till now, there are several machine learning 

algorithms developed for the prediction of 1D properties of protein and these ML algorithms 

dataset has critical importance in classifier performance and accuracy [1.8]. Having an 

abundance of features may lead to an increase in training time and a result in overfitting that 

reduces the accuracy of unseen data. Additionally, it can alter the training due to having more 

noisy features. On the other side, for having satisfactory training few features will not work 

well which is known as underfitting. So, proper and sufficient numbers of features need to be 

employed in Machine Learning models and for solving these problems feature selection and 

prediction methods like dimensionality reduction techniques need to be used [1.9]. The main 

difference between these two techniques is that in feature selection a subset of features are 
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selected and used without any change, but in projection methods, the size of the dataset is 

reduced by using all features with the least information loss.  

1.2.1   Protein Structure  

Proteins form a major class of macromolecules found in every organism composed of 

consecutive attachments of amino acids by peptide bonds. There are twenty different amino 

acid types commonly found in nature.   

Amino acid composition of proteins  

The most common properties of all proteins are that they have long chains of alpha-amino or 

α-amino acids and their general structure is shown below figure. These acids are organic 

compounds that contain side-chain molecule (R), amino group (-NH2), carbon atom (Ca), and 

carboxyl group (COOH). In amino acids there are α-carbon atoms in the molecules that carry 

carboxyl group (-COOH) and amino group (-NH2) [1.9]. The amino acids are produced at the 

ribosomes and have different physical and chemical properties such as the electrostatic charge 

they carry, the hydrophobic states, acid dissociation constants (pKa), molecular size, and the 

functional group. These characteristics play an important role in determining the structure of 

proteins [1.10].   

 

 

Figure 1.2 shows an example of an amino acid  [1.42] 

 

 

https://www.britannica.com/science/atom
https://www.britannica.com/science/atom
https://www.britannica.com/science/atom
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1.2.2 Protein structure Levels   

There are mainly four levels of protein structure named primary, secondary, tertiary, and 

quaternary structure. The amino acid sequence is the primary structure, regular hydrogen bond 

patterns are the representation of the secondary structure and the 3D structure of a single amino 

acid chain is the tertiary structure and 3D protein structure is the quaternary structure, which 

might contain more than one amino acid chain [1.11].   

Four different structural features are used to describe the structure of protein: 

Amino acids sequence is denoted by the primary structure of proteins that make the chain of 

the polypeptide.  

The polypeptide chain small sections form into regular shapes is described by secondary 

structures.  The α-helix and β-strand or β-sheets are two main types of secondary structures 

where α-helix are like coiled spring and β-sheets are like pleat or concertina [1.12] 

The overall shape of an individual molecule of protein makes the tertiary structure and 

polypeptide chain turns into a compact globular structure.  

 

Figure 1.3 Primary, secondary, tertiary, and quaternary structures. Src: Figure after © 2010 PJ 

Russell, iGenetics 3rd ed.; all text material © 2014 by Steven M. Carr 
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When a protein subunit is formed by several molecules of protein then a quaternary structure 

has formed that acts as a single complex protein. 

 Four levels of protein structure are:  

 Primary structure  

The primary structure is the amino acid sequence of a polypeptide chain. It stays together with 

peptide bonds that occur during protein synthesis. The primary structure of a protein is decided 

in vivo by the gene that encodes its amino acid content. The amino acid sequence serves as a 

signature for the protein dictating its structure and function. While this sequence can be 

determined by methods such as mass spectrometry (MS) or Edman degradation, typically it is 

identified by directly reading the sequence from the encoding gene [1.13].  

Secondary structure   

Secondary structure in proteins is formed by regular hydrogen bonds between neighbouring 

amino acids with similar dihedral angles. The pattern of a hydrogen bond is formed by two 

basic ideas namely bridge and rotation motif. Rotation motif is also known as an n-rotation 

motif in which hydrogen bond between amino acid at position i and i+ n and n take 3, 4, or 5 

values. On other hand, there is a hydrogen bond between amino acids in the case of the bridge 

motif and these bonds are not closely related to each other in sequential order. Subsequent 

secondary structural elements are formed when the rotation and bridge motifs are successively 

brought to a certain layout. For example, the repeating 4-rotation motif forms the alpha helix, 

and the repeating bridge motif forms beta strands and beta sheets [1.14]. The three-dimensional 

structure of proteins can be thought of as the successive organization of secondary structural 

elements. 

Helix  

In this structure, the protein backbone adopts a helical structure (Figure 1.3). Alpha, 310, and pi 

are three types of the helix that can have numerous functional roles. These may consist of DNA-

connected motifs and structures that pass through the membrane cell [1.15].  
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Figure 1.4 Alpha helix [1.44] 

Beta Strands and Beta Sheets  

Beta strands are the second most common regular units that stabilize the structure of proteins 

(Figure 1.3). A beta-strand consists of a polypeptide chain that has 3 to 10 amino acids. In beta-

strands, the polypeptide typically has an extended conformation. Beta strands are aligned 

pairwise and consecutively in three-dimensional space interacting through hydrogen bonds. As 

a result of this interaction, beta-sheet units are formed, which contain at least two beta-strands. 

The interacting amino acid segments may be close to each other and linked by a short loop, or 

they may be separated by many other structures. Even though interacting beta strands are 

sequentially far from each other, they can come closer in the three-dimensional space as a result 

of the folding process. Protein aggregates and fibrils formed through the combination of beta 

strands play a role in the formation of various diseases like Alzheimer's [1.17].  

 

Figure 1.5 Beta sheet. Src: Chiral publishing company. Copyright 2013 Mark Bishop 
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Loop  

Loops are structures usually located at the surface of the protein. They typically occur between 

helix and beta sheets with different lengths and configurations. Unlike the amino acids in the 

internal region of proteins, amino acids in loops are not exposed to spatial and environmental 

constraints. They also do not play an effective role in the regulation of secondary structural 

elements in the inner zone. That’s why there may be more mutations in the loops. Regions that 

have undergone this type of mutation in a series of alignments may indicate the loop structure. 

Loops are more inclined to contain cyclic charged and polarized amino acids that are mainly 

found in active regions [1.19]. Curl. Random and stitch coil are three types of loops.  

Tertiary Structure  

It is a 3D structure of a single protein molecule that is defined as the coordinates of atoms in 

3D space. This compact structure is formed by folding sheets and strands that are guided by 

hydrophobic interactions. However, to stabilize the overall structure certain regions of a protein 

may be fixed with specific tertiary interactions [1.20].     

Quaternary Structure  

It is the agglomeration formed by some chain of polypeptides or proteins. The disulfide and 

non-covalent bonds stabilized the tertiary structure and most of the proteins do not have 

quaternary structures that make them function as a monomer. For instance, a hemoglobin 

protein is composed of four chains and carries oxygen in the blood [1.21]. 

Prediction  

Its protein tertiary structure is made from only the sequence of its amino that is a very 

challenging protein but it becomes more tractable by using the definitions of simpler secondary 

structure. Almost all the secondary structure prediction methods are restricted to predict the 

random, sheet, or helix coil three predominant states. These methods are based on sheet or helix 

forming propensities of individual amino acids that are coupled with estimating rules of free 

energy formed secondary structure elements. The first most widely used approach for predicting 

protein secondary structure from the amino acid sequence was GOR and Chou–Fasman  method 

[1.22]. These methods were able to achieve an accuracy of 60% in predicting helix, coil, or 

sheet states. This use of blind computed assessments shows that there was very low actual 

accuracy [1.23].  
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By exploitation of various alignment of sequence, there is significant increase has been seen 

accuracy that turns 89%. Some of these are the complete distribution of amino acids at a 

position with a vicinity of 7 residues on either side along with the evolution of throughput that 

gives a better picture of structural tendencies near to position [1.24] [1.25].  

The Critical Assessment of protein Structure Prediction (CASP) experiments were used for 

evaluating secondary structure prediction methods along with continuous benchmarked for 

instance; the EVA benchmark. Based on these tests, the most accurate methods were described 

namely PROF, SAM, SABLE, and PORTER [1.26, 1.27, 1.28, and 1.29].  The main areas of 

improvement that started appearing in the β-strands prediction reside confidently in the β-strand 

prediction but the methods are used for overlooking some false negatives segments of β-strands. 

There are cases of having overall prediction accuracy of nearly 90% due to idiosyncrasies of 

standard method DSSP that assign the secondary structure, three classes, to PDB structures then 

marked the benchmarked predictions [1.30]. 

In the prediction of tertiary structure, a key element is the accurate prediction of secondary 

structure, and in this homology modelling is the simplest one. For instance; βαββαβ are six 

secondary structure elements is the signature of a ferredoxin fold [1.31] 

1.3 Applications  

Protein secondary structure prediction helps in drug design and also for predicting teriary 

structure prediction. Structure-based drug design is to predict the binding modes as well as 

affinities of various ccompounds. 

In alignment with multiple sequences, both nucleic and protein acid secondary structures are 

used. By insertion of secondary structure information, these alignments can be made more 

accurate along with simple sequence information. In RNA this information is become less 

useful due to base more highly conserved base-pairing compared to the sequence. Reserved 

relations between proteins with primary unalienable primary structures can sometimes found 

using secondary structures. From the study, it has been found that the use of α-helices gives a 

more stable or robust outcome to mutations and designable as compared to βstrands in natural 

proteins [1.32] thus all α proteins designing function is easier compared to designing the 

proteins with both strands and helices [1.33].  
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Figure 1.6 Functions performed by proteins in the human body. Src.: © A-Level Biology 2015-

2021 

1.4 Importance of proteins   

Proteins are specific to species, which means there is a difference in species from one species 

to that from another species. These are specific to organs, for instance; within a single organism, 

muscle proteins are different from those of the liver and brain. The importance of proteins is 

directly linked with their amount in tissue or organism, on the other side, there is a very less 

amount of hormones and enzymes, which are the most important type of proteins. The 

importance of proteins is directly linked principally with their function. Most of the work in the 

cell is done by proteins and performs different jobs in the human being body as shown in the 

figure.  

Protein is responsible for various functionalities in human beings that vary according to the 

bond of protein amino acids. Amino acids are the raw elements of protein.  

1.5 Biological Functions of Proteins   

Proteins are also known as a polymer that is macro-molecules and made up of subunits of amino 

acids namely monomers. These amino acids are attached for forming long linear chains known 

as polypeptides that are further folded into a specific shape in 3D. Most of the time these folded 

polypeptide chains function by themselves. Other times they combine it with additional chains 
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of the polypeptide for forming the final structure of the protein.  For example, four chains of 

polypeptide made a blood protein hemoglobin and each of these chains contains a heme 

molecule that is in a ring structure with an iron atom in the center.  

Methods of ML are widely used in computational, systems biology, and bioinformatics. The 

prediction of protein structure is a complex problem that is often attacked and decomposed into 

four levels namely 1D prediction of structural features and amino acids primary sequence then 

the 2D prediction of amino acids spatial relationships, 3D prediction of protein tertiary 

structure, and 4D prediction of complex multiprotein quaternary structure.  

1.6 Different Types of Learning in Data Mining  

Assorted sets of supervised and unsupervised ML approaches are applied for years for tackling 

these problems and significantly prove to be better than a traditional prediction of protein 

structure.  

Data Mining is usually portioned into two categories, Supervised and Unsupervised Learning 

while a few of the literature also discusses Semi-Supervised Learning. But basically, Semi-

Supervised learning is a combination of both Supervised and Semi-Supervised Learning. Fig 

1.7 depicts different types of learning in Machine learning and Data Mining.  

 

 

 

  

 

Figure 1.7 Types of Learning 

1.6.1  Supervised Learning  

Supervised Learning is a method of discovering a new pattern or relationship among input 

attributes (Independent Variable) and a target attribute (dependent variable). In this type of 

learning the supervision in the learning comes from the labelled examples in the training data 

set which supervise the learning of the classification model which later on are used for 

predicting the outcomes of unlabelled tuples.  

 Learning types 

Supervised 

Learning 
Unsupervised 

Learning 

Reinforcement 

Learning 
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The findings from the datasets are represented in a referred structure as a model that describes 

the information hidden in the dataset and uses the model's outcome for predicting the target 

attributes values that are input variables output. There are numerous applications in which 

supervised methods are used such as manufacturing, health, marketing, education, and finance. 

Different types of Supervised Learning categories are depicted in fig 1.8.  

 

 

                         

 

 

 

Figure 1.8 Different Categories of Supervised Learning in Data Mining  

 

1.6.1.1 Classification   

Classification is a process of supervised learning where the model is usually trained with 

training sets containing the class label, to predict the outcome of the test dataset. Classification 

is a widely applicable and demanding technique that has applications in most of the real-world 

issues in society related to predictions, outcomes of some activity, etc. For prediction whether 

the day will be sunny, rainy, or cloudy the weather forecasting department might make use of 

classification. Also, the doctors might evaluate the health conditions of a patient, which can be 

mapped and generalized with the use of classification to predict medical outcomes.   

Classification performs the assignment of observations from the dataset into discrete categories 

instead of estimating the continuous quantities. Although most of the problems are binary 

several important queries can also be modelled in terms of multi-binary classification. Mostly 

used classification algorithms are KNN, Decision Trees (DT), Naive Bayes (NB), Support 

Vector Machines (SVM), and Random Forest (RF). 

Firstly, some pre-processing tasks classification procedure is applied then pre-processed dataset 

is divided by methods into testing and training dataset two different part. These datasets need 

Supervised  

Learning 

Classification  Regression 
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to be independent of each other for avoiding biases. The classifier is the other name given to 

classification and it contains two different steps namely development of a classification model 

that indicates a well-defined set of classes is the first type. This is also known as the training 

phase in which classification approaches construct the model by learning from available data 

set of training conveyed by their related attributes of class labels. This is the reason it is the 

form of supervised learning technique and after that, the classification model becomes suitable 

for predicting that is known as the testing phase. This step is used for finding the accuracy of 

the derived model by using a test dataset for checking the accuracy and classification approach 

used in the predictive data mining task.  

On larges repositories of information, a classification procedure is applied for building 

identification models of diverse data classes. This analysis helps in getting profound insights 

into an improved understanding of large-scale datasets. The model achieved from it is based on 

a training analysis dataset and it can be used for various procedures like simple if-else rules, 

decision trees, mathematical formulas, and artificial neural networks. The classification 

technique-related software applications analyzed a large amount of dataset and developed 

meaningful patterns and classifications in the scientific researcher, industrial and commercial 

purposes dataset. There are some criteria given below that is used for getting the classification 

model performance: 

Accuracy: Accuracy of classification model tell about its capacity of predicting 

the label class of previous or new unknown data. 

Speed: This is linked with the required costs of computation for developing 

and using a given classifier or classification model. 

Robustness: This is linked with the classification model's capability of making 

accurate predictions in the data presented that is noisy or has missing values.  

Scalability: This tells the capacity of building a proficient classification model 

for a large amount of data. 

Interpretability: This tells about the comprehensive and vision level offered 

by a given model of classification.  
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1.6.1.2 Regression  

Regression analysis is a procedure of assessing the inter-variable relations in ML and statistics 

[1.40]. It consists of various approaches for examining and demonstrating various variables in 

which the main motive is to analyze the association between dependent and independent 

variables. Mainly regression analysis recognizes the independent variables that are closely 

linked with the dependent variable and discovers the forms of relationships linked with it.  

1.6.2  Unsupervised Learning   

Unsupervised learning is a method that enables an algorithm to learn from test data that has not 

been labelled, classified, or categorized. This is a necessary synonym for association and 

clustering and it is an unsupervised learning process as input examples are not labelled classes. 

Naturally, clustering is used for discovering classes within the data. Varied things can be 

classified by machines such as behavioural patterns, purchasing habits of a customer, hacker 

attacks, etc. The main concept behind unsupervised learning is to first train the machines to 

voluminous and varied data and then let the machine learn and extract information from data, 

depicted in fig 1.10.  

 

 

                        

 

Figure 1.9 Different Categories of Unsupervised Learning in Data Mining  

1.6.2.1 Clustering  

Like clustering and classification examined the data objects without referring to a known label 

class and class labels are not present in the training dataset due to being unknown initially 

[1.10]. Research scholars apply clustering analysis for creating such labels that make it an 

unsupervised learning technique and is a classification pre-processing step. According to the 

maximizing rule, the intraclass and inter-class similarity is maximized and minimized 

respectively.   

 

Unsupervised 

Learning 

Clustering 

 

Association 
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1.6.3  Semi-Supervised Learning  

In this type of learning, models learn by making use of labelled as well as unlabelled training 

examples with labelled examples are used to train class models while unlabelled sets are used 

to improve the boundaries between classes. While working on the two-class problem the 

examples which belong to one particular class is considered a positive example while the other 

belonging to the other class is taken as negative examples.  

Semi-supervised learning is done to find out and understand how learning behaviour can be 

changed by combining labelled and unlabelled data and design algorithms which takes take 

advantage of such an arrangement. Semi-supervised learning is of the incredible enthusiasm for 

AI and information mining because it can utilize readily accessible unlabelled information to 

improve managed learning assignments when labelled data are inadequate or expensive. Semi-

supervised adapting likewise indicates potential as a quantitative apparatus to comprehend 

human class realizing, where the majority of the info is self-obviously unlabelled. The 

achievement of Semi-supervised learning depends basically on some basic presumptions.  

1.6.4 Reinforcement learning  

In Reinforcement learning decisions are taken sequentially by interacting with the environment. 

In artificial intelligence its work better as human interaction is favored. 

1.7 Research Assumptions 

A large number of sequences are added to the database on regular basis. But still, they are either 

not predicted correctly or very tough tasks to predict. 

Accurate prediction of secondary structure and its substructure requires proper pre-processing 

before its classification is done. 

Assumptions of our research is large number of sequences are added to the database 

regurally.So the need to develop a accurate prediction model. Secondly, classification requires 

proper pre-processing. 

1.8 Research gap, Hypothesis and objectivies  

A combination of various models and hybrid techniques as used by various researchers along 

with their observations and findings have been critically studied and described in the preceding 

sections. After carrying out the literature survey it has been observed that researchers have 
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made extensive use of the techniques in protein structure prediction and there have been very 

fruitful results. However, there are many areas /techniques which are yet to be explored and 

require further investigation. The few Gaps identified by the investigators are listed in Table 

1.1 given below:  

Table 1.1 Identified Research Gaps  

RG-01  
There is too much focus on data entry rather than data analysis for decision-

making.  

RG-02  
The data is being rarely used for planning purposes and optimal decision 

making.  

RG-03  
In previous work, no hybrid optimization technique has been implemented 

related to the prediction of the protein structures.  

RG-04  
Small datasets have been used in data mining for building a predictor model, 

for optimal decision making.  

RG-05  
Different approaches in Hybrid methods using data have not been used to test 

and analyze the efficiency of the predictor models.  

RG-06  
To improve the performance, analytical tools like data mining and pattern 

analysis need to be used for informed decision making  

 

In the field of predicting protein structure, the main critical problem is the identification of 

correct templates for similar structure sequences and how to refine the native closer template 

structure. Secondly, how to build a model for correcting topology from scratch for sequences 

without having correct templates. The atomic simulations-based molecular structure has been 

focused by early efforts on the refinement of template structure that help in refining the low-

resolution methods by using classical methods. Till now, there is no detailed physicochemical 

description of folding protein defined by the structural or evolutionary distance between the 

target and solved proteins in the Protein data bank or PDB library. For close templates protein, 

a template framework copying can be used to construct the full-length models. A current study 

was done in the same, which shows that if the best possible structures of the template are used 

in PDB then traditional model algorithms can be used to build high-quality models for single-

domain proteins.  The hypothesis of this research work was to: 
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Improve outcome by introducing hybrid PSO-GSA optimization with K-mean 

clustering then used selected cluster for training random forest classifier.  

Get improved results in terms of various parameters by introducing 

hybridization of an algorithm for optimization. 

Analysis of different dataset 25PDB dataset and FC699 dataset for Protein 

secondary structure (PSS). 

A hybrid model using PSO and Firefly optimization is utilized for feature 

selection to improve accuracy results. It helps in selecting the best attribute of 

the secondary structure of the protein and improving the system accuracy and 

reducing the time complexity. 

Utilize CNN+BILSTM as a classifier that will improve results 

Research objectives as given below in Table 1.2. The main objective of this work is to apply 

intelligent techniques for the prediction of protein secondary structure.  

Table 1.2 Proposed Objectives 

R0-1  To deploy intelligent techniques for sequence clustering.  

R0-2  
  

To deploy intelligent techniques for sequence alignment.  

R0-3  

  

To deploy intelligent techniques for the prediction of substructures in secondary 

structures.  

 

1.9 Novelty 

A new hybrid-based prediction model had been developed which uses the capability of 

hybridization of clustering, feature selection, feature extraction, and classification. In our 

proposed methodology different optimization algorithms had been used which are used for the 

first time in our research topic. 

In the existing work of protein structural analysis [1.45], the outcome of all-α and all-β classes 

are not enough for explaining the effectiveness of the existing algorithm due to the same dataset 

used for both training and validation set. For a double layer of the SVM model, a 90% of 25PDB 
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dataset was selected randomly for the training set and distinguishing all-α class from other three 

classes and rest need to be used for the validation set. They have repeated the experiment 100 

times and got averaged accuracy of 100 times. The reduction in accuracy has been found due 

to poor extensibility of the model that means the accuracy achieved after validation of the 

training set from the validation set is not good. Another reason is that after dividing classes into 

other class by the model, the belonging of some proteins to the all-α class that will be re-

classified into all-α class. This step has not been found in the double-layer SVM model that 

creates a need of reducing the accuracy. In existing work, the classification algorithm used for 

distinguishing between α+β and α/β classes is only dependent on the above two double-layer 

SVM models that make it lower than the accuracy of other classes. Although, lot of work has 

been done on the improvement still there is need to improve the existing problem by introducing 

new classification methods and feature selection optimization.  

1.10 Thesis Contribution 

In this thesis, different structural classes of protein are classified to make an understanding of 

different problems like folding and protein structure prediction, etc. Clustering is performed 

using the K-mean algorithm. In the current work a random forest  (RF) classifier is proposed 

which is compared with conventional classifiers like SVM, Ada boost, RF, etc. in terms of 

accuracy for all four classes of protein. The accuracy of the proposed RF classifier is much 

higher than other classifiers. Also, the values of performance parameters like accuracy, recall, 

precision, and specificity are measured for different classes of protein. A Hybrid PSO-GSA 

algorithm was analyzed and its different parameters are analyzed for the classification of protein 

structure. As suggested in the literature, the proposed hybrid PSO-GSA algorithm has proved 

to achieve better results as compared to single algorithms.   

The accuracy though significant yet is further improved by integrating more precise classifiers 

and by performing more intense pre-processing. Considering these key points as the motivation, 

another prediction model with altogether different architecture has been proposed. Sub-cellular 

localization of protein structure is attempted by numerous researchers by using several 

techniques of deep learning and machine learning. In the present study deep learning technique 

of CNN is utilized as a classifier which is compared with SVM concerning the accuracy, 

specificity, sensitivity, and MCC values for all four classes of protein. The accuracy of the CNN 

classifier is much higher than SVM classifier. Clustering is performed using the K-mean 

algorithm. A Hybrid PSO-Firefly algorithm is used for feature extraction of various classes of 
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protein. 25 PDB dataset is used to analyze the protein structure in terms of various performance 

parameters. Also, scoring spaces and fitness values are evaluated for different classes of protein.  

1.11 Organization of Thesis  

This research work addresses numerous categories of data mining methods mainly 

classification and clustering-based techniques. The research work put an effort in enhancing 

various modern-day data mining approaches along with the presentation of new approaches in 

the same domain. The hybrid-based proposed approach helps in improving predictive power in 

terms of classification that is the most significant research work achievement. Due to growth in 

predictions and technology, it has been widely used in solving several real-world problems for 

instance; cancer detection, tennis match predictions, weather forecasting, and soil classification. 

Some of the developed powerful prediction models help in getting the solution for these real-

world problems.  

Further, a comparison of these models is performed with traditional ML techniques for 

performing the quantitative analysis of classification performances. For various research 

domain proposed model prove to be useful as compared to other traditional approaches. The 

complete research work is compiled in various chapters mainly seven are there and a chapter-

wise description is also given below in this chapter.  

Chapter-1:  This chapter presents an insight into protein structure prediction and the role of 

technology and other analytical tools in this problem domain, about decision making. This 

chapter also presents an overview of the Techniques and Tools like classification, clustering, 

and Association for data analysis and also discusses different application areas along with 

various steps involved in the extraction of useful information. In later sections of this chapter, 

the Application of Data Science in the areas of protein prediction problem and various models 

proposed by some researchers in different studies. A brief outline of the objective, significance, 

justification, and scope of the study has also been extensively discussed and elaborated in this 

chapter.   

Chapter-2: This Chapter presents the detailed literature review with an extensive collection of 

literature in the form of articles and research papers published by several researchers in this 

area. The role and importance of protein structure prediction information systems have been 

discussed. Literature survey on applications of various classification techniques like Decision 

tree, Bayesian networks, Random Forest, Logistic Regression, K-Nearest Neighbour, Artificial 
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Neural networks, Support Vector Machine, in the protein structure prediction domain along 

with a critical review of several research papers related to the area of study, has been presented 

in this chapter. The chapter also describes in detail various models that have been implemented 

using different Techniques.  

This chapter is derived from: 

A paper presented on “Intelligence Computing Methods Deployed for Protein Structure 

Prediction: A review” in an International Conference on Future and challenges of 

computational and integrated sciences held on 7th & 8th November 2014 in Hmv college, 

Jalandhar. 

Chapter-3: 

This chapter focuses on different mechanisms developed for pre-processing of protein sequence 

and comparative study on four intelligent techniques. 

This chapter is derived from: 

A Research paper titled “Protein Secondary Structure Prediction using Feed Forward Artificial 

Neural Network and Perceptron” is published in Shannon 100- Third International Conference 

on Computing Sciences (ICCS). International Journal of Control Theory and Applications 

ISSN: 0974-5572 Volume 9, Number 45, 2016. 

 A Research paper titled “Multi-Classifiers Comparison for Protein Secondary Structure 

Prediction” is published in ICCCIS-2019 i.e. IEEE International Conference ICCCIS-

2019 held from 18-19th Oct 2019 at Sharda University, Greater Noida, U.P., India. 

Chapter-4: In previous chapters, different classifiers that were shortlisted based on their 

performance on different protein structure data set were used and their performance was 

evaluated on the test data set. Since the last few years, the researches in data mining 

performance has moved in another direction to address the question of whether a combination 

of the classifier with different feature selection methods can help in enhancing the performance 

of the model. In this chapter, a hybrid model integrating feature selection and classification 

techniques for improvement of prediction accuracy has been evolved and discussed. Many 

ensemble approaches have been applied for the development of hybrid models; however, there 

are two primary concerns in hybrid methodologies, the algorithm selection for building a hybrid 

and the approach by which the result of different algorithms are integrated. This chapter 
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discusses the hybrid model which can overcome the existing issues. It also demonstrates that 

the model build using machine learning ensemble methods with a feature extraction technique 

to select the key features in the data results in higher performance. Also, this chapter evaluates 

the Combination of different classifiers with different feature selection techniques so that the 

model with the highest accuracy can be developed.  

Chapter-5:  This chapter demonstrates the use of the Hybrid model which has been developed 

with a combination of Supervised and Unsupervised Techniques. Since it has been observed 

that the clustering-aided approaches can enhance or helps in improving Classification Rate for 

Predictions, the clustering aided approaches in combination with classification approaches have 

been used to provide more accurate predictions. In the Last Section of the chapter, outcomes of 

the Hybrid Model have been presented with the facts and findings.  

This Chapter is derived from: 

A Research paper titled” Hybrid of PSO-GSA based Clustering Approach for Predicting 

Structural Class Prediction using Random Forest Method” is published in European Journal of 

Molecular & Clinical Medicine, 2020, Volume 7, Issue 10, Pages 17-32. 

Chapter-6: Here in this chapter we have discussed the results and interpretation of the various 

results obtained during all the phases of the experimentation process. The chapter also presents 

the conclusion drawn in terms of the usage of Meta and base classifiers for hybrid modelling. 

The Last Section of the chapter concludes with various findings in the direction of using hybrid 

modelling by combining Supervised and Unsupervised Learning and the future scope for the 

prospective young researchers interested to pursue their research in this field.  

This Chapter is derived from: 

A Research paper titled “Protein Structural Classes Prediction Based on Convolutional Neural 

Network Classifier with Feature Selection of Hybrid PSO-FA Optimization Approach” is 

published in European Journal of Molecular & Clinical Medicine, 2020, Volume 7, Issue 10, 

Pages 252-265.
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Chapter- 2 

Literature Review 

2.1  Overview   

For the last 30 years, the prediction of protein secondary structure is considered a very active 

area of research. The main challenge is to solve the protein folding problem that is linked with 

the prediction of folding routes and progression for reaching towards the native structure. If the 

use this ability to solve the existing problems then the user will come closer to the identification 

of protein structure. 

In [2.1], David Searls highlighted various issues that need to be achieved for finding the protein 

structure:  

The physical root of protein structural constancy is not completely understood.  

Search space of the problem is excessively massive, due to the huge range of 

possible conformations of even relatively short polypeptides.  

The primary sequence might not entirely state the tertiary structure.  

Little improvement in the accuracy has a significant impact on various related research 

problems and software tools. Several ML approaches include various neural networks that are 

used by existing predictors of protein secondary structure. From the past few years, it has been 

found that the benchmark datasets accuracy changed from 69.7% by Sander and Rost (Yaseen 

and Li, 2014) [2.8] server falls into the template-based method for secondary structure 

prediction. It applied three separate neural networks: first for prediction, second for structure 

filter, and third for refinement using PSSM and modified SS scores. 

Theirxinnovationxtoxusexstatisticalxcontext-based scores as well as the structural information, 

as encoded features, to train neural networks to achieve the improvement on secondary structure 

up to 82.7%. The current state-of-the-art Deep CNF-SS (Wang et al., 2016) [2.9] is the first 

method using deep convolutional neural fields for secondary structure prediction. The 

DeepCNFxmodel contains two modules: 1) Top and label layer come under Conditional 

Random Fields (CRF) module and input to layer cover deep convolutional neural network 

(DCNN) module. Experimental results show that the DeepCNF can obtain about 84% Q3 

accuracy. Currently, significant improvement has been achieved on Q8 accuracy using deep 

neural networks. 
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Deep CNN with the conditional random field was proposed by Wang et al., 2016 that able to 

achieve the Q8 accuracy of 68.3% and 82.3% on the benchmark CB513 dataset. A multi-scale 

convolutional and deep neural network followed by three stacked bidirectional recurrent layers 

was proposed by Li and Yu, 2016 along with 69.7% Q8 on the same test dataset [2.10]. Further 

deep CNN with the next step conditional technique was proposed by Busia and Jaitly, 2017 and 

obtained 71.4% of accuracy [2.11].  

2.2 Year-wise literature survey:  

Table 2.1 Year wise literature survey 

Author Technique Databas

e 

Application/ Accuracy 

N. Qian et 

al., 1988 

Non-linear 

neural 

network 

mode 

_ It is used, non-linear neural network models. On 

proteins, non-homologous an accuracy of 64.3% 

was achieved on a testing dataset with the 

resulting training dataset [2.13]. 

B. Rost et 

al., 1994 

Neural 

network 

_ It shows an improvement of a neural network 

system using evolutionary conservation 

information. Overall 71.4% of accuracy is 

achieved using the proposed method [2.14]. 

D T 

Jones, 

1999 

Two-stage 

neural 

network 

CASP3 A two-stage position scoring matrices-based 

neural network was used by Jones in which PSI-

BLAST was used to generate the matrices for the 

prediction of protein secondary structure [2.15]. 

 

Anderson 

et al., 2001 

Feed‐

forward 

neural 

network 

PDB Different schemes had been presented for 

prediction, this scheme stabilizes the secondary 

structures by directly predicting the hydrogen 

bonds [2.16]. 

Hua et 

al.,2001 

SVM RS126 

& 

CB513 

The SVM method achieved a good performance 

of segment overlap accuracy SOV=76.2% [2.17]. 

Cedric et 

al., 2001 

_ _ Explains existing techniques of multiple sequence 

alignment and describes the potential strengths 

https://pubmed.ncbi.nlm.nih.gov/?term=Jones+DT&cauthor_id=10493868
https://pubmed.ncbi.nlm.nih.gov/?term=Jones+DT&cauthor_id=10493868
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and weaknesses of the most widely used multiple 

alignment packages [2.18]. 

Kim  et al., 

2002 

Maximum 

Entropy 

Markov 

Model 

     _ MEMM model has 58% accuracy and also   

recommended more improvement [2.19]. 

 

Pollastri et 

al., 2002 

Recurrent 

Neural 

Networks 

and Profiles 

R126, 

EVA, 

and 

CASP4 

78% prediction accuracy has been achieved on   

different test sets [2.20]. 

Zhu et 

al.,2002 

Multi-

Modal 

Neural 

Networks 

_ 66% accuracy had been achieved for the 

prediction [2.21].     

 Ceroni et 

al.,2003 

Combinatio

n of Support 

Vector 

Machines 

and 

Bidirectiona

l Recurrent 

Neural 

Networks 

CB513, 

PDB 

A combination of local classifier and a filtering 

BRNN give good performance [2.91]. 

Yang et 

al.,2003 

Bayesian 

inference 

model & the 

artificial 

neural 

network 

based on the 

model 

_ Give good results for predicting the secondary 

structure of proteins [2.22]. 

Nguyen et 

al.,2003 

Multi-Class 

Support 

RS126 

& 

Two-stage SVMs gives good accuracy i.e. 79.5% 

[2.23]. 
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Vector 

Machines 

PSIPRE

D 

Hall et 

al.,2003 

Comparison 

between 

Neural 

Networks & 

Decision 

Trees 

_ A number of distinctiveness of protein secondary 

structure prediction problem is better exploited 

[2.24]. 

Liu et 

al.,2004 

Different 

combination 

methods 

CB513 Experiment shows graphical models are 

superior to window-based methods [2.27]. 

 

WANG et 

al.,2004 

Comparison 

between  

neural 

network and 

support 

vector 

machine 

CB513 Q3 accuracies of neural network and support 

vector machine are 74.2% and 76.6% [2.29]. 

Chen et 

al.,2004 

Bidirectiona

l 

Segmented-

memory 

recurrent 

neural 

network 

(BSMRNN). 

RS126 An architecture Bidirectional segmented-memory 

recurrent neural network indicates an 

improvement in the prediction accuracy [2.27]. 

Wang et 

al., 2004 

Support 

Vector 

Machine 

Based on a 

New Coding 

Scheme 

CB513 It achieved a Q3 accuracy of 78.44% [2.28]. 
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 Hu et al., 

2004 

SVM with a 

new 

encoding 

scheme & an 

advanced 

tertiary 

classifier 

RS126 Accuracy is 78.8%. The final Q3 accuracy is 

higher than the result of SVMPS: which claims 

the highest accuracy so far [2.25].  

 Doong et 

al.,2004 

Support 

Vector 

Machine & 

Clustering 

RS126, 

CB396, 

CB513, 

CASP 

Accuracy using the Non-clustered method is 

81.43%. Accuracy using GA Clustering is 93.97% 

[2.26]. 

Nakayama 

et al.,2004 

Multimodal 

neural 

network 

(MNN) 

_ Multimodal neural network (MNN) improved to 

66%[2.32]. 

Bidargadd

i et 

al.,2005  

Hybrid two 

level 

modular 

architecture 

with 

Bayesian 

segmentatio

n & neural 

networks  

CB513 

& PDB 

Highest accuracy values for single sequence 

prediction methods. Accuracy is 71% [2.33]. 

Zhang et 

al.,2005  

Machine 

learning ( 

UMD-OAO 

+ Bayesian 

system) 

PDB & 

CB513 

Suffers from unbalanced data problem as neural 

network systems were trained using the one-

against-all modelling scheme. The accuracy 

achieved is 75.8% [2.34]. 

 Zheng, 

2005  

Combinatio

n of hidden 

Markov 

models & 

_ The accuracy achieved is 70% [2.35]. 

http://www.inderscience.com/dev/search/index.php?action=basic&wf=author&year1=1992&year2=2012&o=2&q=Wei-Mou%20Zheng


 

28 | P a g e  
 

sliding 

window 

scores 

Subrama

niam et 

al.,2005 

Analysis of 

the Effects 

of Multiple 

Sequence 

Alignments 

 

 

_ 

Prediction accuracy is improved with multiple 

sequence alignment as compare to single 

alignment [2.36]. 

He et 

al.,2006 

SVM_DT RS126 The accuracy achieved is 88.9% [2.37]. 

Kim,200

6 Fuzzy k-

Nearest 

Neighbour 

Method an

d Its 

Parallel 

Implement

ation 

 

 

    _ In this work, the fuzzy k-nearest neighbor method 

uses the evolutionary profile; a parallel algorithm 

for protein secondary structure prediction has 

been developed [2.38]. 

Samani et 

al.,2007 

Hybrid 

GMM/SVM 

Architecture

  

 

 _  Our hybrid model achieved a good performance 

of three-state overall per residue 

accuracy Q 3 = 77.6% which is comparable to 

the best techniques available [2.41]. 

Chen et 

al.,2007 

Two-stage 

Support 

Vector 

Regression 

- The proposed method is characterized by lower 

prediction error & reduction of the computational 

time required to develop the prediction model 

[2.42]. 

http://link.springer.com/search?facet-author=%22Shankar+Subramaniam%22
http://link.springer.com/search?facet-author=%22Shankar+Subramaniam%22
http://link.springer.com/search?facet-author=%22Seung-Yeon+Kim%22
http://link.springer.com/search?facet-author=%22Emad+Bahrami+Samani%22
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Nguyen 

et 

al.,2007  

Two-stage 

multi-class 

SVMs 

RS126, 

CB396, 

PSIPRE

D, 

CASP4, 

EVA 

Helps in minimizing the generalization error in the 

prediction. On dataset RS126 & CB396 the 

accuracy achieved is 78.01% & 76.3% whereas on 

dataset PSIPRED, CASP4, EVA the accuracy is 

77.0% & 79.05% [2.43]. 

 

Reyaz-

Ahmed et 

al.,2007 

Genetic 

Neural 

Support 

Vector 

Machines 

RS 

126,DS

SP 

A tertiary classifier (GNSVM) is introduced 

which is much better than other techniques [2.44]. 

Reyaz-

Ahmed et 

al.,2008 

New SVM-

Based 

Decision 

Fusion 

Method 

Using 

Multiple 

Granular 

Windows 

 

      _ Multiple windows are compared with single 

window and it has been found that single window 

is not good in every case. A tertiary classifier is 

created and compared; also it has been proved 

better than other [2.45]. 

Kakumani 

et al.,2008 

A Two-

Stage Neural 

Network 

RS126 The first stage of the network  is used to link 

the  protein sequence i.e. the input to bin and 

the second stage make use of neural 

prediction model for predicting secondary 

structure [2.46]. 

 

WANG et 

al.,2008 

BP neural 

network and 

quasi-

newton 

algorithm 

DSSP, 

PDB 

The prediction accuracy of 73.68% has shown that 

the combination of quasi-Newton algorithm and 

BP network can give better results for predicting 

protein secondary structure predicting the 

secondary structure of the protein [2.47]. 

http://www.inderscience.com/dev/search/index.php?action=basic&wf=author&year1=1998&year2=2012&o=2&q=Minh%20N.%20Nguyen
http://link.springer.com/search?facet-author=%22Anjum+Reyaz-Ahmed%22
http://link.springer.com/search?facet-author=%22Anjum+Reyaz-Ahmed%22
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 Liu et 

al.,2008 

 

 

Two-stage 

predictor (1st 

Predictor 

based on 

SVM & 

Bayesian 

discriminati

on in the 2nd 

stage) 

RS126 Increase accuracy of binary classifier of protein 

secondary structures [2.50]. 

Dzikovska 

et al.,2008 

Neural 

Networks 

_ For each secondary structure elements the first 

level of NN classifier are separated. Speed has 

been improved as compare to other models [2.51]. 

Mansour 

et 

al.,2009  

Scatter 

search 

algorithm 

_ The algorithm can produce 3D Structures with 

good suboptimal energy values [2.52]. 

Tang et 

al.,2009 

Large 

Margin 

Methods 

CB513 

and 

RS126 

A new method has been designed in which the 

problem is considered as labeling of sequence 

[2.53]. 

  

Lakizadeh 

et al., 2009 

Neural 

networks 

PDB For improving protein secondary structure 

prediction using neural networks it has been 

shown that the contact number can be used 

as a good source of information [2.54].  

 

Lin et 

al.,2009 

Grey neural 

network 

_ The grey model GM (1, 1) has a larger error. The 

error can be reduced by using a neural network. It 

is demonstrated in this study that the fusion of the 

grey model and neural network in predicting the 

unknown amino acid of protein can remarkably 

improve the accuracy [2.55].  

Hoqueet 

al., 2009 

Genetic 

Algorithm  

    _ It gives ab initio prediction as a search problem 

with a genetic algorithm [2.56]. 

http://www.inderscience.com/dev/search/index.php?action=basic&wf=author&year1=1998&year2=2012&o=2&q=Nashat%20Mansour
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Thalatam 

et al.,2010 

Artificial 

Neural 

Network 

_ The prediction of secondary structure concerning 

the neural network works well and the analysis can 

conclude that it is possible for predicting protein 

secondary structure using neural network [2.57]. 

Rao et 

al.,2010 

Pattern 

Recognition 

Neural 

Network 

_ This method is a pattern reorganization technique 

which is statistical based and it achieved 72.3% 

Q8 accuracy [2.58]. 

Yang et 

al., 2010 

Improved 

SVM 

Method in 

the 

compound 

pyramid 

model 

RS126, 

CB513 

Accuracy on data set RS126 is 83.06%. SOV99 

accuracy increased to 80.6%. 

Accuracy on data set CB513 is 80.49%. SOV99 

accuracy increased to 79.84% [2.59]. 

 

Bouziane 

et al., 2011 

Combine k-

NNs, ANNs, 

and Multi-

class SVMs 

(M-SVMs) 

RS126, 

CB513 

Results shows that the classifiers which are used 

singly produce less good results than combination 

of classifiers used [2.60]. 

Yang et 

al.,2011  

Large 

margin 

nearest 

neighbor 

model 

_ The use of PSSM profiles is not mainly designed 

for the prediction of protein secondary structure 

that unable to use NN method for getting suitable 

accuracy. This method enhanced the prediction 

accuracy [2.61]. 

Patil et 

al.,2012 

GA-SVM _ Enhanced classification accuracy. Accuracy is 

88.09% [2.62]. 

Bordoloi,

2012 

Multiple 

Artificial 

Neural 

Network 

Classifier 

 

_ Here majority voting is used to find the final 

structure of protein from various neural networks 

[2.63]. 

http://link.springer.com/search?facet-author=%22Hemashree+Bordoloi%22
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Chetia et 

al., 2012 

 ANN - ANN along with some statistical and image 

processing techniques to formulate the protein 

prediction. They had experimentally shown that 

how complexity and time of prediction are 

reduced as compared to certain traditional 

techniques [2.64]. 

Yang et 

al.,2013 

Margin 

nearest 

neighbour 

classificatio

n  

_ Better prediction accuracy compared with the 

previous one [2.65]. 

Jian-wei et 

al.,2013 

Multilayer 

Feed-

forward 

Neural 

Networks 

RS126, 

CB513 

Higher accuracy is achieved; the time complexity 

to train the model is often high. Hence, we utilize 

the contrastive divergence algorithm to solve it 

[2.66]. 

Sønderbye

t al.,2015  

A 

bidirectional 

recurrent 

neural 

network 

with long 

short term 

memory 

cells 

CB513 On 8-class problems, they report good accuracy of 

0.674 [2.92]. 

Liu et 

al.,2016 

 

2D 

convolution

al neural 

network(CN

N) 

 

25PDB The performance of the network is enhanced by 

CNN features [2.93]. 

 

Li et 

al.,2016 

Deep 

network 

CB513, 

CASP10

Combined local and global contextual features are 

used with CNN and bidirectional neural networks 
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, 

CASP11 

consisting of gated recurrent units. This method 

achieved 69.7%, 76.9% and 73.1% accuracy on 

CB513, CASP10 and CASP11 datasets on 8-Class 

[2.94]. 

 

Hattori et 

al., 2017 

Deep 

Recurrent 

Neural 

Network 

with 

Bidirectiona

l Long 

Short- 

Term 

Memory 

(DBLSTM) 

CB513 DBLSTM gives 68% accuracy on CB513 dataset 

[2.95]. 

Liu et 

al.,2017 

Deep 

convolution

al neural 

networks 

25PDB, 

CB513, 

CASP9, 

CASP10

, 

CASP11

, 

CASP12 

This methodology achieves 80+ accuracy in each 

dataset [2.96]. 

Zhang et 

al.,2018 

A 

convolution

al neural 

network, 

residual 

network, 

and 

bidirectional 

recurrent 

CB513, 

CASP10

,CASP1

1,CASP

12 

Achieved good accuracy on all datasets for both 

8-Class and 3-Class prediction [2.97]. 
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neural 

network 

Khalatbari 

et al., 2019 

Fuzzy k-

nearest 

neighbor, 

Support 

vector 

machine, 

Ensemble 

prediction 

machine 

- In this prediction mechanism, different tasks are 

performed and achieve good accuracy [2.98]. 

Zhu et al., 

2019 

 

Evaluation 

of servers 

 

Four 

dataset 

were 

selected 

based on 

homolo

gous 

sequenc

e with 

30%, 

50%, 

70% and 

90%. 

 

Analyses the methods, results of many servers 

[2.99]. 

Ge et al., 

2019 

Double layer 

SVM 

25PDB Accuracy had been increased for the 4 classes of 

SCOP for prediction [2.100]. 

Mehta et 

al., 2020 

Random 

Forest 

ASTRA

L 1.73, 

25PDB, 

FC699 

The maximum increase in the accuracy is then 

compared with other methods [2.101]. 
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2.3  Protein Beta-turn Prediction  

Then position, diversity conservation scoring function, and secondary structure like 

incorporated features with SVM were used by Hu and Li (2008) that improve the MCC of up 

to 0.47 [2.68]. From PSIPRED (Jones 1999) a predicted secondary structure was used by Zheng 

and Kurgan (2008) [2.69] along with PROTEUS2 (Montgomerie et al., 2008), TRANSEEC 

(Montgomerie et al., 2006), and JNET (Cole et al., 2008) for improving the performance. 

Further PSSM and predicted dihedral angles are used by Kountouris and Hirst (2010) [2.70] for 

the prediction of secondary structures and achieving 0.49 MCC. Then, MCC with NetTurnP 

server was developed by Petersen et al. (2010) [2.71] in which they have used independent four 

models for prediction of beta-turn four positions. To get 0.51 MCC a BetaTPred3 server was 

developed by Singh et al. (2015) [2.72] in which they have used a random forest approach and 

this ML approach was able to get useful results in beta-turn prediction. But there is a need for 

further improvement mainly in the prediction of beta-turns nine types and most of these 

approaches rely on 4-10 sliding window of amino acid residues for capturing short interactions. 

Also, existing NN having one or two layers could be able to extract the large level of features 

from input datasets so that no deep NN will be applied for beta-turn prediction. Data 

representations can be learned by deep neural networks with multiple levels of abstraction that 

provide new opportunities to these existing research problems.  

2.4 Comparison of Binding Patterns   

These methods recognize the similarity of local patterns which may serve as binding sites. Since 

proteins function by binding to other molecules, the similarity of binding sites and interactions 

may suggest the similarity of biological function. Furthermore, it was shown that the convergent 

evolution of the protein binding sites and their patterns is not a rare phenomenon [2.79, 2.80]. 

Till now, there are two types of approaches for comparing the binding sites of the protein. The 

first type recognized the specific 3-D patterns of amino acids like catalytic triads. These are 

triplets of amino acids with conserved identities and spatial arrangements, which are not 

necessarily sequentially ordered along the polypeptide chain [2.81, 2.82]. Such conserved 

catalytic residues are typical for protein families, like serine proteases, ribonucleases, and 

lysozymes.  

Some of these patterns, like the ’catalytic triad’ of serine proteases, are shared by proteins with 

different trypsin and subtilizing folds. Several methods were developed to compare the specific 

patterns exhibited by certain sets of residues. Most of these methods were successfully applied 
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to predict the protein function [2.83]. On the other side, there are various examples of biological 

variant proteins that share the same patterns of building such as estradiol or ATP without having 

any spatial pattern of residues with the same identity [2.84]. For addressing these problems, 

second types of approaches are compared with surface regions that are comprised of binding 

sites. Some approaches are presented for the recognition of similar binding sites without any 

assumptions regardless of fold or identity of amino acids [2.85]. These approaches were also 

shown to contribute to the functional annotation of novel proteins [2.86]. However, these 

approaches perform a comparison of any two molecules of protein. A large number of features 

come under pairwise alignments that are not required for binding.  

2.5 Deep Learning   

Compared with traditional neural networks, deep neural networks usually have many layers. In 

deep neural networks, each layer of nodes can extract a distinct set of features from its previous 

layer’s activation output. The deeper the network, the more complex and higher-level feature 

the nodes will recognize. The deeper layer can aggregate and recombine features from shallow 

previous layers. The deeper layer can learn/extract higher-level features from the shallow layer. 

This hierarchy of increasing complexity and feature abstraction makes a deep neural network 

can handle a very large dataset. Deep neural networks usually have stacked a neural network, 

which means the networks can have several layers. Each layer has many nodes and a node is a 

place where multiply the inputs with weights and added by biases. The determination of protein 

structures experimentally is a difficult task and the use of genetic information in it has proved 

to be progressive. By homologous sequences covariation analysis it becomes possible to add 

residues of amino acid that help in the prediction of structures of the protein. The use of this 

information for constructing the potential of mean force helps to accurately describe the protein 

shape. Further, a simple gradient descent algorithm can be used for optimizing the resulting 

potential for generating structures without using complex sampling procedures. The AlphaFold, 

resulting system can achieve high accuracy even in the case of few homologous sequences.   

2.6 Convolutional Neural Network  

Convolutional Neural Networks (CNNs) are within the category of Neural Networks. CNN's 

are effectively used and have shown successful results in image recognition and classification 

(Razavian et al., 2014 [2.86]; Ciregan et al., 2012 [2.87]; Krizhevsky et al., 2012) [2.88]. CNN's 

have also been used in recognizing faces 
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(Parkhi et al., 2015) [2.90], objects and traffic signs (Stallkamp et al., 2011) [2.89]. CNN's are 

very important for many machine learning applications today. Several new deep CNNs have 

been proposed recently which are all improvement based on the LeNet. In CNN's, several 

important terminologies are used and defined as followed:  

Channel: is used to describe a certain component of an image. Usually, an 

image taken from a standard digital camera consists of red, green, and blue 

channels. Each channel contains pixel values ranging from 0 to 255.  

Grayscale: is used to describe a one-channel image. The value of each pixel of 

a grayscale image is ranging from 0 to 255, where 0 is black and 255 is white.  

Depth: is the number of filters used to perform the convolution operation. For 

example, Conv(3) means using three distinct filters to perform convolution on 

the input image.   

Stride is the number of pixels that filter matrix is slid over the input image. For 

example, when the stride is 2, two pixels will be skipped at a time when the 

convolution filter is slid around. 

Padding: Usually zeros are padded to the input matrix around the board so that 

the convolution filter can be applied to the border of the input matrix so that 

the output has the same length as the original input. This is often used in full 

convolution. The Convolution operation from CNNs can effectively extract 

features from input images. It can extract/learn the spatial relationship between 

pixels using small convolution kernels.   

 

2.7 ReLU, Batch Normalization, and Fully Connected Layer  

ReLU stands for a rectified linear unit that has been used with convolution operation (Nair and 

Hinton, 2010). This unit is the most commonly used activation function in deep learning models 

and in case of receiving negative input, the function returns 0 and returns a value for any 

positive value. All negative values in the feature map get replaced to zero by the ReLU 

activation function. The motive behind applying ReLU activation after the convolution 

operation is for introducing non-linearity. The two main purposes of activation functions are to 

help a model account for the effects of interaction.  
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In different applications, tan-h or sigmoid activation functions are also used. The fully 

connected layer is usually used in the output layer with Softmax as the activation function. A 

fully connected layer means every neuron in the previous layer is fully connected with every 

neuron in the next layer. The output of CNN’s is high-level features extracted from input data. 

Those features can then be fed into a fully connected layer for performing the classification 

task. Since the Softmax is used as an activation function, the output probabilities from the fully 

connected layer sum to 1.    

2.8 Hybrid Methods 

Till now, several techniques have been applied in protein secondary structure prediction such 

as PSO, GA, K-nearest neighbour, and many more. Same work has also been done using 

hybridization of approaches such as Deep Recurrent Neural Network with Bidirectional Long 

Short-Term Memory, Convolutional neural network, residual network, and bidirectional 

recurrent neural network,  Fuzzy k-nearest neighbor, Support vector machine, Ensemble 

prediction machine, Hybrid GMM/SVM Architecture and many more in a different field that 

gives improved results but still lots of modification need to be done that’s why a new hybrid 

approach has been proposed in our thesis work.  

 

Table 2.2 Comparative table of hybrid methods used in protein secondary structure prediction 

Author 

name 

Approach 

used 

Dataset Outcome 

Sønderbye

t al.,2015  

A 

bidirectional 

recurrent 

neural 

network 

with long 

short term 

memory 

cells 

CB513 On 8-class problems, they report good 

accuracy of 0.674 [2.92]. 

Liu et 

al.,2016 

2D 25PDB The performance of the network is 

enhanced by CNN features [2.93]. 
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 convolution

al neural 

network(CN

N) 

 

 

Li et 

al.,2016 

Deep 

network 

CB513, 

CASP10, 

CASP11 

Combined local and global contextual 

features are used with CNN and 

bidirectional neural networks consisting of 

gated recurrent units. This method achieved 

69.7%, 76.9% and 73.1% accuracy on 

CB513, CASP10 and CASP11 datasets on 

8-Class [2.94]. 

 

Hattori et 

al., 2017 

Deep 

Recurrent 

Neural 

Network 

with 

Bidirectiona

l Long 

Short- 

Term 

Memory 

(DBLSTM)  

CB513 DBLSTM gives 68% accuracy on CB513 

dataset [2.95]. 

Liu et 

al.,2017 

Deep 

convolution

al neural 

networks 

25PDB, 

CB513, 

CASP9, 

CASP10, 

CASP11, 

CASP12 

This methodology achieves 80+ accuracy in 

each dataset [2.96]. 

Zhang et 

al.,2018 

A 

convolution

al neural 

CB513, 

CASP10,CAS

P11,CASP12 

Achieved good accuracy on all datasets for 

both 8-Class and 3-Class prediction [2.97]. 
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network, 

residual 

network, 

and 

bidirectional 

recurrent 

neural 

network 

Khalatbari 

et al., 2019 

Fuzzy k-

nearest 

neighbor, 

Support 

vector 

machine, 

Ensemble 

prediction 

machine 

- In this prediction mechanism, different 

tasks are performed and achieve good 

accuracy [2.98]. 

Zhu et al., 

2019 

 

Evaluation 

of servers 

 

Four dataset 

were 

selected 

based on 

homologous 

sequence 

with 30%, 

50%, 70% 

and 90%. 

 

Analyses the methods, results of many 

servers [2.99]. 

 

 

2.9 Base of hybridization 

In existing works, a double-layer SVM model-based step-by-step classification algorithm has 
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been constructed for the prediction of the secondary structure of proteins. In this, the accuracy 

of two classes α+β and α/β, which was lower in the past is increased. For evaluation 25PDB 

and FC699 datasets are used, out of which 25PDB datasets contain 40% homologous sequences. 

There are still some limitations in the existing work that needs to be improved. For the same, 

there is a need of introducing all the information into the model for getting better classification 

outcomes then take the precision secondary structural sequences from PDB files experimental 

results. The existing work outcome creates a need of introducing hybrid approaches for feature 

selection and a new approach for classification. 

In the existing papers, various works has been done by various researchers for prediction of 

protein structure. Researchers has employed SVM, PSO, GA, K-Nearest neighbour, fuzzy 

logic, deep learning, firefly algorithm, gravitational search algorithm, convolutional neural 

network, and many more algorithms either individually or in combination. The outcome of all 

these approaches shows that an improved outcome is achieved if two or more algorithms are 

combined in the work rather than using it individually. This inspired us to use a hybrid approach 

for protein secondary structure prediction. 

 

Table 2.3: Comparative table of various approaches used in protein secondary structure 

prediction  

Author Technique Database Application 

Kennedy 

et al.1995 

Particle 

swarm 

optimization 

_ Optimization of non-linear functions using 

particle swarm methodology had been 

introduced [2.102] 

Rashedi et 

al.2009 

Gravitationa

l search 

algorithm 

_ In solving non-linear functions, this 

algorithm gives high performance [2.103]. 

Fister et 

al. 2013 

Firefly 

algorithm 

_ This shows that through the hybridization of 

firefly with other algorithms any problem can 

be solved [2.104]. 

Liu et 

al.,2016 

 

2D 

convolution

al neural 

network(CN

N) 

25PDB The performance of the network is enhanced 

by CNN features [2.93]. 
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Ge et al., 

2019 

Double layer 

SVM 

25PDB Accuracy had been increased for the 4 classes 

of SCOP for prediction [2.100]. 

Mehta e 

al., 2020 

Random 

Forest 

ASTRAL 

1.73, 

25PDB, 

FC699 

The maximum increase in the accuracy is 

then compared with other methods [2.101]. 

 

2.10 Summary  

This chapter covers the introductory part of various methods and strategies that are used 

popularly. The literature review provides plentiful chances to the specialists to construct new 

and progressed proficient models like decision tree, neural network, Naive Bayes, Support 

Vector Machine, and many more classifiers. This main work is taken through reviewing this 

model in this chapter. Decision trees algorithm work faster and very easy to interpret and can 

be used to generate data-driven rules from a larger data set. Missing values are managed by 

neural networks and efficient categorical values are obtained. Naive Bayes insists that their 

numeric data should be normally distributed and provide predictive modelling on a small 

dataset. Various research work done using the Hybrid predictive data mining technique for 

knowledge discovery has also been reviewed extensively. It has been found that a Hybrid 

approach can help in developing a model with better performance as compared to the single 

learning base classifier and these techniques are specifically used in our model-building task.
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Chapter-3 

Protein secondary structure prediction using Multi-classifiers 

3.1 Multi-Classifiers Comparison for Protein Secondary Structure Prediction 

In this chapter, four different classifiers had been used on the same dataset. The result obtained 

from the classifiers are then compared.Through prediction of structural properties such as 

secondary structure, solvent accessibility, dihedral angles, and contact maps, protein secondary 

structure can be predicted. Several algorithms are developed and classifiers are used for protein 

secondary structure prediction. Out of the classifiers used Support vector machines and neural 

networks has given good results compare to others. For subcellular location, receptor and many 

other biological purposes of protein structure, Adaboost as well as support vector machine are 

used [3.1] [3.2]. On RS126 dataset for predicting secondary structure of protein, genetic 

programming and neural network are used that gives good results [3.6]. With 3D structural 

information, protein structure is predicted using random forest feature extractor [3.3]. 

Clustering of the pockets are done by support vector machine [3.4]. SVM train accurate 

theoretical model by extracting efficient features from the dataset of protein sequence  [3.5] 

[3.9]. Neural network base methods gives accuracy of 60% [3.7] , also it depends upon the type 

of protein used for analysis.  

Results are shown in following figures starting from Figure 3.1 which are based on 3-

dimensional structural dataset i.e. PDB. Figure 3.1 gives the structural assignments for different 

classes for training, testing and validation. Figure 3.2 ROC graph for different classes. 

 

 

  

(a) (b) 



 
 

47 | P a g e  
 

  

(c) 

Figure. 3.1: (a), (b), (c) Structural Assignment of  Training, Validation and Testing Dataset  

 

Figure. 3.2: Different Classes ROC curves 

 

 

(a) 
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                         (b)                                                                  (c) 

Figure. 3.3: (a) , (b), (c) Tree grown graph for coil, sheet and helix 

 

Figure. 3.4 depicts evaluation graph for function of the coil class and Figure. 3.5 depicts 

function model. Likewise, Figure. 3.6 depicts evaluation graph for function of the sheet class 

and Figure. 3.7 depicts function model. Similarly, Figure. 3.8 depicts evaluation graph for 

function of the helix class and Figure. 3.9 depicts function model . 

       

Figure. 3.4 Evaluation of the function for  Figure. 3.5: Coil Class Objective Function  

                  coil                         Model                                                

 

/ 
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Figure. 3.6: Evaluation of the function for         Figure. 3.7: Objective Function Model  

                   Sheet                                                      of Sheet 

Table 3.1. Accuracy table 

Methods/ Classes Coil Sheet Helix 

ANN 68.68 79.47 71.19 

Random Forest 67.73 79.36 70.95 

AdaBoost 66.8 79.03 69.23 

SVM 69.23 81.1 74.2 

 

                          

Figure. 3.8: Evaluation of the function for   Figure. 3.9: Objective Function Model of  

                    Helix                                                              Helix                                                           
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Table. 3.1 shows different classifiers like ANN, Random Forest, AdaBoost, and SVM and their 

accuracy. Figure 3.10, Figure 3.11, and Figure 3.12 show the accuracy graphs for different class 

labels coil, sheet and helix respectively. At last, molecular view of the protein secondary 

structure is shown in Figure 3.13. Conclusion has been made from these graphs,  results that 

Support vector machine gives good result comparatively. 

 

 

Figure. 3.10: Accuracy graph for the coil class 

 

 

Figure. 3.11: Accuracy graph for the sheet class 
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69.23

ANN RF AB SVM

COIL
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Figure. 3.12: Accuracy graph for the helix class 

 

 

 

Figure. 3.13: Protein Secondary Structure Molecular View 

Predicting secondary structure of protein plays vital role for predicting protein function and its 

tertiary structure. Results from the prediction gives good result with support vector machine as 

compare to other classifiers on different classes.  

 

71.19 70.95
69.23

74.2

ANN RF AB SVM

HELIX
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3.2 Implementing Feed Forward Artificial Neural Network and Perceptron for predicting 

protein secondary structure using newly proposed encoding method 

For designing the drug we should know the cause of the disease and its structure. Different 

protein structures are their, out of which tertiary structure are used for predicting the protein 

function. Predicting the tertiary structure is little tougher, so once we predict the secondary 

structure of protein it will be easy to predict its tertiary structure. Protein secondary structure 

can be predicted from different features of amino acids or directly from the primary sequence 

of protein. Many researchers [3.16–3.27] applied neural network for predicting secondary 

structure of protein. Main problem is with the large input data hence memory requirement is 

high and so its time of processing [3.28]. So there is need for encoding scheme that gives small 

input size. Here first a new method is defined to encode amino acid sequences, this has been 

implemented using MATLAB 7.10.0, nn tool are used for implementation by using neural 

network as a classifier as shown in Figure 3.14. An example of protein sequence has been 

shown in Table 3.3 with window size 3. Here integer encoding scheme has been designed in 

which each amino acid has been assigned an integer value from 1-26 as shown in Table 3.2. 

The symbol # has been assigned an integer value 0. In Table 3.3, each row of sequences has its 

ouput from different structure classes. 
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Table 3.2 Assigning Integer value to each sequence 

 

 

Table 3.3 Training data using 3 window sizes 

 

DSSP define 8 sub-structures of the secondary structure Turns - T, Alpha Helix- H, 

3/10 Helix-G, Coil-C, pi Helix-I, Bridge-B, beta ladder and beta sheet- E and Bend-S 

all are assigned an integer value as shown in Table 3.4.  
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Table 3.4 Secondary sub-structure and their integer value 

 

 

Artificial Neural Network is trained with input and output set which is normalized by 

the formula given in Equation given below:  

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑒1) = 𝑒1 − 𝐸𝑚𝑖𝑛/𝐸𝑚𝑎𝑥  − 𝐸𝑚𝑖𝑛 

 

The normalized set is shown in Table 3.5.  

An neural nework consist of an input and output layer with window size of 3 is used. 

Here the dataset has been divided in to 60% and 40% for training and testing. 

Parameters of different classifier used is shown in Table 3.6 and the accuracy is given 

in Table 3.7. 

 

Table 3.5: Normalized training data 
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Table 3.6: Some feed-forward neural network, Perceptron Neural Network parameters 

and their value 

 

Table 3.7 Performance comparison of two neural networks 

 

To encode the amino acid three blocks of input layer are used in the network belonging to 

window position. Using Q3 (alpha-helix, beta-strands, and irregular turns/ loops) formula 

accuracy of the netwok is calculated as shown in Equation below:  

Q3 = No. of correctly classified secondary structures/ Total no. of amino acid residues *100%.  

After implementing the feed-forward neural network we got Q3 (alpha-helix, beta-strands, and 

irregular turns/ loops) accuracy, calculated as follows:  

Q3 = 12/24*100 = 50%.  

After implementing Perceptron Neural Network we got Q3 (alpha-helix, beta-strands, and 

irregular turns/ loops) accuracy, calculated as follows:  

Q3 = 20/24*100 = 83.33%.  

In the method proposed, first data sequence is extracted from the database, input data is encoded 

then normalized and then finally trained using the network. Lastly accuracy has been calculated. 

Using Matlab, two different networks perceptron neural network and feed- forward neural 

network has been trained. Out of the two networks perceptron neural network gives good 

accuracy comparatively. In future, we will try to make use of Physio-chemical properties and 

other features of protein structure.So in this chapter we compared different classifiers on the 

same dataset and for pre-processing of the data new encoding scheme had been proposed. 
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Chapter-4  

Proposed-RF Approach for enhancing protein structure prediction 

4.1  Overview  

The main aim is to get better accuracy by combining different classifiers. A lot of surveys had 

been done by the researchers on various possibilities in which they can combine classifiers. The 

result they got is compared with the best base-level classifiers. 

The model developed using a hybrid technique is always expected to give better performance 

as compared to a model developed using an individual technique. Hence it is essential to 

identify a hybrid technique that would have better predictive accuracy than the existing 

techniques. Also, different data mining techniques are available for extracting the features 

present in the data. We have tried to identify novel features which can improve the performance 

of the universal classifiers. 

Hybridization of particle swarm optimization and gravitational search algorithm has been 

proposed, due to which performance has been improved. Apart from these two algorithms, k-

means algorithm has also been used. For classification purpose, Random forest has been used 

and the results are compared with the different classifiers used for the prediction of protein 

secondary structure on the same dataset. 

4.2    Introduction  

Proteins consists of a chain of amino acids (AA), which can be organized as secondary 

structures of three main types: helices (termed as α structure), the strands (termed as β 

structure), and the coils. Levitt and Chothia firstly defined and structured the protein classes 

[4.1]. Based on the pioneering work, the authors distinguished four different structure classes 

as defined by SCOP as (1) an all-α class, where only a small quantity of strands is included in 

proteins; (2) an all-β class in which only a small quantity of helices is included in proteins; (3) 

α/β class in which both helices, as well as the strands, are included and the strands are mainly 

parallel with each other; (4) an α + β class, where both helices, as well as the strands, are 

included and the strands are mainly anti-parallel with each other [4.2]. This structural class 

knowledge of proteins helps understand a wider problem called protein structure prediction 

(PSP). The knowledge of these structural classes is useful for predicting the accuracy of the 
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secondary structure and reducing the possible conformations of search space for the tertiary 

arrangement [4.3, 4.4].   

A lot of important biological functions are determined by the protein’s spatial structure [4.5]. 

Presently, two processes are utilized for determining the protein structure which is Nuclear 

Magnetic Resonance (NMR) as well as X-Ray Crystallography (XRC). However, a lot of time 

and money is consumed in both processes. Accordingly, there is an enormous gap between the 

volume of decoded and cataloged sequences of protein structures [4.6]. The method that can 

predict the structure of a protein using different computational techniques is called Protein 

Structure Prediction (represented as PSP). PSP is a major concern/problem in analyzing the 

spatial structure of the protein [4.7].  

For solving this PSP problem in numeral computational techniques are suggested by literature 

using several problem concepts classified as threading modelling, homology modelling, and 

ab-initio modelling, etc. The ab-initio modelling aims in predicting the protein’s native 

conformation using its main sequence and physicochemical properties of amino acids (AA) like 

the hydrophilic or hydrophobic interaction [4.8]. The ab-initio modelling PSP problem is 

approaching with the use of off-lattice and on-lattice modelling. The on-lattice model limits the 

structure of a protein in a lattice. The Hydrophobic-Hydrophilic (HH) is an approach using an 

on-lattice type of modelling which is proposed by Dill (in 1985). This is possibly a lesser 

complex model ab-initio (on-lattice type) [4.9]. Despite its simplicity, this HH model is also 

verified by Berger & Leighton (in 1998). Hence, HH model is circulated to other abstractions 

of PSP in which a superior degree of freedom is presented. A distinguished disadvantage in the 

on-lattice model is that there is not enough detail in protein representations, so it is difficult to 

reproduce a genuine protein structure [4.10].   

The reason for native structure predicting of small proteins using the ab-initio model is that 

these are inexpensive conformation evaluation, and it presents enormous and multimodal space 

for search. So the need of the hour is to design and develop simplified models for protein like 

HH model for reducing the time complexity and degree of freedom [4.11]. The main objectives 

of such models are testing, development, and contrasting several methods. A simplified three-

dimensional model like AB off-lattice can be used for demonstrating two-phase optimization 

efficiency by utilizing Differential Evolution (DE) algorithms [4.12].  

Protein-protein interactions can also be performed by using a Bayesian framework in a superior 

approach based on an unsupervised technique of learning, in which the models of network 
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studies are presented in a given form of the protein [4.13]. Direct mapping match is undergone 

utilizing hyperparameters in PPI modelling form. For molecular search, parameterized 

BLOSUM metrics are used for sending back the alignment models of existing proteins. A 

simulation model is performed by considering the data value interconnections for identifying 

the model efficiency [4.14].  

In this Chapter, various experiments that have been conducted to develop a hybrid model 

integrating feature selection and different classification techniques for the improvement of 

prediction accuracy have been explained.   

4.3 Proposed approach for protein structure prediction  

Protein secondary structures (PSS) described as primary folded structures, are produced inside 

polypeptide because of interactions among backbone atoms. PSS classification is vital for 

diverse biological functions which include: recognition of protein fold, prediction of tertiary 

structure, DNA-binding prediction, and conformation search area reduction. In the current 

article, a model based on machine learning for PSS classification is proposed. Here both 

sequence-based, as well as structure-based features, are considered. Firstly, pre-processing on 

protein data is applied, then a clustering technique i.e. hybrid model of PSO and GSA 

optimization with the collaboration of K-Mean clustering is proposed. Selected clusters are used 

for training of classifier random forest, and evaluation of performance parameters.   

4.4  Methodology  

1) Read data from excel and apply pre-processing on data for refining dataset. 

we used the FC699 dataset for Protein secondary structure (PSS). 

2) After that apply k-mean clustering on data to make the initial cluster and find 

out centroid point that centroid points take input for optimization algorithm or 

take initial population for generate by k-mean clustering.  

3) Initialize PSO and GSA parameters like C1, C2, and G0 and number of 

population, maximum  iterations;  

4) Generate the best solution of clustering with the help of a hybrid of PSO and 

GSA optimization.  

5) Initialize random forest for classification and evaluation of performance 

parameters.   
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4.5   Proposed Algorithm  

In this section, we have explained the proposed algorithm used for clustering and classification 

of various proteins. The flowchart of the proposed algorithm is shown in Figure 5.1. Next, the 

detailed description of each component of the flowchart is explained below.   

4.5.1 K-Means algorithm   

Macqueen in 1967 developed a simple clustering algorithm termed a k-means algorithm. This 

algorithm is based on an uncomplicated and unsupervised partitioned cluster algorithm in which 

the data is clustered based on a given k-value of data. An iteration technique is utilized for 

producing independent data produced into a variety of clusters with their data properties similar 

to each other. There are two separate segments in this algorithm. The first segment provides a 

methodology for random selection of k center by any user, whereas the second segment 

recalculates the average value of the different clusters formed previously. In the first segment, 

numerous metrics for distance calculation (like Euclidean distance) are considered for taking 

the individual object into the closest center. Thus each identified object in all the clusters is 

considered an early grouping of these objects is done in the same way to finish the first segment. 

In the next phase, the average value of previously shaped clusters is recalculated. This process 

of iteration is continued until the criterion function is allotted the highest value. Iteration is 

stopped when this value reaches to a minimum.   
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Figure 4.1 Flowchart of the Proposed Technique 
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Figure 4.2: k –Means Clustering Algorithm 

 

Various calculations needed for clustering by k-means algorithms are specified as:  

              d(n,z) = min 1<i<k d(n, zi)                    (1) 

              d(N,Z) = ∑ d(ni, Z)2                           (2) 

          L                        

Here N  = {n1,.… nL} is a set for k-centers, also Z ={Z1,…Zk} is a mean square distance which 

is computed between the cluster center and given data point. To complete the operation, a 

complexity analysis is performed.  

Generally for the process of grouping, different steps performed by the k-means algorithm are 

indicated in Fig. 4.2. In the starting phase, similar average data are grouped assuming an initial 

value of neighboring average data. Afterward, the initial data is calculated by the average value 

of a cluster of individual data. Then, an initial data for the individual is again assumed for the 

identified group of neighboring average data. Lastly, the classification process is checked for 

the next data and then to the next until data is not changing and the same data value resembles 

the previous one. After this process, the clustering is stopped and the result is produced. If there 

No object 
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START 

Number of Cluster K 
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is any failure in the checking process, the process is again repeated until the same data value is 

achieved.  

4.5.2 Particle Swarm Optimization (PSO)   

PSO algorithm is provoked by the organized movement of bird flocks and fishes [4.23]. The 

PSO is composed of a swarm of elements that interact with one another in a constant search 

area. A prospective solution of any problem can be represented with the position of each 

element and representation is done like an n-dimensional space vector. The particles in PSO 

“fly” throughout the n-dimensional search area and socio-cognitive affinity decides the possible 

change in their positions to imitate the success accomplished by further particles. The life 

experience of every particle in the swarm is different from other particles and the quality of 

each particle is evaluated by its own experiences. As an individual in a social gathering, each 

particle knows the behavior of its neighbors. The information of the cognitive factor is also 

termed as individual learning whereas information of social factor is termed as cultural 

transmission. Hence every individual’s decision is made by accounting for both cognitive as 

well as social factors, which lead the swarm population to an evolving behavior [4.24].  

4.5.3 Gravitational Search Algorithm (GSA)  

GSA is formed based on the gravitational law and the concept of interaction of masses [4.25]. 

The Newton theory of physics is utilized by the GSA algorithm and its search instruments are 

the mass collectors. GSA contains an isolated organism of different masses. Based on 

gravitational force, each mass in the organism can notice the condition of the other mass.  So 

by using the gravitational force, the information can be transferred between diverse masses. In 

GSA, an agent is an object whose performance is calculated with its mass. All such objects 

interact with one another by the gravitational force which causes the combined movement of 

these objects towards the heavier mass object. The heavy masse objects form a superior solution 

to this problem. Agent’s position is the solution to the given problem which is used for 

determining its mass [4.26].  

The algorithm depicting the hybridization of PSOGSA is as indicated by Algorithm 4.1. 

Algorithm 4.1: Hybrid of PSOGSA Optimization Algorithm for Clustering 
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Input: n number of population, t maximum iteration, d number of clusters, C1 and C2 are 

constants, w inertia weight, and G0 gravitational constant. 

 

Notations:  𝑚𝑖is active gravitational mass, 𝑚𝑗 is passive gravitational mass, 𝑅𝑖𝑗 Euclidean 

distance between two agents i and j, ɛ is a small constant, 𝑟𝑎𝑛𝑑 is random vectors in [0, 1], 𝑑𝑛 

is a dataset of protein structure and 𝑔𝑏𝑒𝑠𝑡 is global best fitness. 

Output: idx number of centre index and C number of centre 

    Initialization n number of  𝒙𝒊 positions generate by the K-Means algorithm 

Initialization of velocity, force, G, and  acceleration  

for i=1 to t 

Update G by equation 

G= 𝐺0 ∗ 𝑒−23 𝑖

𝑡
 

Calculate fitness function of each population by equation 

        𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚𝑖𝑛(∑ √(𝑥𝑖 − 𝑑𝑛)2𝑛
𝑖=1 ) 

for j=1 to n 

Update force by equation 

  𝑓𝑑=𝐺 ∗
𝑚𝑖−𝑚𝑗 

𝑅𝑖𝑗+ɛ
(𝑥𝑖 − 𝑥𝑗) 

𝑓𝑜𝑟𝑐𝑒 = ∑ 𝑟𝑎𝑛𝑑 ∗

𝑛

𝑖=1

𝑓𝑑 

Update acceleration by equation 

𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 =
𝑓𝑜𝑟𝑐𝑒 

𝑚𝑖𝑗
 

Update 𝑥𝑖 positions by equation 

                                          

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 𝑤 + 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑 ∗  𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑐2 ∗ 𝑟𝑎𝑛𝑑

∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖) 

𝑥𝑖 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 + 𝑥𝑖 
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end for  

end for 

4.6 Benefit of Hybridizing PSO and GSA 

 Hybridization of Particle Swarm Optimization (PSO) and Gravitational Search 

Algorithm (GSA),for integrating the skill of escapade in PSO and probing in 

GSA, to combine the power of both [4.27].  

 Combining the advantage of both PSO and GSA, velocity equations are 

updated. Also the position equations are updated using a mobility factor, which 

increases speed and accuracy [4.28]. 

 

4.7  Performance Evaluation   

K-mean clustering algorithm can be used for predicting the structures of four classes of protein 

α (A), β (B), α/β (C), and α + β (D). The performance can be analyzed feature-wise and class-

wise in terms of different parameters like true positive (TP), true negative (TN), false positive 

(FP), and false-negative (FN). TP illustrates the correctly marked positive samples of protein. 

TN illustrates the correctly marked negative samples of protein. FP illustrates the incorrectly 

marked positive samples of protein. FN illustrates the incorrectly marked negative samples of 

protein. FP is also termed as a type-I error. FN is also termed as a type-II error. For 

understanding the PSP problem, both these errors are taken into consideration.   

Various calculations of these parameters (TP, TN, FP, and FN) can be considered for evaluating 

the performance of various parameters such as Accuracy, Precision, Specificity, and Recall 

(Sensitivity) as provided in Equations (3-6). Accuracy is one of the most frequently used 

parameters for indicating the performance of the appropriately classified samples out of total 

samples. The precision determines the preciseness in a model for correctly classifying the 

correct positive samples out of total positive samples. Recall determines the correct positive 

samples out of all available correct positive samples (TP+FN). Specificity determines actual 

negative samples out of total negative samples.  

                    (3) 

                                 (4) 
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                                       (5) 

                              (6) 

 

4.8  Results & Discussions  

The main objective of this clustering process is a grouping of similar objects in the same group 

(cluster). A set of measurements or attributes is used to define each object. For determining any 

similar objects, the similarity is measured between them. Numerous similarity measures are 

provided in the literature. In the current article, Euclidean distance is used for calculating the 

similarity between different objects. Euclidean distance is provided by the following equation:   

(7) 

Here, m represents total no. of attributes, 𝑜𝑖𝑝 represents the attribute number’s value, p for the 

object ‘i' (𝑜𝑖). For solving the problem of data clustering, the standard algorithms (PSO and 

GSA) are adapted for reaching the centroid of clusters.   

4.8.1 Performance Evaluation for Protein Structural Class A  

 

Figure 4.3: Variation of fitness function with no. of iterations for Class A 
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Figure 4.3 provides the variation of the fitness function as per the number of iterations for 

Protein Structural Class A. Figure 4 highlights the performance of different parameters 

(accuracy, recall, precision, and specificity) values (in %) accomplished by the proposed 

Random Forest (RF) classifier with FC699 represented test data. Figure  

4.5 (Protein Structural Class A) highlights the comparison of accuracy values accomplished by 

the proposed RF classifier with FC699 test data with another classifier like SVM, Ada boost, 

RF, etc. As provided by figure 4.5, the accuracy of the proposed RF classifier is much higher 

than other classifiers. 

 

Figure 4. 4 Performance of different parameters 

 

Figure 4.5 Accuracy of different methods 
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Table 4.1: Accuracy comparison of proposed RF method for Class A with other methods  

Sr.No.  Technique  Accuracy (%)  

1  SVM  93.36  

2  Ada-boost  96  

3  RF  97.56  

4  Proposed-RF  98.36  

Table 4.1 compares the accuracy values of the proposed RF method with different methods like 

SVM, Ada-boost, and RF for prediction of protein structure for class A using FC699 Data sets. 

Table 4.2 provides the performance parameters values (accuracy, recall, precision, and 

specificity) accomplished by the proposed RF classifier.  

Table 4.2 Performance value of different parameters for proposed RF method of Class A 

Sr.No.  Performance (%)  Proposed RF  

1  Accuracy  98.36  

2  Recall  97.72  

3  Precision  100  

4  Specificity  100  

  

4.7.2 Performance Evaluation for Protein Structural Class B  

Figure 4.6 provides the variation of the fitness function as per the number of iterations for 

Protein Structural Class B.  
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Figure 4.6 Variation of fitness function with no. of iterations for Class-B 

Figure 4.7 highlights the performance of different parameters (accuracy, recall, precision, and 

specificity) values (in %) accomplished by the proposed Random Forest (RF) classifier with 

FC699 represented test data. Figure 4.8 (Protein Structural Class  

B) Highlights the comparison of accuracy values accomplished by the proposed RF classifier 

with FC699 test data with another classifier like SVM, Ada boost, RF, etc. As provided by 

Figure 4.8, the accuracy of the proposed RF classifier is much higher than other classifiers.  

 

 

Figure 4.7 Performance of different parameters 
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Figure 4.8 Accuracy of different methods 

Table 4. 3: Accuracy comparison of proposed RF method for Class B with other 

methods 

Sr.No.  Technique  Accuracy (%)  

1  SVM  93.36  

2  Ada-boost  96  

3  RF  97.56  

4                                                  Proposed-RF 98.47 

 

Table 4.3 compares the accuracy values of the proposed RF method with different methods like 

SVM, Ada-boost, and RF for prediction of protein structure for class B using FC699 Data sets. 

Table 4.4 provides the performance parameters values (accuracy, recall, precision, and 

specificity) accomplished by the proposed RF classifier.  
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Table 4.4: Performance value of different parameters for proposed RF method of Class B 

Sr.No.  Performance (%)  Proposed RF  

1  Accuracy  98.47  

2  Recall  96.36  

3  Precision  100  

4  Specificity  100  

  

4.7.3 Performance Evaluation for Protein Structural Class C  

Figure 4.9 provides the variation of the fitness function as per the number of iterations for 

Protein Structural Class C.  

 

Figure 4.9 Variation of fitness function with no. of iterations for Class-C  

 

Figure 4.10 highlights the performance of different parameters (accuracy, recall, precision, and 

specificity) values (in %) accomplished by the proposed Random Forest (RF) classifier with 

FC699 represented test data. Figure 4.11 (Protein Structural Class C) highlights the comparison 

of accuracy values accomplished by the proposed RF classifier with FC699 test data with 

another classifier like SVM, Ada boost, RF, etc. 
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Figure 4.10: Performance of different parameters 

 

Figure 4.11 Accuracy of different methods 

As provided by figure 4.10, the accuracy of the proposed RF classifier is much higher than 

other classifiers.  
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Table 4.5: Accuracy comparison of proposed RF method for Class C with other 

methods  

Sr.No.  Technique  Accuracy (%)  

1  SVM  93.36  

2  Ada-boost  96  

3  RF  97.56  

4                                                       Proposed-RF 98.22 

 

Table 4.5 compares the accuracy values of the proposed RF method with different methods like 

SVM, Ada-boost, and RF for prediction of protein structure for class C using FC699 Data sets. 

Table 4.6 provides the performance parameters values (accuracy, recall, precision, and 

specificity) accomplished by the proposed RF classifier.  

Table 4.6: Performance value of different parameters for proposed RF method of Class C 

Sr.No.  Performance (%)  Proposed RF  

1  Accuracy  98.22  

2  Recall  98.70  

3  Precision  100  

4  Specificity  100  
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4.9 Performance Evaluation for Protein Structural Class D  

 

                 Figure 4.12: Variation of fitness function with no. of iterations for Class-D  

 

Figure 4.12 provides the variation of the fitness function as per the number of iterations for 

Protein Structural Class D. Figure 4.13 highlights the performance of different parameters 

(accuracy, recall, precision, and specificity) values (in %) accomplished by the proposed 

Random Forest (RF) classifier with FC699 represented test data. Figure 4.14 (Protein Structural 

Class D) highlights the comparison of accuracy values by the proposed RF classifier with the 

FC699 dataset with another classifier like SVM, Ada boost, RF, etc. As provided by Figure 

4.13, the accuracy of the proposed RF classifier is much higher than other classifiers.  

 

Figure 4.13 Performance of different parameters 
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Figure 4.14 Accuracy of different methods 

Table 4.7: Accuracy comparison of proposed RF method for Class D with other methods 

Sr.No.  Technique  Accuracy (%)  

1  SVM  93.36  

2  Ada-boost  96  

3  RF  97.56  

4  Proposed-RF  98.70  

  

Table 4.8: Performance value of different parameters for proposed RF method of Class D 

Sr.No.  Performance (%)  Proposed RF  

1  Accuracy  98.70  

2  Recall  94.73  

3  Precision  100  

4  Specificity  100  

Table 4.7 compares the accuracy values of the proposed RF method with different methods like 

SVM, Ada-boost, and RF for prediction of protein structure for class D using FC699 Data sets. 

Table 4.8 provides the performance parameters values (accuracy, recall, precision, and 

specificity) accomplished by the proposed RF classifier.  
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Figure 4.15: A combined model to measure different parameters for all classes  

Figure 4.15 provides the performance values of different parameters (accuracy, recall, 

precision, and specificity) accomplished by the proposed RF classifier for the FC699 data set 

for different structural classes of Protein.  

4.10 Parameters used for Hybrid PSO-GSA Algorithm 

Table 4.9 provides the parameters of Hybrid PSO-GSA algorithms for clustering of protein 

structure classes. Here, C1, C2 are acceleration coefficients, W is inertia weight (PSO), G0 is 

used for controlling the search accuracy for GSA algorithm. 

 

 

 

 



 
 

76 | P a g e  
 

 

Table 4.9: Parameters of Hybrid PSO-GSA algorithm for clustering of protein structure  

Sr.No.  Parameter  PSO-GSA  

1  Population size  50  

2  Iteration  100  

3  C1  2  

4  C2  2  

5  W  0.72  

6  G0  1  

 

4.11 Summary   

In this chapter, different structural classes of protein are classified to make an understanding of 

different problems like folding and protein structure prediction, etc. Clustering is performed 

using the K-mean algorithm. In the current work a random forest (RF) classifier is proposed 

which is compared with conventional classifiers like SVM, Ada boost, RF, etc. in terms of 

accuracy for all four classes of protein. The accuracy of the proposed RF classifier is much 

higher than other classifiers. Also, the values of performance parameters like accuracy, recall, 

precision, and specificity are measured for different classes of protein. A Hybrid PSO-GSA 

algorithm was analyzed and its different parameters are analyzed for the classification of protein 

structure. As suggested in the literature, the proposed hybrid PSO-GSA algorithm has proved 

to achieve better results as compared to single algorithms.   

The accuracy though significant yet can be further improved by integrating more precise 

classifiers and by performing more intense pre-processing. Considering these key points as the 

motivation, another prediction model with altogether different architecture has been proposed 

in Chapter 5. 
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Chapter-5  

Proposed Hybrid CNN+BiLSTM approach  

 

5.1  Overview  

Literature survey demonstrated that the clustering-aided approach can contribute to improving 

the classification rate for predicting structure. Classification of the protein is based on four 

different classes A (All A (All α), B (All β), C (α+β), and D (α/β).  Particle swarm optimization 

(PSO) and Firefly algorithm (FFA) are used pre- processing of the data. Whereas Convolution 

neural network, are used for classification individually as well as it is combined with 

Bidirectional long short term memory for predicting different classes of the protein structure. 

The performance of CNN classifier, CNN+BILSTM classifier is compared with SVM 

classifier. For all the performance parameters the classifier used gives very good values for 

Class A, B and somewhat lower for class C, D although better values has been gained as 

compare to other classifiers. For feature selection, a hybrid PSOFFA algorithm has been used. 

Scoring spaces and fitness values are used for the evaluation of all the classes of protein 

secondary structure. 

Two models had been developed one with CNN classifier only and another with a combination 

of CNN+BILSTM classifier.  

5.2  Introduction   

Sub-cellular localization of protein structure is attempted by numerous researchers by using 

several techniques of deep learning and machine learning. Most of these researchers have 

classified the handcrafted image features of protein using CNN techniques like Resnet, 

Inception, and Vgg16. A lot of time is taken by these networks for training and considerable 

memory is used to store such networks. In most of the previous attempts Sub-cellular 

localization of the protein, chiefly machine learning approaches are utilized.   

Five different categories (Hoechst, Giantin, NOP4, LAMP2, and Tubulin) of protein are 

classified by Boland et al. [5.1] using several features like Haralick texture and Zernike 

moments provided to the neural network (88%) and classification tree (66%). Boland and 

Murphy [5.2] localized the protein structure in ten distinct cell organelles utilizing HeLa dataset 
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and utilizing different features like Haralick grain, SLF (Subcellular location feature), and 

Zernike moments fed to the neural networks (83%). Multi-resolution (MR) decomposition is 

carried out by Chebira et al. [5.3] which is followed by the processes of feature extraction and 

then the classification of images is done for every MR space. Accuracy of 95% was achieved 

with a 2-D Hela dataset utilizing the NN classifier for extracting 26 different features. Hung 

and Murphy [5.4] performed a comparison of five different techniques of ML and observed that 

the Ada boost technique of optimization of neural networks for 2D Hela images provides 88.2% 

accuracy. Nanni and Lumini [5.5] obtained 85% accuracy with the Hela dataset utilizing the 

SVM technique on Invariant digital patterns. Although the problem of protein localization was 

tackled successfully using machine learning methods for extracting discriminate features from 

different images. Litjens et al. [5.6] emphasized that the tendency of relating CNN for 

classifying microscopic descriptions is growing over the years. Different steps of feature 

extraction are reduced using deep learning and the system is allowed to learn features of the 

image by itself. Kraus et al. [5.7] utilized eleven layers CNN model (DeepLoc) to classify 

budding yeast cell images of proteome into fifteen different categories and achieved 84% 

accuracy. Parnamaa and Leopold [5.8] trained neural network (Deep Yeast) for classifying 

fluorescent protein with sub-cellular localization and achieved 91% accuracy. Liimatainen et 

al. [5.9] trained a Fully Convolutional Network (FCN) to detect protein in thirteen different cell 

organelles for Human Protein. Xiao et al. [5.10] utilized transfer learning to classify deep yeast 

protein images for depicting ten different classes. Eleven layers of Vgg and Resnet were trained 

and an accuracy of 87% and 88% were obtained for these two datasets respectively. Pre-trained 

networks such as InceptionV3, ResNet50, and InceptionResnetV2 were applied by Kensert et 

al. [5.11] for classifying mechanism of action datasets with 95-97% accuracy. Thus organelle 

proteome was efficiently classified by CNN. Training of CNN can be performed using fine-

tuned or scratch as per database size. Human protein can be easily classified into major cell 

compartments. There are limited cell organelles and classified for obtaining single-cell images. 

Machine learning and feature extraction techniques are used to obtain excellent results. Results 

can be further improved using image resizing and cropping. But for protein structure learning, 

only a few CNN models are used to date.  

5.3 Native Conformations of Proteins  

Proteins are considered molecular instruments that are used to express genetic information. 

Protein is created by the human body using data received from human Deoxyribonucleic Acid 
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(DNA) that is composed of a linear chain of deoxyribonucleotides. DNA codes are used for 

producing a protein with a respective linear chain of amino acids. This resulted in the folding 

of the protein into a meticulous 3D shape which is called native conformation. The 3D structure 

of protein also called conformation is accountable directly for its operation [5.12]. Proteins are 

created from naturally-occurring similar sets of twenty amino acids. From these different 

combinations, a cell can be used to produce proteins with remarkably different activities and 

properties [5.13]. Based on their side chain properties there are five main classes of amino 

acids: (1) hydrophobic (water-hating or non-polar); (2) hydrophilic (water-liking or polar); (3) 

aromatic; (4) negatively charged; (5) and positively charged [5.13]. Protein’s shape is specified 

by a sequence of its amino acid. To obtain an accurate protein fold an important role is played 

by the cellular environment. The shape of a protein can be determined by the hydrophobic force 

of clusters. Alberts et al. [5.14] described that hydrophobic molecules of protein are liable to 

be enforced together in a liquid environment to minimize the effect of hydrogen-bonded 

networks on different molecules of water. So, non-polar side sequences in proteins tend to 

bunch in the inside of the molecule, whereas the polar groups are likely to be arranged outside 

of the molecule. Therefore, hydrogen bonds can be formed with the combination of water and 

polar molecules of protein. Figure 5.1 illustrates how protein is folded into its compact 

conformation. It is noted that hydrophobic core regions are established in the inside of protein 

whereas hydrophilic amino acid is wrapping the interior hydrophobic acid. Currently, there are 

two main methods for predicting the neighboring 3D structures for protein, i.e. using an X-Ray 

Crystallographer (XRC) and a Nuclear Magnetic Resonance (NMR). Although, XRC is a costly 

technique concerning time and economy, yet during the crystallization process of protein, the 

problem can occur, and there is a possibility that the final conformation obtained may not be 

the native one. NMR is the most recent method to predict the protein structure and is not 

restricted to the number of molecules to be crystallized.  

 



 
 

80 | P a g e  
 

 

Figure 5.1: Visual representation of protein folding into a compact conformation Src.: 

© 2021 Quizlet Inc. 

  

However, as with the case of XRC, NMR also presents a small amount of uncertainty in 

predicting the 3D protein structure. Furthermore, significant human efforts, as well as vastly 

equipped laboratories, are required in both processes. In the current scenario, studies are 

involved in silico methods for predicting the native protein structure with an aim for reducing 

the gap between sequence and structure, the economic cost, and time efforts. The PSP is a 

problem to find the protein’s native structure, with a known sequence of several amino acids 

[5.13, 5.15]. Computational methods for approaching the PSP are divided into three major 

categories: (1) comparative modelling or homology, (2) ab-initio, and (3) fold recognition or 

threading.  

5.4 Methodology   

In the first step, dataset information is extracted from excel of the 25PDB dataset. After this 

pre-processing of data is performed where the dataset is refined and then training and testing 

modules are separated.  
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In the second step, sequence alignment is applied to a secondary protein structure.  

The next feature selection technique is applied to a secondary protein structure. A hybrid model 

using PSO and Firefly optimization is utilized for feature selection.  

In the fourth step, the CNN layer is initialized for the training of the CNN model.  

After the initialization of CNN, it is trained with different classes of proteins, and the secondary 

structure of a protein is predicted.  

In the last step parameter performance of the projected CNN model is assessed.  

Different training options for CNN models are highlighted in Table 5.1.  

Max Epochs, Learn Rate Drop Factor, Initial Learn Rate, Learn Rate Drop time, 

and Mini Batch Size is used to train the currently utilized CNN model.  

Table 5.1: Hypermeters for Model Tuning  

Sr. No.  Training Option  Parameter Value  

1  Max Epochs  100  

2  Learn  Rate  Drop cause  0.1  

3  Learn Rate  Drop Time  20  

4 Initial Learn Rate 0.001 

5.  Mini Batch Size 8 
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The flowchart of the present study is shown in Figure 5.2 and its various components explained 

above.   

 

Figure 5.2 Flowchart for the present study 
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5.4.1 Firefly algorithm (FFA)  

A Firefly algorithm is proposed by X-S Yang is inspired by nature, a multimodal metaheuristic 

algorithm, and is based on the blinking performance of fireflies [5.16]. Unique tiny rhythmic 

flashes are produced by every species of fireflies and the process of producing flashes is called 

bioluminescence. Firefly algorithm is designed based on three ideal principles: (i) as all fireflies 

are having a unisex nature, so a firefly can be attracted toward another firefly despite their sex 

factor. (ii) Attractiveness is directly related to the luminance level of the fireflies, therefore the 

less bright firefly is always attracted by a bright firefly. (iii) An objective function is used to 

calculate the brightness level in a firefly [5.17]. Brightness and attractiveness are directly 

proportional to distance, so if the distance is increased then both these properties are decreased 

[5.18]. If any firefly does not find another firefly in its surrounding space, then its movement 

will be random in any direction. Flashing light is the main property in a firefly algorithm [5.19] 

that is accountable for attracting the neighbouring fireflies. Fireflies can charge and discharge 

their light at a regular interval, thus they are having an oscillatory behavior. Generally, fireflies 

stay mostly active for the period of the night times of the summer season [5.20]. When any 

firefly comes in contact with a neighbouring firefly, mutual coupling occurs between both the 

fireflies.   

Any male firefly tries to attract the neighbouring female firefly through its signals [5.21]. In 

response to these signals by the male firefly, the female firefly discharges its flashing lights. 

Consequently, distinct illuminating patterns of male, as well as female fireflies, are produced 

to encode the information like sex and identity of the species [5.22]. Generally, a female firefly 

can be more attracted to any male firefly with brighter illuminating light. Blinking intensity is 

inversely proportional to the source distance of fireflies. In some unique cases, a female firefly 

is unable to differentiate between the weakest and strongest flash, which are generated by 

distant or neighbouring male fireflies respectively.   

A firefly’s brightness can be established by an objective function. Firefly attractiveness directly 

depends on light intensity perceived by neighbouring fireflies; variation in attractiveness (β) 

can be defined concerning distance (r) and is provided by relationships in equation 1 as:  

𝛽 = 𝛽0𝑒−𝛾𝑟2 (1)  

Here 𝛽0is the attractiveness value at distance r = 0. A particular firefly’s movement towards a 

brighter firefly ‘j’ can be determined by equation 2 as:  

https://www.sciencedirect.com/topics/engineering/firefly-algorithm
https://www.sciencedirect.com/topics/engineering/firefly-algorithm
https://www.sciencedirect.com/topics/computer-science/metaheuristic-algorithm
https://www.sciencedirect.com/topics/computer-science/metaheuristic-algorithm
https://www.sciencedirect.com/topics/computer-science/metaheuristic-algorithm
https://www.sciencedirect.com/topics/computer-science/metaheuristic-algorithm
https://www.sciencedirect.com/topics/materials-science/bioluminescence
https://www.sciencedirect.com/topics/materials-science/bioluminescence
https://www.sciencedirect.com/topics/materials-science/bioluminescence
https://www.sciencedirect.com/topics/engineering/attractiveness
https://www.sciencedirect.com/topics/engineering/attractiveness
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0295
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0295
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0295
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0320
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0320
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0320
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0320
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0325
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0325
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0325
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0340
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0340
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0340
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0350
https://www.sciencedirect.com/science/article/pii/S2215098615001007#bib0350
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𝑥𝑖𝑡
+1 = 𝑥𝑖𝑡

 + 𝛽0𝑒−𝛾𝑟2 (𝑥𝑗𝑡 − 𝑥𝑖𝑡) + ∝𝑡 ∈ (2)  

In equation 2, the second term is because of attraction. The last term is because of randomization 

and ∝ is the parameter of randomization, also  is a vector with all the numbers as random 

which is drawn using Gaussian distribution function at any time (t).   

The case with 𝛽0= 0 is considered a random walk. Additionally, the randomization parameter 

∝𝑡 can be expanded to other distribution functions like Levy flight function.  

Algorithm 5.1 Hybrid of PSOFA Optimization Algorithm for Feature Selection 

Input: n number of population, t maximum iteration, d number of attributes, C1 and C2 are 

constants, w inertia weight, γ is light absorption coefficient, and β0 is the attractiveness. 

Notations: 𝑔𝑏𝑒𝑠𝑡 is global best fitness, 𝑝𝑏𝑒𝑠𝑡 is local best fitness, r is the distance between 

two fireflies 

Output:  𝒃𝒂 is the best attribute for training    

Initialization n number of  𝒙𝒊 positions with several d 

Initialization of velocity,  

for i=1 to t 

Calculate fitness function of each population by equation 

                𝑆𝑡𝑑 = √(
1

𝑛 − 1
∑(𝑥𝑖 −

𝑛

𝑖=1

�̅�)2) 

      𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑚𝑖𝑛(
1

𝑛
∑ 𝑆𝑡𝑑𝑛

𝑖=1 ) 

for j=1 to n 

Update β by equation 

  β=β0𝑒−𝛾𝑟2
 

 𝑟 = (𝑥𝑖 − 𝑥𝑗) 

Update 𝑥𝑖 positions by equation 
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𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 𝑤 + 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑 ∗ β ∗ (𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑖) + 𝑐2 ∗ 𝑟𝑎𝑛𝑑

∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖) 

𝑥𝑖 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 + 𝑥𝑖 

 

end for  

end for 

 

5.5 CNN Classifier  

CNN architecture is used to map the protein chains into folds and is provided in figure 5.3. It 

consists of a total of fifteen layers including one input layer, ten convolution layers,  

One pooling layer, one hidden layer, and one flattening layer which is shown in figure 5.4. 

Softmax function is utilized and applied to the output layer nodes for predicting the fold 

probability of proteins. Positional information of protein sequences is represented by L × 45 

input numbers of a protein sequence having variable length L. CNN network accepts variable 

sequence protein features as input, which are changed into hidden features using ten hidden 

layers of CNN. Two windows of size 6 and size 10 are used. CNN can alternate between the 

pooling and convolution layers and the output can be available at fully connected layers which 

include nonlinear classifiers, like Softmax classifier, used to estimate the conditional 

probability for each class. Nonlinearity is introduced in CNNs by using rectified linear units 

(ReLU) which is an activation function with nonlinear transformations resulting in 10 x L 

hidden features.  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5905591/figure/btx780-F1/
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Figure 5.3 the architecture of Convolutional neural network (CNN) for classification 
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Figure 5.4. Detailed Schematic for CNN technique 

5.6 BILSTM  

Bilstm consists of two LSTM one taking input in the forward direction, another taking 

input in the backward direction. Bilstm is a sequence processing model, due to its 

processing capability it is very efficient for protein secondary structure prediction. 

Since sequence information is not lost and dependability can be maintained. It had been 

used by many authors in combination with another intelligent technique, Hattori et al., 

who used deep recurrent neural network with BILSTM for protein secondary structure 

prediction but they can give only 68% accuracy. 

 

 

 

 

 

 

Figure 5.5: Detailed Schematic for BiLSTM technique 
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BILSTM automatically discover the features without any human direction. Where the learning 

problem is sequential BILSTM is used, each layer of BILSTM gives bidirentional long term 

dependencies between sequence data.  

5.7 CNN+BILSTM 

Pre-processing, feature selection, feature extraction are similar to the method we 

proposed for CNN. The difference here is the output of CNN classifier and BILSTM 

are combined to form a hybrid method as shown in figure 5.6. The number of layers 

used in CNN is 18 and the number of layers used in BILSTM is 5. The different layers 

used are shown in figure 5.5. The layers are the sequence input layer, BILSTM layer, 

fully connected layer, softmax layer, and a classification layer.  

 

 

 

 

 

 

 

Figure 5.6: Block-Diagram for CNN+BiLSTM technique 

5.8 Benefit of hybridization   

 Hybridization of Firefly algorithm (FFA) and Particle Swarm Optimization 

(PSO), FFA algorithm gives optimal solution by the light intensity attraction 

which depends on random direction of search and move into local optima can’t 

reach global optima . With PSO operator and modified light intensity attraction 

step the local search is performed [5.23]. 
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5.9 Performance Evaluation  

For evaluating the quality of classification, four different parameters are used frequently, which 

include individual sensitivity (denoted as ‘Sens’), specificity  

(Denoted as ‘Spec’), Matthew's correlation coefficient (denoted as ‘MCC’), and overall 

accuracy (denoted as OA) for each structural class over the entire dataset.  

Equations (3-6) are used to represent these parameters:  

             (3)  

                    (4)  

             (5)  

                              (6)  

Where Cj is the structural class, TPj is true positives, TNj is true negatives, FPj is false positives, 

and FNj is false negatives.   

5.10 Results & Discussions  

This section contains the outcome obtained after executing the algorithms used in experiment 

II as mentioned in the above section of this chapter. The results are executed in MATLAB for 

scoring space and winning path for different values of sequences. 

Figures 5.7 (a-d) provides the scoring spaces for protein structures of Class A, B, C, and D. 

Scoring spaces are heat maps used to display the best score for the entire fractional alignments 

of both sequences. The best score is represented by a pair of two subsequences i.e. Seq1 (s1:n1) 

and a Seq2 (s2:n2). Here n1 is the position of Seq1, n2 is a position of Seq2, s1 is a Seq1 

position ranging between 1:n1, and s2 is a Seq2 position which is ranging between 1:n2. The 

best score for a pair of the definite subsequence is calculated by scoring the entire possible 

alignments for given subsequences by accumulating gap and match penalties.  
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Figure 5.7 (a): Scoring Space and Winning path for sequence 1 and 2 for protein structural class 

A 

  

Figure 5.7 (b) Scoring Space and Winning path for sequence 1 and 2 for protein structural class 

B 
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Figure 5.7 (c): Scoring Space and Winning path for sequence 1 and 2 for protein structural class 

C 

 

Figure 5.7 (d): Scoring Space and Winning path for sequence 1 and 2 for protein structural class 

D 



 
 

92 | P a g e  
 

Black dots in the scoring space represent the winning path. Positions pairing is illustrated as the 

best possible local alignment. Also, the color of the last point in the lower right portion of the 

winning path signifies the alignment score of best local for these two sequences.   

 

  

Figure 5.8 (a): Fitness value outcome for protein structural class A 

 

Figure 5.8 (b): Fitness value outcome for protein structural class B 
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Figure 5.8 (c): Fitness value outcome for protein structural class C 

Above figure 5.8 a,b,c and below figure d shows fitness value of selected feature from protein 

dataset w.r.t different iteration for protein structural class A,B,C and D. Convergence curve is 

a graphical representation of the evolution of the optimization as a function of the number of 

individuals evaluated. 

 

Figure 5.8 (d): for protein structural class D 
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The convergence history graph lets you know how the optimization problem is converging to 

the optimal solution. Convergence Curve of Firefly Algorithm shown in figure 5.8. 

For evaluating the results of classification the four parameters which are used are sensitivity, 

specificity, Matthew’s correlation coefficient, overall accuracy denoted by Sens, Spec, MCC 

and OA. These parameters are detailed as follows: 

 

In the above formulas, TPj is the number of true positives, TNj is the number of true negativies,  

FPj is the number of false positives,  FNj is the number of false negatives and Cj is the protein 

in structure class Cj. 

  

Figure 5.9: Parameter value for proposed CNN 

Above figure 5.9 shown performance parameters are accuracy, sensitivity, specificity and 

MCC. The performance is calculated using the proposed CNN on 25PDB dataset for different 

protein structural classes A, B, C, D. 
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5.11 Comparison of Experiment I and II 

Particle swarm optimization (PSO) and Firefly algorithm (FFA) are used pre- processing of the 

data. Whereas Convolution neural network, are used for classification individually as well as it 

is combined with Bidirectional long short term memory for predicting different classes of the 

protein structure. The performance of CNN classifier, CNN+BILSTM classifier is compared 

with SVM classifier. For all the performance parameters the classifier used gives very good 

values for Class A, B and somewhat lower for class C, D although better values has been gained 

as compare to other classifiers. For feature selection, a hybrid PSOFFA algorithm has been 

used. Scoring spaces and fitness values are used for the evaluation of all the classes of protein 

secondary structure. Convolution neural network classifier is compared with the performance 

of random forest classifier. All the values of CNN, CNN+BILSTM are much better as compared 

with RF classifier. 

 

Figure 5.10 (a): Accuracy comparison of both objectives for class A 
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Figure 5.10 (b): Accuracy comparison of both objectives for class B 

  

Figure 5.10 (c): Accuracy comparison of both objectives for class C 
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Figure 5.10 (d): Accuracy comparison of both objectives for class D 

Above figure 5.10 (a), (b), (c), and (d) gives the comparative results obtained for both the 

objectives of proposed work in which RF and CNN classifier is used for obtaining the accuracy 

results. 

  

Figure 5.11 Accuracy analysis for objective 1 and objective 2 
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Sub-cellular localization of protein structure is attempted by numerous researchers by using 

several techniques of deep learning and machine learning. In the present study deep learning 

technique of CNN is utilized as a classifier which is compared with RF classifier concerning 

the accuracy, specificity, sensitivity, and MCC values for all four classes of protein. The 

accuracy of the CNN classifier is much higher than RF classifier. 

Table 5.2: Comparative accuracy results of various classes 

Techniques Accuracy (%) 

all-α all-β α+β α/β 

RF 

(Objective 1) 

98.47 98.36 98.22 98.70 

CNN  

(Objective 2) 

99.96 99.96 99.96 99.96 

 

Table 5.2 shows a comparison of our techniques in Objective I and Objective II in terms of 

accuracy values. The table suggested that the accuracies of all classes are better for the CNN 

classifier as compared to RF. 

Table 5.3 provides a comparison of CNN and SVM techniques in terms of sensitivity values. 

The table suggested that the sensitivity of classes A and B is nearly 100%. The results indicated 

that the currently utilized CNN method provides greater sensitivity values for all classes of 

protein.  
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Table 5.3 Comparison of sensitivity for SVM and CNN methods for various protein classes 

  Sensitivity (%)   

Sr. No.  Classes  SVM  CNN  

1  All α (A)  99.77  100  

2  All β (B)  99.77  99.81  

3  α+β (C)  85.09  97.22  

4  α/β (D)  78.64  98.41  

Table 5.3 provides a comparison of CNN and SVM techniques in terms of specificity values. 

The table suggested that the specificity of class A and B, and C are 100% for the CNN 

technique. The results indicated that the currently utilized CNN method provides greater 

specificity values for all classes of protein.  

Table 5.4 provides a comparison of CNN and SVM techniques in terms of specificity values. 

The table suggested that the specificity of class A and B, and C are 100% for the CNN 

technique. The results indicated that the currently utilized CNN method provides greater 

specificity values for all classes of protein.  

Table 5.4 Comparison of specificity for SVM and CNN methods for various protein classes 

Specificity (%) 

Sr. No.  Classes  SVM  CNN  

1  All α (A)  99.51  100  

2  All β (B)  99.42  100  

3  α+β (C)  94.59  100  

4  α/β (D)  95.45  95.65  
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Table 5.5 provides a comparison of CNN and SVM techniques in terms of MCC values. The 

table suggested that the MCC values for class A and Bare nearly 100% for the CNN technique. 

The results indicated that the currently utilized CNN method provides greater MCC values for 

all classes of protein.  

Table 5.5 Comparison of MCC for SVM and CNN methods for various protein classes 

Sr. No.  Classes  MCC%   

SVM  CNN  

1  All α (A)  98.93  99.12  

2  All β (B)  98.77  99.05  

3  α+β (C)  79.63  97.22  

4  α/β (D)  75.10  98.62  

  

 

Figure 5.12 Comparison of different parameters for various protein classes 
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Figure 5.12 combines all the results of tables 5.2-5.5 and provides the values of different 

performance parameters like accuracy, sensitivity, specificity and MCC calculated using CNN 

technique on 25PDB dataset for different protein structural classes A, B, C, and D.  

 

Figure 5.13 Comparison of Accuracy with SVM and CNN models for various protein  

Figure 5.13 provides a comparison of accuracy values using SVM and CNN techniques with 

all the four classes. The results indicate currently utilized CNN technique gives good results for 

accuracy. 

 

Figure 5.14 Comparison of Sensitivity with SVM and CNN models for various protein classes  



 
 

102 | P a g e  
 

Figure 5.14 provides a comparison of sensitivity values using SVM and CNN techniques with 

all the four classes. The results indicate currently utilized CNN technique gives good results for 

sensitivity. 

 

Figure 5.15 Comparison of Specificity with SVM and CNN models for various protein classes 

Figure 5.15 provides a comparison of specificity values using SVM and CNN techniques with 

all the four classes. The results indicate currently utilized CNN technique gives good results for 

specificity.  

 

Figure 5.16 Comparison of MCC with SVM and CNN models for various protein classes 
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Figure 5.16 provides a comparison of MCC values using SVM and CNN techniques with all 

the four classes. The results indicate currently utilized CNN technique gives good results for 

MCC. 

         

 

Figure 5.17 Accuracy Comparison of Different methods 

Figure 5.17 provides a comparison of different methods used for classification. From the graph, 

the bar depicts that CNN got the highest accuracy. 

 

Fig.5.18 Comparison of Accuracy with SVM and CNN+BILSTM models for various protein 

classes  
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Figure 5.18 provides a comparison of accuracy values using SVM and CNN+BILSTM 

techniques for protein structure with all four classes. The results indicate that the currently 

utilized CNN+BILSTM technique gives good results for accuracy. 

 

 Figure 5.19 Comparison of Sensitivity with SVM and CNN+BILSTM models for various 

protein classes  

Figure 5.19 provides better results in terms of sensitivity. provides a comparison of sensitivity 

values using SVM and CNN+BILSTM techniques with all four classes. The results indicate 

that the currently utilized CNN+BILSTM technique gives good results for sensitivity.  

 

 

Figure 5.20 Comparison of Specificity with SVM and CNN+BILSTM models for various 

protein classes  
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Figure 5.20 provides a comparison of specificity values using SVM and CNN+BILSTM 

techniques with all four classes. The results indicate that the currently utilized CNN+BILSTM 

technique gives good results for specificity.  

 

 

Figure 5.21 Comparison of MCC with SVM and CNN+BILSTM models for various protein 

classes  

 

Figure 5.21 provides a comparison of MCC values using SVM and CNN+BILSTM techniques 

for with all four classes. The results indicate that the currently utilized CNN+BILSTM 

technique gives good results for MCC. 
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Figure 5.22 Overall Q3 accuracy of different methods 

Figure 5.22 depicts the Q3 accuracy for different methods. From the bar, it had been concluded 

that for the method proposed reached highest accuracy. 
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Figure 5.23 Comparison of different parameters for various protein classes 

Figure 5.23 combines all the results of tables 5.17-5.20 and provides the values of different 

performance parameters like accuracy, sensitivity, specificity, MCC, Q3, and SOV calculated 

using CNN+Bilstm technique on 25PDB dataset for all the protein structural classes. 

5.12 Results of CNN+BILSTM on FC699 dataset 

The hybrid technique has also been tested on FC699 dataset. The results of the same has been 

shown in following figures.  

 

Figure 5.24 Different parameters for protein class A 
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Figure 5.25 Different parameters for protein class B 

 

Figure 5.26 Different parameters for protein class C 
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Figure 5.27 Different parameters for protein class D 

 

Figure 5.28 Accuracy comparison of different methods on FC699 dataset 

Figures from 5.24 to 5.27, provides the values of different performance parameters like 

accuracy, sensitivity, specificity, MCC, Q3 and SOV, calculated using CNN+BILSTM 

technique on FC699 dataset for all the protein structural classes. 
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Table 5.6 Comparison of Accuracy for CNN+BILSTM method for various protein classes in 

two datasets  

Sr. No.  Classes  Accuracy%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  99.98 99.955 

2  All β (B)  99.955 99.955 

3  α+β (C)  99.957 99.955 

4  α/β (D)  99.974 99.955 

 

 

Table 5.7 Comparison of Sensitivity for CNN+BILSTM method for various protein classes in 

two datasets  

Sr. No.  Classes  Sensitivity%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  99.985 99.955 

2  All β (B)  99.97 99.955 

3  α+β (C)  99.97 99.955 

4  α/β (D)  99.976 99.955 

\ 
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Table 5.8 Comparison of Specificity for CNN+BILSTM method for various protein classes in 

two datasets  

Sr. No.  Classes  Specificity%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  100 99.955 

2  All β (B)  99.96 99.955 

3  α+β (C)  99.974 99.955 

4  α/β (D)  99.974 99.955 

 

Table 5.9 Comparison of MCC for CNN+BILSTM method for various protein classes in two 

datasets  

Sr. No.  Classes  MCC%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  99.988 99 

2  All β (B)  99.989 99 

3  α+β (C)  99.988 99 

4  α/β (D)  99.98 99 
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Table 5.10 Comparison of Q3 for CNN+BILSTM method for various protein classes in two 

datasets  

Sr. No.  Classes                          Q3%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  92.527 90.813 

2  All β (B)  91.622 90.576 

3  α+β (C)  90.748 90.693 

4  α/β (D)  91.197 90.652 

 

Table 5.11 Comparison of SOV for CNN+BILSTM method for various protein classes in two 

datasets  

Sr. No.  Classes                          SOV%  

                CNN+BILSTM 

FC699 dataset  25PDB dataset 

1  All α (A)  90.393 92.435 

2  All β (B)  90.458 90.43 

3  α+β (C)  90.964 91.887 

4  α/β (D)  90.391 92.756 
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Tables from 5.6 to 5.11 provides the values of different performance parameters like accuracy, 

sensitivity, specificity, MCC, Q3 and SOV, calculated using CNN+BILSTM technique on 

FC699 and 25PDB dataset for all the protein structural classes. 

5.13 Summary  

Sub-cellular localization of protein structure is attempted by numerous researchers by using 

several techniques of deep learning and machine learning. In the present study deep learning 

technique of CNN and CNN+BILSTM is utilized as a classifier which is compared with SVM 

concerning the accuracy, specificity, sensitivity, and MCC values for all four classes of protein. 

The accuracy of the CNN classifier and CNN+BILSTM is much higher than SVM classifier. 

Clustering is performed using the K-mean algorithm. A Hybrid PSO-Firefly algorithm is used 

for feature extraction of various classes of protein. 25PDB and FC699 dataset are analyzed 

based on various performance parameters. Also, scoring spaces and fitness values are evaluated 

for different classes of protein. 

The proposed method CNN+BILSTM is compared with other methods and conclusion has been 

made that our method gives good accuracy. 
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Chapter-6 

Conclusion and Future Scope 

6.1  Overview  

This chapter presents the findings and outcomes of the hybrid model along with the scope of 

improvement of the Hybrid model for the prediction of substructures in secondary structure. 

Literature Survey demonstrated that the clustering-aided approach can contribute to improving 

the Classification Rate for predicting patient outcomes. The objective of the thesis is to 

contribute to the prediction of the secondary structure of the protein. A thorough understanding 

of protein folding and structure recognition affects researchers in the fields of biology and 

chemistry for better drug design. In the area of designing new proteins, the specific function or 

the mechanism that determines the function of protein’s knowledge is required. A large amount 

of protein and its complex structure forced the researcher to discover a computational algorithm 

for faster prediction. Protein are classified into four different classes, the classes are class A 

(All α), class B (All β), class C (α+β), and class D (α/β). Till today X-ray crystallography 

magnetic resonance method is the only method of 100% fold recognition of any given protein. 

But these methods are slow and cost for research. Looking at the large database researcher have 

opted for an alternate i.e., computational method. After careful investigation of results obtained 

using different techniques, we have come up with an optimized hybrid model with enhanced 

performance. The thesis has been concluded with careful reviews and discussion on the 

significance of our contributions, recommendations, and future scope of this research work.   

To fasten the process of structure prediction nature-inspired algorithms are proposed in our 

thesis. Therefore, in each chapter, a significant amount of effort was devoted towards step-by-

step prediction using machine learning through evolutionary algorithms. Chapter 1, deals with 

the fundamental of protein with their life cycle and importance. It deals with the different 

structures of protein and classifier. Chapter 2, deals with the literature survey, where all the 

recent work to date has been described.  

Chapter 3, focuses on different mechanisms developed for pre-processing of protein sequence 

and Comparative study on four intelligent techniques. Chapter 4, proposes a new novel 

mechanism where we used the data from excel and apply pre-processing on data for refining 

the dataset. We used the FC699 dataset for Protein secondary structure (PSS) k-mean clustering 

on data to make an initial cluster and find out centroid point that centroid points take input for 

optimization algorithm or take initial population for generating by k-mean clustering. The best 
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solution of clustering with the help of a hybrid of PSO and GSA optimization is generated to 

predict secondary structure using bi-clustering. The method is based on the idea that there can 

be many dissimilar primary structures of a protein that share similar secondary structures. 

Chapter 5 focuses on a novel approach for predicting different classes using a single 

Convolution neural network classifier (CNN) and a hybridization of CNN and Bidirectional 

long short term memory (BILSTM), also optimization algorithms are hybridized for feature 

selection. At last, Chapter 6 focuses on the conclusion and future scope in predicting the 

structure of the protein.   

6.2   Conclusion  

The conclusion of this study mainly consists of two aspects. Firstly deploy intelligent 

techniques for sequence clustering. Second, to deploy intelligent techniques for sequence 

alignment. And, finally deployment of intelligent techniques for prediction of substructures in 

secondary structure.  

Different structural classes of protein are classified to make an understanding of different 

problems like folding and protein structure prediction etc. Clustering is performed using the K-

mean algorithm. In the current work a random forest (RF) classifier is proposed which is 

compared with conventional classifiers like SVM, Ada boost, RF, etc. in terms of accuracy for 

all four classes of protein. The accuracy of the proposed RF classifier is much higher than other 

classifiers. Different performance parameters are measured for various classes of proteins. 

Varoius optimization algorithms are used for clustering and feature selection such as particle 

swarm optimization, gravitational search algorithm and K-mean clustering algorithms.The 

proposed classifier proved better than other classifiers in terms of accuracy and can help predict 

the protein structures. A Hybrid PSO-GSA algorithm was analyzed and its different parameters 

are analyzed for the classification of protein structure. As suggested in the literature, the 

proposed hybrid PSO-GSA algorithm has proved to achieve better results as compared to single 

algorithms. The accuracy though significant yet can be further improved by integrating more 

precise classifiers and by performing more intense pre-processing. Highlights of the 

performance of different parameters (accuracy, recall, precision, and specificity) values (in %) 

accomplished by proposed Random Forest (RF) classifier with FC699 represented test data. 

Figure 6.1 and 6.2 (Protein Structural Class A) highlights the comparison of accuracy values 

accomplished by the proposed RF classifier with FC699 test data with another classifier like 

SVM, Ada boost, RF, etc.Random forest classifier accuracy is good as compare to other 

classifiers.  
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                                         Figure 6.1 Performance of different parameters          

 

Figure 6.2 Accuracy of different methods 

Figure 6.3 provides the performance values of different parameters accomplished by random 

forest classifier for the FC699 data set for different structural classes of Protein.  
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Figure 6.3 Combined model to measure different parameters for all classes  

 

Sub-cellular localization of protein structure is attempted by numerous researchers by using 

several techniques of deep learning and machine learning. In the present study deep learning 

technique of CNN is utilized as a classifier which is compared with SVM concerning the 

accuracy, specificity, sensitivity, and MCC values for all four classes of protein. The accuracy 

of the CNN classifier is much higher than SVM classifier. Clustering is performed using the K-

mean algorithm. A Hybrid PSO-Firefly algorithm is used for feature extraction of various 

classes of protein. 25PDB dataset is used to analyze the protein structure in terms of various 

performance parameters. Also,various classes of protein are evaluated by scoring spaces and 

fitness values.   Particle swarm optimization (PSO) and Firefly algorithm (FFA) are used pre- 

processing of the data. Whereas Convolution neural network, are used for classification 

individually as well as it is combined with Bidirectional long short term memory for predicting 

different classes of the protein structure. The performance of CNN classifier, CNN+BILSTM 

classifier is compared with SVM classifier. For all the performance parameters the classifier 

used gives very good values for Class A, B and somewhat lower for class C, D although better 

values has been gained as compare to other classifiers. For feature selection, a hybrid PSOFFA 
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algorithm has been used. Scoring spaces and fitness values are used for the evaluation of all the 

classes of protein secondary structure. 

 

 

Figure 6.4 Comparison of different performance parameters for various protein classes 

The following conclusion has been drawn from this work:-  

This research draws a conclusion that the prediction of protein structure is the 

most significant problem, for optimal utilization of the resources.  

It introduces an approach for the prediction of protein structure, clustering is 

performed using the K-mean algorithm. A Hybrid PSO-Firefly algorithm is 

used for feature selection of various classes of protein. Utilizing the FC699 

dataset has been introduced which integrates the features of supervised and 

unsupervised learning.  

The accuracy of the proposed RF classifier is much higher than other classifiers. 

Different performance parameters are measured for various classes of proteins. 

For feature selection, a hybrid PSOFFA algorithm has been used. Proposed 

classifier gives good accuracy in terms of comparing it with other classifiers. 

The forward selection method emerges as the best Wrapper Feature Selection 

method among the three feature selection methods Used.  

The final results showed that the Random Forest classification algorithm in combination with 

PSO and GSA emerges as the best classification algorithm for prediction.   
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The result with the cluster-aided approach greatly affects the performance of the classifier as 

compare to non-clustering predictions.  

The study also verifies the result of previous studies that the Hybrid approach has better 

performance than the single learning classifiers and this is an approving outcome in the 

literature.   

Convolution neural network, are used for classification individually as well as it is combined 

with Bidirectional long short term memory for predicting different classes of the protein 

structure. The performance of CNN classifier, CNN+BILSTM classifier is compared with SVM 

classifier. For all the performance parameters the classifier used gives very good values for 

Class A, B and somewhat lower for class C, D although better values has been gained as 

compare to other classifiers. 

Hybridization of CNN-BILSTM had been used on 25PDB and FC699 dataset. On both datasets 

this method had achived good results.  

6.3  Future Scope of the Study  

Data mining has a large pool of classification and analysis techniques. These techniques can be 

applied to all kinds of datasets to extract hidden patterns for decision-making. The present study 

is focused on protein structures. As a future scope, Future work in the field will be for prediction 

tertiary and quaternary protein structures using the best algorithms. Moreover, this algorithm is 

tested with a benchmark protein dataset but still, there is a large amount of protein available 

that needs to be tested with this algorithm. Future work is also laid in refining the parameter 

and using a tri-clustering algorithm with better classification. The use of different evolutionary 

algorithms and fusion strategies can also bring revolution in prediction strategy.  

The main objective of this research was to develop a prediction model that can predict with a 

high accuracy rate. For achieving this objective combination of Decision Tree, Random Forest, 

Logistic Regression, SVM, a genetic algorithm with different feature selection methods, along 

with clustering has been used. This resulted in a Hybrid model that gave a better performance 

as compared to models based on a single learning classifier.  

To make these systems more practical, future work could include the following  

In the future, such models can be designed with different advanced data mining 

techniques such as Association mining, constraint learning, structured 
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prediction, and many others. Also, the data used in the present work is collected 

from the secondary source with some missing values. For further improvement, 

data may be collected from other data sources to explore the beauty of rich 

patterns available in the data.   

In future research, other Feature Selection algorithms such as PSO, F-score, ant 

colony, LDA, and rough sets can be used and different Classification and 

Clustering algorithms can be used and the comparison can be made with the 

results of the Model. Also applying more clusters or ideally finding the 

optimized number can be the subject for further study.  

A comprehensive parameter setting can be performed to search and find better 

results.   

The innovative technique can be further evaluated through application in 

another field with different databases.  

Finally, there is a need to develop software based on the proposed method, to 

achieve potential benefits from the proposed methods.
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