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ABSTRACT

With the development of the World Wide Web and the cutting-edge com-
puterized period, information is being exceptionally made from each possible
source and shifting the direction from organizations to clients, web-based
media to versatile media, and satellite information to weblogs. E-world is
inundated among the continuously developing pile of information created by
every social media user, intentionally or unconsciously. Besides, there is more
discussion and knowledge available via social media platforms in this period
of digitization. As per general conviction, a human being gets more im-
pacted by other human behaviors and perspectives than what is endorsed by
the policymakers or administrators. Humanity is the solitary favoured type
of life that can be conveyed through methods for different correspondence
mediums that are natural and can be created and perceived. Traditional
standards of understanding these methods for natural communication have
also been set up for a long time. Still, we can not deny that the mode of a
language that people use to impart is quite ambiguous, and to date, there
could be no silver slug that can approve the significance of natural language.
This is the very idea that becomes the basis of what is prominently known
as 'Sentiment Analysis.’

Sentiment Analysis is considered the technique of defining and extracting
human feelings through the unstructured text and is done through natural
language processing and machine learning. Analysis of sentiment is the best
instrument to determine whether the evaluation is positive or negative. The
various complications in the assessment of thoughts are that the public does
not always articulate feelings in the same manner, which means a few ex-
presses in the mode of providing scores and remarks and others in the form
of phrases that do not convey any proper mindsets. Gathering and examin-
ing the sentiments on social media for acquiring business bits of knowledge
and acting proactively has become a need. In recent years, online social me-
dia/networks are rapidly developing as an essential part of everyone’s life.
Individuals share their opinions and emotions in the form of visual and tex-
tual content through various social media. The shared contents reveal the
behaviors and feelings of many people all over the world. This social network
serves as a platform that affords users to exchange information and commu-
nicate with others worldwide. Social media users utilize these services to
share various happenings of their life. In addition, they express their views
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on various matters and exhibit support and care towards society and friends.
Examining a particular person’s shared contents can help in predicting the
individual’s behavior. The growth of social media has initiated new prospects
to better comprehend the interest of the public towards subjects, products,
or events, etc. Social media users incessantly post the visual content together
with their thoughts and emotions.

Sentiment analysis has become a new social networking pattern, avidly
helping people realize views expressed in user-generated content and social
networking sites. For performing numerous social media analytics tasks,
sentiment analysis of online user-produced content is vital. The sentiment
classifiers” performance utilizing a single modality (visual or textual) is still
not matured because of the wide variety of data platforms. This research
work addresses visual and textual sentiment analysis concentrating on the
sentiment polarity assessment of images and text. Initially, the research
work starts from an embedding method that extracts both visual and textual
features, and then the contribution of both the textual and visual views is
enhanced further.

An integrated framework, called Visual-Textual Sentiment Analysis (VITESA)
is proposed in this research. In this framework, Brownian Movement-based
Meerkat Clan Algorithm-centered DenseNet (BMMCA-DenseNet) is pro-
posed that integrates textual and visual information for robust sentiment
analysis. The proposed work carries out visual analysis together with tex-
tual analysis for polarity classification. In the visual phase, the images in the
Flickr dataset are taken as input, and the operations such as pre-processing,
feature extraction, and feature selection using Improved Coyote Optimization
Algorithm (ICOA) are executed. In the textual phase, the user comments
as of the Twitter dataset are taken as input, and the operations like pre-
processing, word embedding using adaptive Embedding for Language Models
(ELMo), emoticon and non-emoticon feature extraction, and SentiWordNet
polarity assignment is carried out. The final stages of both phases are given as
input to the BMMCA-DenseNet classifier. It classifies the polarity output of
the classifier-fed visual-textual data into two classes, i.e., positive or negative.
The classifier categorizes the visual-textual data’s polarity comprising 97 %
accuracy and several other parameters and minimal error. The outcomes
exhibit that BMMCA-DenseNet trounces over other existing techniques and
attains remarkable performance. The experimental results present promis-
ing extensions towards progressing future research in analyzing textual and
visual sentiment analysis.
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CHAPTER 1
INTRODUCTION

The sentiment is a sustainable disposition caused when an individual encoun-
ters a particular topic, entity, or person. Understanding people’s opinions or
attitudes is paramount for correct decision-making. Sentiment Analysis (SA)
intends to smartly uncover the inherent attitude that is present towards an
entity. It is generally the intelligent recognition of four prominent sentiment
elements: aspect, entity, aspect’s sentiment, and opinion holder. An intel-
ligent sentiment analysis system must be able to obtain all these elements
precisely.

The heaps of information are currently available on forums, blogs, product
review websites, social networking platforms, etc. This information holds ex-
pressed sentiments and opinions. The existing user-generated information
on the internet, enclosing people’s sentiments or opinions, is noisy and un-
structured. Because of the enormous quantity of opinion informative web
resources like discussion forums, blogs, review sites, etc., available digitally,
most of the present research is being concentrated on the SA domain. As
sentiment is a conglomeration of numerous emotions, only a single input can
not completely characterize a sentiment. Therefore, it is essential to analyze
multiple inputs for analyzing different sentiments in a better manner.

This chapter provides a high-level view of the thesis. It discusses the fun-
damental concept behind the sentiment analysis, its evolution, the process to
analyze the sentiments in positive and negative polarity, its application areas,
and the significant issues. It also provides the motivation to propose tertual
and visual sentiment analysis framework for social media data. It concludes
with a discussion of the contribution of the thesis along with its organization.



1.1 Sentiment Analysis: An Overview

With the commencement and digitalization of web technologies, the progress
of sharing and articulating the data and opinions over the Internet has be-
come unprecedented [2]. Social networking sites, including Twitter, Insta-
gram, Facebook, YouTube, have attained more importance among users. The
various producers, consumers, and the government also utilize these plat-
forms to share persuasive exchange ideas and deals, run campaigns, increase
awareness on social concerns, and promote the services [3]. The new means
of understanding users perceptions have lined up the way for businesses with
the growth of data transmitted over such platforms. These businesses strive
to employ different approaches for analyzing the opinions and sentiments of
people [4]. Different mechanisms are followed to monitor the social media
contents available for business analytics and intelligence, checking of fraud-
ulent activities, and analysis of consumers’ sentiments [5].

Sentiment analysis (SA) relates to the strategy of identifying and ex-
tracting human sentiments from the unstructured text by using many Ma-
chine Learning (ML) and Natural Language Processing (NLP) techniques [6].
The most common approach used in sentiment analysis is machine learning
that facilitates the training and understanding of the dataset extracted from
social media. Apart from machine learning, rule-based and lexicon-based
techniques are the most widely used in the literature. The most crucial ob-
jective of aspect-based sentiment analysis is to differentiate for each view the
components of the target substances provided and the concept conveyed [7].
By accompanying errands, the objectives of aspect-based sentiment analysis
should be feasible. Social networks, microblogs, and other platforms generate
enormous amounts of information on the World Wide Web these days. This
massive data includes critical opinion-related facts that can be employed to
promote companies and other aspects of business and science. It is almost
impossible to manually track and extract this helpful information from this
vast quantity of data [8]. User posts sensitivity analysis helps to assist in
making business choices. It is a method that extracts feelings or views from
internet reviews provided by customers about a specific topic, region, or
product. It can classify the opinions into two kinds. These are positive or
negative, which determine the general attitude of people to a specific subject.
Thus, through the various support vector machines, feelings are evaluated as
both adverse and positive elements, using training algorithms.



1.1.1 Evolution of Sentiment Analysis

Sentiment and emotion are the two human subjective terms that are used
interchangeably in natural language processing. The reason lies behind the
result of experiences due to the mutual influence of cognitive, psychological,
and social aspects. An emotion is an insight articulation of an individual af-
fected by social and cultural outlooks. However, the sentiment is a conscious
disposition of an individual based on his feelings and is persistent. Both
these terms’ psychological and cognitive aspects are considered two different
notions [9]. Sentiments are a step ahead of emotions because psychological
extents do not restrain them. The basic structure of sentiment and emotion
has been represented in Figure 1.1. SSA is mainly concerned with evaluating
the attitude and opinions of people along the lines of positive opinions, nega-
tive or neutral opinions towards a product, service, or issue. While SA is used
in alignment with opinion mining or analysis, it is more concerned with eval-
uating emotionally loaded opinions, and sentiments [10]. The past studies
have realized humans’ interest in understanding others’ opinions and percep-
tions and their verbal communication. However, with time, many businesses
have shown interest in understanding consumer sentiments so that they can
strategize their business practices for fulfilling the demands of consumers and
achieve higher customer acquisition and retention [11].

1.1.2 TImportance of Sentiment Analysis

This research area has acquired a lot of attention. The number of papers in
SA and opinion mining has increased exponentially, rendering this area one
of the most researched domains. The emotions of people can be analyzed,
recognized, and categorized with the help of sentiment analysis. The acces-
sibility and availability of the Internet and web 2.0 have enabled people to
share their opinions online. A large amount of data online that is machine-
readable has opened opportunities to progress in this field and develop more
efficient algorithms. Therefore, improved technology is one factor that has
made it possible to access and analyze meaningful content. Analyzing this
data is essential in market research and trend analysis that assists businesses
in maintaining their supply-demand cycle and understand the competitive
environment in their respective business fields. The sentiments discovered
in the mode of remarks, feedback, and reviews offer the needed data for
different reasons. These views or feelings are positive and negative, having
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classification based on distinct rating points, i.e., 3 or 4 or 5 stars. The
fundamental problem in assessing feelings is differentiating how to transmit
feelings in content and whether the phrases show favorable or unfavorable
evaluations towards the topic [12]. Therefore, sentiment analysis involves
identifiable evidence of the expressions of sentiment, polarity, and quality of
the phrases and their relation to the topic. Of course, the systems use easy
techniques that require high speed and optimum resources, but it would not
be enough for results-oriented services [13].



1.1.3 Sentiment Analysis Process

According to the Oxford Dictionary, “Sentiment analysis is the process of
computationally identifying and categorizing opinions expressed in a piece of
text, especially to determine whether the writer’s attitude towards a partic-
ular topic, product, etc. is positive, negative, or neutral.” Public opinions
or sentiments are identified and collected to analyze the textual sentiment
polarity. After the data aggregation, the text preparation phase conducts
pre-processing and cleaning of the necessary text on the dataset, including
removing stop words, punctuation, and duplicate data. The identification
phase of sentiment determines and analyzes the feeling of the individuals
expressed in the text. The chief objective of sentiment identification is to as-
certain the subjectivity or objectivity of the sentences. Subjectivity refers to
opinionated information, and objectivity refers to factual information about
an entity in a sentence. All the extracted sentences of the reviews and opin-
ions are examined in this phase. Sentences with subjective expressions are
preserved, and sentences with objective expressions are discarded. Visual
Sentiment Analysis (VSA) includes the ability to identify objects, actions,
scenes, and an individual’s emotional context. Generating hand-made char-
acteristics from images to predict sentiment needs an outstanding aggregate
of human effort and time. The visual content attained high popularity com-
pared to textual content among social media users such as Instagram, Flickr,
Facebook, Twitter, etc. Posts or status shared as visual content consists of
short textual descriptions or no text. Thus the visual characteristics exhibit
sentiment or emotion of users in this type of contents.

Feature extraction is an important step for sentiment analysis. The opin-
ions collected from social media are not in the machine-understandable for-
mat, so feature extraction is performed to feed this data into any machine
learning algorithm. Feature extraction is a process to reduce the input data
to a reduced representation so that it becomes feasible and relevant to be
processed by a machine learning algorithm. The most critical step of senti-
ment analysis is to select an appropriate technique to classify the sentiments.
Finally, the classification of emotions is carried out to obtain the outcomes.
Users can achieve learning and information precision on the social media
platform by optimizing words and phrases. Data tokenization is used at the
word root level to generate adverse and positive data elements. Techniques
are used to reduce mistakes in sentiment analysis to achieve a greater level of
accuracy in social media information. The classification of sentiments can be
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performed at the feature level, level of documentation, and level of phrase.
There are three categories of machine learning strategy; supervised, semi-
supervised, and unsupervised [14]. This method is automated and can man-
age large amounts of information, so it is appropriate for assessing feelings.
The classification model can be further evaluated by various performance
metrics like accuracy, F1 score, recall, and precision. The various phases of

the sentiment analysis method are discussed in Figure 1.2.




1.1.4 Granularity Oriented Sentiment Analysis

This section will discuss the coarse-grained level (document and sentence-
level SA) and fine-grained level of SA, which would inculcate different tech-
niques of machine learning used for the analysis. These three levels are
presented in Figure 1.3 below:

e Document level sentiment analysis: It is the most abstract stage
of SA. It contemplates the entire document as a necessary information
component. The main aim is to classify the specified document based
on the positive or negative polarity of sentiments expressed in it. This
level evaluates the opinions of each individual based on aspect and event
separately and determines the sentiment orientation [15]. Consider an
example of a product review: "I purchased a new phone yesterday. It
has nice features, though it is a little big. The touch screen is very
good. The battery life is good. I like it”. The complete review is about
one entity, i.e., phone, and it is a positive one by considering the words
nice, good.

e Sentence level sentiment analysis: At this level, the sentiments
expressed in every sentence are categorized. The sentiments expressed
in a document by a reviewer are a concoction of subjective and objective
sentences. The sentence-level recognizes the subjective sentences from
this mixture and determines their sentiment orientation. Sentiment
analysis on this level consists of two phases [16]. The first task is to
evaluate the subjectivity and objectivity of the sentiments articulated
in a sentence. The next task is to find out the sentence polarity, i.e.,
Positive or negative.

e Aspect level sentiment analysis: The sentiment analysis performed
at this level is the amalgamation of both the above-discussed levels.
The objective is to distinguish and extricate the features from the tex-
tual sentiments expressed by a user for polarity classification. It does
not uncover what precisely individuals like or hate, yet it causes in-
dividuals to understand the sentiment about a particular entity [17].
This approach communicates the sentiments that consist of positive,
negative, and neutral polarity straightforwardly. For instance, the sen-
tence, “The new phone has an awesome look, but its cost is very high”,
evidently has a positive polarity for the first part and negative polarity
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for the second one. In this manner, it can not be accepted that the
sentence is altogether positive or negative. It may be assessed from two
perspectives.

1.1.5 Techniques of Sentiment Analysis

The growth in the sentiment analysis field has resulted in various classifica-
tion approaches and taxonomies, including orientation, i.e., positive, neutral,
negative, and attitude, i.e., affect, appreciation, judgment, etc. Sentiment
analysis includes a different combination of methods and techniques that en-
able the acquisition of subjective information from social media data, thereby
facilitating the efficient process of analyzing and interpreting [18]. ML tech-
niques use distinct learning algorithms and marked data set to train the
classifier and determine the feeling. The most significant phase of sentiment
analysis is to choose the appropriate technique to categorize the sentiments.
This section discusses the different approaches and methods classified in SA
that have been summarized in Table 1.1 and presented in Figure 1.4. Various
studies conducted in this area of research will be explored while discussing
the algorithms developed.

e Machine Learning Approach (ML): ML approach comprises of var-
ious algorithms based on the syntactic and dialectal features. Sentiment
Analysis is considered as a consistent text classification problem these
days [15]. This approach uses sentiments as primary input data and



Table 1.1 Sentiment analysis techniques

Methods Advantages Limitations

Machine Learn-

e e Dictionary op- e Needs more time
tional [19]

e High precision value

e More flexibility and
accuracy

e Domain-specific

e Requires labelling of
data and involvement
of individuals

Lexicon-based

e No need to label the
data

e Domain independent

e A lesser amount of
time required

e Requires powerful lin-
guistic resources

e Low value of precision

e Demands dictionaries
overlaying the phrases
of view

Hybrid method

o A lesser amount of
time needed

e More accuracy level

e Concentration on the
strengths of processes

e Less precision

e Less reliable

performs statistical analysis to predict the output. It is further divided
into supervised and unsupervised learning techniques. Machine learn-
ing approach using word-based characteristics to learn a model that
can classify feelings, subjectivity, or reactions [20]. Before employing
it to the actual information set, this approach operates by training an
algorithm with the training dataset. These methods initially train the
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Figure 1.4 Taxonomy of Sentiment Analysis

algorithm in which certain specific inputs have known outputs and later
work with new unknown information [21]. Machine Learning is a pre-
dictive method based on previous findings that the current information
classification is predicted. There are many machine learning algorithms
in use today, and novel algorithms continue to emerge as data analyt-
ics directly produce advances in technology [22]. These algorithms can
also be implemented to classify text effectively.

— Supervised Learning Method: In this method, an input vari-
able (X) and an output variable (Y) are given initially, and the
system attempts to find out a mapping function from input to
output by using algorithms as explained in equation (1.1). In
other words, we can say that this method is used to estimate the
association between input and output.

Y = f(X) (L1)

This technique primarily provides the classifications of the train-
ing data that can be allocated to a definite category [23]. These
algorithms can apply the past data training to the new data using
labelled samples to visualize future events. Therefore, the system
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is capable of achieving goals for any other input values after suffi-
cient training. This approach is represented in Figure 1.5 below.
The different categories of supervised learning problems are dis-
cussed below.

Classification: In this problem, the output variable is a cluster
and predicted in a discrete form, such as rainy or sunny or spam
and not spam.

Regression: In this problem, the output variable predicts contin-
uous quality based on real values, such as rupees or quantity.

Unsupervised Learning Method: In an unsupervised learn-
ing scheme, the information used for the training of data is nei-
ther classified nor labelled. This method uses a group of training
samples only having input values. There are no corresponding
output values available for these samples [23]. The main goal of
this method is to model the underlying data in such a way that it
can learn more about the data. The other categories of unsuper-
vised learning problems are clustering and association problems.
This approach is diagrammatically represented in Figure 1.6.

Clustering: The clustering-based methods are used when the in-
herent groupings in data have to be discovered, such as grouping
employees by a company according to previous performance. This
method can produce accurate results without any human interven-
tion. The data of one cluster will have the nature of homogeneity
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in between and heterogeneity with another cluster.

Association: This method is used when the output discovers a set
of rules based on the relationships between large portions of data
in massive databases. For example, many social media platforms
can locate their potential shoppers based on their browsing and
purchasing history.

e Lexicon-based Approach: Lexicon based method is used to deter-

mine the sentiments expressed in a document by examining the seman-
tic orientation of words occurring in the text [24]. It has a collection
of predefined sentiment terms known as sentiment lexicons. The whole
textual sentiment can be analyzed by using these lexicons. It does not
require any prior training of data with labelled samples. It has a pre-
defined dictionary of words in which each word is linked with a positive
or negative polarity. It is centered on representing the text as a bag
of words and associating them with a sentiment score. This method
does not include comparative words like better, best, worst, etc. The
main approaches of lexicon-based are discussed in this section. The
manual methodology is very tedious and hard to deal with alone. The
other two automated techniques are combined with it to calculate sen-
timent polarity. Lexicon-based methods operate on the premise that
the calculation of the polarities of the distinct sentences or words is the
collective polarity of a phrase or records [25]. For each domain, this
technique is based on mental studies for sentiment analysis dictionaries.

Every dictionary has been occupied with suitable training collection
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evaluation phrases with the maximum weight and determined using the
relevance frequency technique. The dictionary-based approach is used
for the compilation of sentiments. This method initially searches for
seed words in opinion and lookup for their synonyms and antonyms in
the dictionary [21]. This approach is based on bootstrapping technique
which is discussed as follows: The initial step is to distinguish a couple
of sentiment words physically that have positive or negative semantic
direction with the goal that to create a small dataset. At that point, the
calculation is utilized to extend this assortment via scanning for words
in online word references to discover equivalent words and antonyms
[16]. This process keeps on repeating until no new set of words can be
perceived. Twitter sentiment analysis can be handled by using many
sentiment lexicons that are open sources and determine the polarity
score at different intervals [26].

This approach contains opinion words and syntactic rules. It starts with
this list and then searches for more opinion words in a considerable
corpus with context-specific orientations. This approach is domain-
dependent because it can express a word as positive in one domain,
while it can be negative in some other domains. A list of adjectives
based on the specified sentiments is prepared by this method, and new
adjectives are found with their positioning [27]. The syntactic rules are
used in this method for connective terms, like ‘and’, ‘but’, ‘or’. One of
these rules can be applied to any conjunction word such that the initial
orientation remains unaffected by joining the adjectives together. In
the example “This scenery is beautiful and attractive”; the conjunction
“and” has combined both the adjectives beautiful and attractive to each
other and having a positive polarity as per this rule. In general, the
corpus-based method is not as effective as a dictionary-based method
because it is a complicated method to develop and organize large entries
that can contain almost all the whole English vocabulary [28].

Hybrid Approach: This approach is a combination of both machine
learning and lexicon-based techniques. Most of the above-discussed
methods discussed depend on sentiment lexicons for the classification
work. For example, machine learning and lexicon-based methods can
be combined to manage the concerns of textual analysis of sentiments.
Therefore, the hybrid approach can enhance the sentiment classification
process by using a combination of both the methods [29]. The impor-
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tant benefit of this approach is the availability of the lexicon/learning
symbiosis, which can be used to attain the stability and readability of
lexicons. This approach can also be used to detect and analyze the sen-
timent at the concept level. It has gained high accuracy of the model
that is developed by using powerful supervised learning algorithms.
The disadvantage is that the opinions given by an opinion holder con-
tain many irrelevant words related to the subject. Due to this noise,
the sentiments are often assigned with a neutral polarity instead of
positive or negative detection of sentiments [30].

Deep Learning: Deep learning involves a Deep Neural Network (DNN)
in its process and is a step ahead of the machine learning process. The
human brain influences the neural network, and it includes quite a lot
of neurons to create an efficient system. Deep learning networks enable
both monitored and unsupervised categories to be trained [31]. Deep
learning involves numerous neural networks that are very advantageous
for vector depiction, text generation, feature arrangement, phrase clas-
sification, and modeling [32]. Deep architecture is made up of multiple
non-linear process rates. The ability to design complex artificial intelli-
gence tasks allows hopes that deep architecture such as the Deep Belief
Network can perform well in semi-supervised learning and can gain
achievement in the area of NLP. Deep learning comprises of upgraded
programming designing, improved learning strategies, and processing
potential and training information accessibility. It has a fantastic ef-
fect on a variety of applications such as remote sensing, stock market
analysis, face and handwriting recognition, and many other social ap-
plications [33]. The fundamental challenge of deep-learning study is to
know the system architecture and number of layers and hidden vari-
ables required for each layer. Deep learning work for data is formulated
by leveraging hierarchical structures to learn high-level abstractions.
This approach has been widely employed in the area of artificial intel-
ligence, such as computer vision, linguistic filtering, transfer learning,
processing of natural language, and much more [34]. Deep learning is
ubiquitous in unsupervised and supervised learning to manage senti-
ment analysis. It comprises of many efficient and standard models that
are used to address various challenges effectively and efficiently. Nowa-
days, deep learning is a successful approach to administer essential
factors such as upgraded chip handling capacities, significantly lower
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equipment cost, and substantial enhancements in machine learning al-
gorithms.

1.1.6 Applications of Sentiment Analysis

The rise in the accessibility of sentimental data from various blogs, posts,
and social networks has created a rational awareness in the field of SA for
both the academic and business world. Sentiment analysis can help the
administrators in comprehending the users’ outlook and inclinations based on
their past preferences. Thus, it can help them in customizing their products
and services according to consumers’ requirements. The diverse application
domains of sentiment analysis shown in Figure 1.7 have been discussed below:

e Business Applications: Sentiment analysis is used in big and small
organizations for business intelligence to decide on market strategies,
find out the consumer trends, and know about the customers’ satisfac-
tion with their services. It has been utilized by many traders who want
to have authority and discernment of the potential market. It can dis-
engage product reviews, brand trailing, amending promotional tactics,
and mining economic news. The undertakings that are facilitated by
sentiment analysis are [35]:

— To automatically track the consumers’ opinions and product rat-
ings and services feedback from pertinent networks.

— To analyze consumer interest, competitors, and market trends.

— To gauge the reactions of customers about company-related events
and incidents. Whether the customers liked it or not can be ana-
lyzed by Sentiment Analysis.

— To monitor essential issues to avoid harmful effects. Various chal-
lenges associated with this domain are identifying the traits of a
specific product and their correlating opinions, recognizing fake
reviews about the product.

e Politics:  Sentiment analysis can be employed to track public at-
titudes and views on issues and biases in our political system. The
politicians can use social media data to understand the public demand
or their views regarding their expectations, their prominent followers
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and modify their strategies correspondingly. It can help political par-
ties to understand what voter demands and what problems he faces.
Hence, political parties or leaders can establish their position by as-
sessing the support of people and improving further. This process can
be done by examining the pattern of their online popularity through-
out their tenures by utilizing social media platforms. [36]. Challenges
associated with this domain include recognizing the conclusion holder,
related supposition with issues, distinguishing public figures, and en-
actment.

Government Intelligence : Government intelligence is another sig-
nificant province of sentiment analysis. It can be used to analyze the
opinions of individuals about imminent policies or proposals regarding
government rules and regulations. This domain can also keep track of
the public views about a newly introduced government scheme and can
predict its consequences [35]. Sentiment Analysis enables us to gauge
the mindset of the general population towards an outrage or contention.

Healthcare: Healthcare is the most widely used domain in this field.
Sentiment analysis could be exploited in the healthcare sector for de-
tecting medical conditions like anxiety, stress, depression. It is used
to evaluate the reviews posted by patients about their health through
many social media platforms like Twitter, Facebook, etc. [37]. This
sentiment dataset can be helpful for health care professionals to un-
derstand their patient’s feelings, problems, and take corrective actions.
Hospitals can analyze this data to understand the expectations of the
patients and their status among people. The positive or negative polar-
ity of sentiments can be detected by assigning them some scores. It can
also help the hospitals analyze the satisfaction level of their patients
with their services and the improvement scope. [38].

Finance: Sentiment Analysis in finance is a new domain of knowledge.
Sentiment analysis can be used for the study of economic news in the
financial sector. It can also predict the behavior and possible trends
of the stock markets [39]. It can be done by gauging the tweets of
various decision-makers and influential financial analysts. The financial
application of sentiment analysis based on real-time can be explained
by allocating positive, negative, or neutral polarity to the data. For
example, words like good, profit and growth are all tagged with positive
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scores, while terms like risk, drop, bankruptcy, and loss are tagged
with negative scores. Sentiment Analysis can also be used to detect
fraudulent conduct by accessing clients’ communications. It can help
investors and finance professionals to exploit the market and manage
their risk coverage [40].

Sports: Sentiment Analysis can be used in various sports activities
these days. The particular sports audience always prefers to share
their feelings and opinions about their favorite team and player on
social media. It uses relevant datasets to understand the sentiments of
fans and their level of engagement with that specific event or player.
Research has been conducted on FIFA World Cup 2014 by analyzing
the tweets of US sports fans [41] to evaluate their emotional reactions
towards the game.

Hospitality and tourism: Sentiment Analysis can be widely used in
the field of hospitality and tourism. It acts as a real-time technique
to evaluate the customer’s opinions about the services provided by a
resort. Social media data can be used in this application by creating a
sentiment index using lexicon-based methods. Various web portals like
Yatra, MakeMyTrip, Trivago, etc., contains broad and direct informa-
tion about hotel bookings, their status, facilities, and services they offer
to their customers [42]. Positive and negative reviews can be analyzed
through various sentiment analysis tools. The summarised opinion of
all the potential and existing customers can predict the rating of a
specific resort.

1.1.7 Challenges of Sentiment Analysis

Social media contents comprise text and images classified as positive, nega-
tive, or neutral, which is considered a classification task of sentiment anal-
ysis. The numerous applications and techniques are accessible by noticing
the significance of sentiment analysis on social media sites. The process of
analyzing the data is not an easy task due to various concerns. There prevail
multiple difficulties associated with sentiment analysis tasks which required
to be tackled. The significant challenges in the field of Sentiment Analysis
are discussed below and presented in Figure 1.8.
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Figure 1.7 Applications of sentiment analysis

e Keyword Selection: Sentiment Analysis depends on the textual com-
ments regarding a specific topic or an event. The textual data has been
classified into two distinct categories, i.e., positive and negative, by us-
ing a set of keywords [43]. Most of the time, the text comprises different
words with the same meaning. Thus, for accurate classification, such
words must be recognized and grouped. Since people frequently use
dissimilar words to elucidate the same feature, it becomes challenging
to identify the word. The main challenge in this process is to select
an appropriate set of keywords. Most of the time, sentiments can be
expressed in an elusive way that makes it difficult to differentiate the
isolated sentences or documents.

e Domain-Specific: The sentiment of a word highly depends on the
domain in which it is used. Hence, it is a domain-oriented field [15].
The connotation of words can change according to their referral context.
In diverse domains, sentiments are expressed diversely. The classifiers
are trained to classify a specific word. The word in one field being
positive might not be effectual if the same word describes a view or
thought as negative in a different domain. For instance, the term ’hit
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movie’ has a positive impact expressed in movie reviews, but using it
like "he hit me’ has a negative impact described as a violent behavior
of someone. It is a significant issue while analyzing sentiments.

Multiple Opinions in a Sentence: A single sentence of an opinion
holder can have multiple opinions having both factual and subjective
information [16]. It is imperative to perform an in-depth analysis of
sentiments to estimate the overall strength of the views. The users
tend to express many views in one or more sentences in their natural
language due to generating emotions and thoughts in their mindsets.
For example, in this sentence, 'the new car has awesome interiors, but
the price is very high’; the interiors aspect shows a positive polarity, but
the price aspect gives a negative polarity. This leads to a challenging
problem to determine the overall polarity of the sentence.

Negation Handling: Negation handling is one of the most signif-
icant aspects of sentiment analysis because it affects the polarity of
the sentence [28]. The sentence has a positive impact, yet it includes
some negation words that are generally part of the dictionaries’ neg-
ative words. It includes words like no, wouldn’t, not, hasn’t, can’t,
shouldn’t, etc. Sentiment analysis also has to gauge the scope of nega-
tion. For example, "The food wasn’t good in the party today, but the
decoration was excellent’ has an extent limited to the first sentence,
but "This camera will not work for a long time’ has a broad scope of
negation.

Sarcasm Detection: An in-depth analysis of sentiments has to be
performed to identify sarcasm. Sarcasm is a way in which an opinion
holder can implicitly express his opinions. [44]. The text might contain
sarcastic together with ironic sentences. For instance, "What a great
car, it stopped working on the second day.” In cases like this, positive
words could present a negative sense of meaning. Together with ironic
sentences, Sarcastic would be challenging to detect, which could cause
erroneous opinion mining. Researchers have done a lot of work in this
field, yet it is far from being resolved.

Multilingual Sentiment analysis: The central portion of research
in this field has focused on English language datasets because of the
easy availability of many lexical sources. Due to the growth of social
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media, users have also started to express their opinions in other lan-
guages. The use of a specific language can lead to loose significant
information written in other languages [45]. Much research has already
been done in this context; still, appropriate resources are required for
more languages.

Subjectivity Detection: Subjectivity detection is another important
task in sentiment analysis. This task is performed to filter out the fac-
tual information and to retain the opinionated information for further
processing [46]. For example, the sentence, ‘The movie is releasing on
Independence Day.” The holiday on Independence Day will increase its
audience, contains subjective as well as objective details. Therefore, it
has to be analyzed appropriately.

Context and Polarity: It is impossible to define the polarity of a
sentence in advance because it is strongly dependent on the context
in which the sentence has been given. The sentence context has to be
mentioned explicitly to determine the polarity of a sentence [43]. A
survey conducted about an event has the following responses:
Everything of it.

Absolutely nothing.

If we consider the above responses are for the question “What did you
like about the event?” then the first response would be positive, and
the second one would be negative. But if we ask the question, ”What
did you dislike about the event?”, then the polarity of both sentences
will change accordingly.

Opinion Spam: Sentiment Analysis is based on the opinions of the
online reviewers, customers, bloggers, etc. Opinion spam is termed as
fake or bogus opinions that people have started to use in many applica-
tions [16]. These fake opinions are used deliberately to give the wrong
impression about products or services to the users. Opinion spam can
be easily used to damage the reputation of an entity on social media
by just giving negative opinions. This problem is increasing day by
day on social networks. Hence, this problem needs to be appropriately
scrutinized, and appropriate methods need to be developed.
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Figure 1.8 Issues regarding sentiment analysis

1.2 Problem Formulation

In today’s era, social media is receiving considerable attention owing to its
augmented accessibility by individuals. There is a need to incorporate some
analytics to gain meaningful insights from the raw and unstructured data
in textual and visual contents accessible on social media platforms. Its pri-
mary purpose is to analyze and assess the sentiments of people on a subject,
product, or event. It leads to the emergence of sentiment analysis. Textual
sentiment analysis can not process other information except texts. There-
fore, sentiment analysis for visual contents came into existence. Research
in the field of sentiment analysis dealing with multiple modalities is rapidly
growing and generating awareness among social media users. Multimodal
can be expressed as how humans communicate and express their opinions
and emotions on social media platforms. During their communication, tex-
tual and visual data are simultaneously used, and it needs to be extracted
effectively to convey exact sentiments. It needs to be combined with intelli-
gent frameworks to process the essential information contained in multimodal
sources. In recent years, most of the proposed approaches are based on a sin-
gle modality and exhibit limitations for accuracy and overall performance
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requirements. There is a need to develop an approach that could deal with
both the modalities, i.e., textual and visual, in different sources. Therefore,
there is a need to develop a novel method that should be appropriate for the
users in real-world applications and thus provides reliable results.

1.3 Research Objectives

e To analyze existing sentiment analysis methods for multimodal senti-
ment analysis.

e To design and develop a cross modality sentiment analysis system for
the effective correlation of textual and visual data expressed by social
media users.

e To test and validate the proposed method for multimodal contents.

1.4 Thesis Contribution

Sentiment analysis for multiple modalities is a challenging and motivating
problem. Social media users usually combine text and images to express their
opinions on websites, blogs, and online portals to provide reviews, ratings,
feedback, thoughts, and recommendations. The contribution of this work is
significant due to many reasons.

e This work conducts a detailed analysis to review various prevailing
sentiment analysis techniques employed on social media data. This
work presents the amount of research work accomplished in different
domains, their resources, and the potential applications of sentiment
analysis in a single picture to apprehend the field better. The potential
challenges and expansions of the prevailing research in the area are also
exhibited in this work.

e This work concentrates on the sentiment analysis of social media im-
ages, including textual information. It has been done by proposing a
novel framework that collects both text and image as input data and
then fuses them for sentiment prediction. The proposed method por-
trays the relation between image and text efficiently and achieves a
better prediction of sentiments.
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e An Improved Coyote Optimization Algorithm (ICOA) is proposed that
optimally chooses the features from the extracted feature set of the in-
put image (visual view). The global optimum solution and incremented
updating accuracy have been attained by using ICOA.

e An adaptive Embedding for Language Models (ELMo) is proposed for
performing efficient feature learning for the input textual comments. It
intends to overcome the problems of maximal training time and slow
execution procedures encountered in the conventional method.

e For classifying the visual-textual data into two sentiments (positive
and negative), an optimal BMMCA-DenseNet classifier is proposed.
The proposed classifier is intended to overcome the premature problem
and improves the local searching ability of the Meerkat Clan Algorithm
(MCA) for optimization problems.

e The various evaluation metrics are identified to undertake the perfor-
mance analysis of the proposed model. These metrics include preci-
sion, recall, F-measure, accuracy, specificity, Negative Predictive Value
(NPV), False Negative Rate (FNR), False Predictive Rate (FPR), Matthew’s
Correlation Coefficient (MCC).

e The metrics mentioned above are used to confirm the effectiveness of
the proposed method. BMMCA-DenseNet attains greater accuracy (97
%) and a lesser error rate than the existing techniques. Consequently,
the experimental evaluation concludes that the proposed classifier ef-
fectively categorizes polarity of visual-textual data, outperforms other
existing methods, and attains remarkable performance.

1.5 Thesis Organization

This thesis is divided into six chapters with the following organization.

Chapter 1 This chapter provides a synthesis of various prevailing senti-
ment analysis techniques employed on social media data. Different studies
conducted in this area of research are explored while discussing the algo-
rithms developed. These include supervised and unsupervised learning, hy-
brid learning, and Deep Learning. All these classification techniques were
analyzed, with their issues and challenges. This chapter has also discussed
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the various application areas in which sentiment analysis is extensively used
these days.

Chapter 2 The various sentiment analysis approaches, i.e., textual, visual,
and multimodal, are given in this chapter. The wide range of literature sur-
veys related to textual and visual sentiment analysis based on machine learn-
ing and deep learning is exhibited in this chapter. Further, it also contains
a literature review about multimodal sentiment analysis and optimization-
based sentiment analysis. The objective is to extend the comparative study
to comprise the existing techniques and standard datasets for visual and
textual analysis. The various studies associated with this context are con-
sidered with their datasets, feature extraction techniques, and the classifiers
they utilized.

Chapter 3 This chapter aims to predict the human sentiments expressed
for beauty product reviews extracted from Amazon and improve the clas-
sification accuracy. The three phases instigated in our work are data pre-
processing, feature extraction using the Bag-of-Words (BoW) method, and
sentiment classification using Machine Learning (ML) methods. A Global
Optimization-based Neural Network (GONN) is proposed for the sentimen-
tal classification. Then an empirical study is conducted to analyze the per-
formance of the proposed GONN and compare it with the other machine
learning algorithms, such as Random Forest (RF), Naive Bayes (NB), and
Support Vector Machine (SVM). We dig further to cross-validate these tech-
niques by ten folds to evaluate the most accurate classifier. These models
have also been investigated on the Precision-Recall (PR) curve to evaluate
and test the best technique. The experimental results exhibit that the pro-
posed method is the most appropriate method to predict the classification
accuracy for our defined dataset. Specifically, we exhibit that our work is
adept at training the textual sentiment classifiers better, thereby enhancing
the accuracy of sentiment prediction.

Chapter 4 This chapter proposes a novel Sequential Attention-based Deep
Metric Network (SA-DMNet) to analyze the sentiment of visual contents
in Twitter dataset. The proposed novel SA-DMNet undergoes a series of
processes to yield the sentimental output. Through the proposed model,
sentiments or emotions in the images can be easily analysed as positive or
negative. The proposed system is compared with other traditional models.
The comparative analysis explored effective results, and it has outperformed
many other state-of-art methods. Performance analysis is also carried out to
determine the efficiency of the proposed model. It is evaluated in terms of

24



various metrics such as precision, recall, accuracy, and F1 score. The results
revealed that the proposed novel SA-DMNet is effective in terms of the spec-
ified metrics, thereby confirms its efficacy.

Chapter 5 This chapter highlights that the sentiment classifiers’ perfor-
mance utilizing a single modality (visual or textual) is still not matured be-
cause of the huge variety of data platforms. In this chapter, a new framework
called VIsual-TExtual SA (VITESA) is proposed. In this framework, the
Brownian Movement-based Meerkat Clan Algorithm (BMMCA) for BMMCA-
DenseNet is proposed to integrate textual and visual information for robust
SA. The proposed work carries out visual analysis together with textual anal-
ysis for polarity classification. The final stages of both phases are given as
input to the BMMCA-DenseNet classifier. It classifies the polarity output
of the classifier-fed visual-textual data into two classes, i.e., positive or neg-
ative. The classifier categorizes the visual-textual data’s polarity comprising
97 % accuracy along with several other parameters and minimal error. The
outcomes exhibit that the proposed BMMCA-DenseNet outperforms other
existing techniques and attains remarkable performance.

Chapter 6 This chapter provides a precise description of the research work
done and concludes the thesis. It also discussed the efficient methods used
in the implementation of the tasks carried out in the thesis. Some future
suggestions and directions have also been discussed in this chapter.
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CHAPTER 2
REVIEW OF LITERATURE

The term ‘sentiment analysis’ has attained extensive growth and attention
in recent years [47]. The primary purpose of this technique is to understand
the human emotions expresses in the form of sentiments on social media. It
plays a significant role in various organizations concerning education, health,
the stock market, and numerous products and services.

FEverybody shares their emotions online via social media platforms at present.
Thus, the data produced by these platforms could be utilized aimed at the SA,
which are expressed by the users on several posts [48]. The mindsets of people
are influenced by the opinions along with reviews accessible on social media
platforms. A massive amount of multimedia data appearing as audios, im-
ages, text, videos, along with emoticons are available as a result of evolving
social media landscape [49]. Thus, to analyze and provide significant insights,
unique systems are required to be developed [50].

The analysis of recent related sentiment analysis studies for social media
users is presented in this chapter. SA is also called opinion mining to judge
emotional orientation (e.g., negative, positive, or neutral) centered on user-
created content. Conventional approaches are focused on Textual Sentiment
Analysis (TSA) work. But, few types of research were made on Visual Sen-
timent Analysis (VSA). Recently, due to exponential development in Inter-
net usage, more research was done on VSA. The various SA approaches,
i.e., textual, visual, and multimodal, are given below. The wide range of
literature surveys related to textual and visual sentiment analysis based on
machine learning and deep learning is exhibited in this chapter. Further,
it also contains a literature review about multimodal sentiment analysis and
optimization-based sentiment analysis. The objective is to extend the com-
parative study to comprise the existing techniques and standard datasets for
visual and textual analysis.
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2.1 Sentiment Analysis

SA has been grown to be the most familiar research area as its intention
is to verdict hidden patterns in a multitude of tweets, reviews, or blogs re-
cently [51,52]. The varying thoughts of disparate users in specific categories
are collected as a single dataset and considered for the analysis [53]. The ap-
plications of sentiment analysis are rising in significance in both the industry
and sciences. For instance, it is helpful in human-robot interaction, in the
affective computing field, and as a business tool regarding user feedback to
products [54]. The sentence, aspect, and document level are the three pri-
mary classification levels of SA [55]. The information regarding the negative
or positive orientation of the image or text is offered by utilizing the tech-
niques of sentiment analysis [56]. In the area of user reviews, their numerous
researches prevail regarding sentiment analysis [57]. Three branches exhibit
the aspects of the SA field : ML-centered [58], corpus-centered, along with
lexicon-centered [59,60].

Different ML algorithms, namely, Maximum Entropy, SVM, and NB, are
extensively utilized to solve the classification issues. The corpus-centered
technique analyses the syntactic link between words in the corpus, a seman-
tic connection and co-occurrence information used at the sentence level for
SA. The semantic relation to SA centered on the dictionary (namely Word-
Net, HowNet) is utilized by the lexicon-centered method at the word level.
Additionally, text-centered SA is helpful in various applications, namely per-
formance of the stock market, movies box-office, and election outcome pre-
diction. These days, all shift toward an augmented multimodal social web.
Multimodal sentiment analysis amalgamates all sample modalities, namely
image, video, text, or speech. The below-depicted Figure 2.1 elucidates the
schematic process of textual and visual sentiment analysis. The figure en-
compasses the subsequent steps: sentiment view, feature extraction, pre-
processing, and classification design. Firstly, the image or text pre-processing
is done. Next, the extraction of features is done, and then classifying the
negative or positive sentiment, the utilization of classification is made. The
various SA approaches, i.e., textual, visual, along with multimodal, are given
in the below subsections, and Figure 2.2 exhibits it.
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2.2 Textual Sentiment Analysis (TSA)

The growth of TSA has a significant impact in the Natural Language Pro-
cessing (NLP) [61] domain. Also, it has an extreme effect on the economy,
social sciences, and political fields and is impacted by people’s subjective
views. Here, centered on the investigation and analysis, research process,
and progress of SA are summarized.

Madani et al. [62] presented a SA centered on Hadoop MapReduce to-
gether with semantic similarity. The system encompasses two approaches
that are aimed at tweets classifications. The first method was utilized to
compute the similarity of semantics between the tweet; after executing the
similarity computation, the tweet took the document’s class, which had the
most significant value of similarity. The second technique was utilized to
compute the similarity between each tweet word to classify the words pos-
itive and negative. The system presented satisfactory outcomes contrasted
to the other methods; however, it was not productive and had less accuracy.

Cheng et al. [63] recommended a sentiment text mining centered on an
added features technique for improving text for ameliorating accuracy and
reducing implementation time. At first, pre-processing was executed for the
classification of sentiment. The second pace was employed for extracting the
features as of the actual data. Principal component analysis was utilized to
process the reduced matrix to decrease the dimensions of the matrix more,
and the ML method was utilized to classify. The experimental outcomes dis-
played the system’s superior accuracy when compared with other techniques,
and the system had a low execution time. However, the same weights were
assigned to the features in the feature extraction process, which decreased
the accuracy.

Li et al. [64] suggested a Lexicon-enhanced Attention Network (LAN)
centered on the textual representation aimed at alleviating the sentiment
classification’s performance. The system initially utilized the LAN by merg-
ing the sentiment lexicon with an attention mechanism to integrate sentiment
linguistic knowledge with DL techniques. The Deep Neural Network (DNN)
established the multi-headed attention method to apprehend the contex-
tual information as disparate subspaces representation at diverse positions.
The system achieved better performance when compared with other existing
methods and was displayed as experimental outcomes. However, it was not
effective in the information context learning.
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2.2.1 Textual Based Polarity Classification Using Mem-
ory Network Model

Li et al. [65] established a SA centered on a lexicon incorporated two-channel
Convolutional Neural Network centered Long Short-Term Memory (CNN-LSTM)
family designs. Initially, sentiment padding was employed, which was the
novel padding process. It gives the input data sample a consistent size and
facilitates sentiment information in every review when compared with zero
paddings. At last, centered on a CNN-LSTM, the analysis of the senti-
ments was done. The system’s accuracy was eased by the sentiment lexicon
information and parallel two-channel model displayed from the extensive ex-
periments. However, it not gives attention to the aspect that impacts the
coupling between both the branches (CNN-LSTM).

Shen et al. [66] presented a dual memory system design aimed at review
text SA to learn product information and user profiles for classification re-
view centered on separate memory networks. Next, the two representations
were utilized mutually aimed at SA. The effective capturing of product infor-
mation along with user profiles was done by the different designs’ usage. The
system offers performance gain when compared with the other techniques in
united prediction designs. A vital enhancement was exhibited and was calcu-
lated by p-values. But the system proffers a low value of prediction accuracy.
This work [67] analyses the cosmetics product reviews written in the Thai
language by using the Naive Bayes algorithm. The authors have used vari-
ous techniques to evaluate the significant phrases, such as cosine similarity,
PageRank, and Hopfield Network algorithm. The paper concludes that the
results were not appropriate due to highly unstructured social media data
and inadequate management of synonyms.

In this paper, [68], framework analyses the laptop reviews based on the
product’s design, performance, and features. The work consists of three
phases, i.e., subjective extraction, calculating the frequency of words, and
sentiment classification. It can help people to make effective decisions before
buying laptops. The future suggestion is to incorporate the system for other
domains.
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2.2.2 Textual Based Polarity Classification Using Ma-
chine Learning Algorithms

Sailunaz and Alhajj [69] established a scheme aimed at detecting and analyz-
ing sentiment along with emotion articulated by people as of the text in their
Twitter posts and utilized in generating a suggestion. The dataset on user
emotion, sentiments, text, etc., were created by compiled tweets and replies
on a few particular topics. Based on several user-based and tweet-based pa-
rameters, the user’s influences score was measured. At last, based on Twitter
activity, it utilized the later information for generating personalized and gen-
eralized suggestions. The system offered superior outcomes when compared
with the various techniques and was portrayed as of the results. Tripathy et
al. [70] presented a classification of document-level sentiment centered on a
hybrid ML approach. In this, SVM, an ML technique, was utilized to choose
the most delicate features of the training dataset. Then, for additional pro-
cessing, these features were fed into an Artificial Neural Network (ANN).
Various performance assessment parameters, namely, precision, f-measure,
recall, and accuracy, were considered to evaluate the system’s performance
on two diverse datasets: IMDb and the polarity dataset. Mostly, the com-
ments present on Twitter were small in size. Therefore, while pondering
these reviews, the system might contain some problems.

The work [71] is a sentiment analysis approach applied to Twitter data
collected from disaster responses. The primary purpose is to understand the
needs of the affected people so that rescue responders can help better. The
sentiments for the humanitarian reliefs obtained by affected people during
and after the disaster are analyzed using machine learning methods. The
paper [72] analyses public opinions regarding the demonetization policy im-
plemented by the Indian government in November 2016. The data is collected
from Twitter for the two weeks after the policy declaration, and state-based
analysis is performed. It concluded that almost all the states supported this
policy after tackling some minor hindrances for some time. The article [73]
is about the application development for cosmetics product reviews gathered
from a popular website. It scrutinizes positive and negative reviews about
numerous products using Parts of Speech (PoS) tagger and Naive Bayes clas-
sifier. The author endorses using both types of comments in an equal ratio
to achieve higher accuracy and efficiency.

The authors of this work [74] proposed a framework in which the support
vector machine method is used along with three feature selection methods.
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The dataset comprises 200 reviews extracted from www.amazon.com. The
three methods, i.e., Particle Swarm Optimization (PSO), Principal Compo-
nent Analysis (PCA), and Genetic Algorithm (GA) are compared, and it is
concluded that the PSO technique resulted in the best accuracy with SVM.
According to the authors [75], the application to automatically analyze the
sentiments regarding skincare products can be an effective tool these days.
It can be beneficial for both consumers and entrepreneurs. This work has
been implemented on a web application to analyze skincare-based tweets
using data pre-processing and classification methods. The performance re-
sults were evaluated to be more than 80 %. This paper [39] is based on the
stock market forecasting by coalescing the financial market data with the
sentiment features. The data was collected from two financial websites, and
machine learning methods SVM is used in this work. The day-of-week effect
has been contemplated in this study to improve prediction accuracy. Thus,
this approach can help to make better investment decisions in the financial
market.

2.2.3 Textual Based Polarity Classification Using Deep
Learning

Wang and Hu [76] suggested an Attentional Graph Neural network based
Twitter Sentiment Analyzer (AGN-TSA) method. A three-layered neu-
ral system incorporated an attentional graph layer, user-embedded layer,
a worded-embedding layer network, a fusion of tweet-text details, and the
information about user-connection were done by AGN-TSA. Superior per-
formance regarding various metrics when compared with existing techniques
and were exhibited by the experimental outcomes. However, the method did
not provide 100 % of successful outcomes and procured more training time.

Kim and Jeong [77] presented a classification of sentiment centered on
CNNs. The people were probable to post their comments about movies on
websites that would contain opinions or sentiments. It would be helpful in
various fields of industries if such sentiments were predicted precisely. The
system utilizing consecutive convolutional layers was effective for relatively
longer texts and was better contrasted with the other method, and the exper-
iments with three familiar datasets evinced it. However, the system fails to
find better structures to classify sentiments; residual stacking requires more
layers.
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Petr Hajek et al. [78] designed a DNN utilizing word-sentiment associa-
tions. This design created a more affluent document representation, which
included the word’s context and its sentiment. Particularly, the design em-
ployed the pre-trained word embedding and lexicon-centred sentiment indi-
cators to provide inputs into a deep feed-forward neural network. Amazon
reviews’ benchmark dataset was utilized aimed at validating the design’s
efficacy. The outcomes powerfully aided the integrated document’s represen-
tation that exhibited that the design outshined the other machine learning
techniques for the consumer reviews’ opinion mining.

Jiangiang et al. [79] established Deep CNNs (DCNNs) aimed at Twit-
ter Sentiment Analysis (TSA). The system utilized word embedding meth-
ods attained by unsupervised learning based on big Twitter corpora and
co-occurrence statistical features. For developing a sentiment feature set of
tweets, these word embeddings were merged with n-grams and sentiment po-
larity score features of the word. For the training and prediction of sentiment
classification labels, incorporating a feature set with a DCNN was done. The
accuracy and F1 measure of the system were superior at classifications of
Twitter sentiments as revealed from the outcomes. Nevertheless, the system
fails in envisaging polarity accurately.

Basiri et al. [80] presented an Attention-centered Bidirectional CNN-RNN
Deep Model (ABCDM) targeted to accomplish a better analysis of senti-
ments. By employing two independent bidirectional methods,i.e., LSTM
and GRU layers, the method extracted past and future contexts by pon-
dering temporal information flow. ABCDM employed the convolution and
pooling methods to decrement the dimensionality of features. The experi-
mentation had been executed on three Twitter and five reviews datasets. The
outcomes of comparing ABCDM with other DNN methods exhibited that it
attained advanced results on polarity categorization. Jnoub et al. [81] rec-
ommended a neural network based classification model intended for SA, and
also it is domain-independent. The system encompasses two stages: the ini-
tial stage centered on a deep learning model, which trained a neural network
after extracting features and saving the design and parameters. The second
stage centered on applying the trained model on a completely novel dataset
that aimed to correctly classify reviews as positive or negative. The method
exhibits high performance concerning the disparate evaluation metrics in
comparison with the other techniques. However, they take more training
time. The various approaches based on textual sentiment analysis have been
elaborated in Table 2.1 along with their advantages and limitations.
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Table 2.1 Algorithms based on textual sentiment analysis

Author Dataset Techniques Advantages Disadvantages
[82] Benchmark Convolutional | @ The method | ¢ The sys-
datasets Neural Net- | could be | tem did not
ie., HCR, | work with | generalized effectively
Stanford, graph rep- | on disparate | extract  the
Michigan, resentation datasets with | hidden char-
SemEval, and | learning ap- | no depen- | acteristics of
IMDB proach dency on | a network.
pre-trained e Also, it had
word em- | less enhance-
beddings. ment
. Overall,
the  system
offered 6.07 %
accuracy.

[83] Weibo,  the | HEMOS e The system | e In this sys-
largest ~ Chi- | (Humor- significantly tem, predict-
nese social | EMOQOji-Slang- | improved the | ing the senti-
network based) system | predicted ment polarity

sentiment’s based on im-
polarity. ages was not

possible.
eThe system
did not exam-
ine how much
the recently
initiated
emotion-
related  fea-
tures were
advantageous
aimed at SA.
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Author Dataset Techniques Advantages Disadvantages
[84] Movie ~ Re- | RNSA  (Re- | oThe ap- | eThe system
view dataset | current Neu- | proach did not in-
(IMDbD), ral  Network | learned as | vestigate the
DUC 2001 | with Long | of the unified | problem  of
and DUC | Short-Term feature-set comparative
2002 Memory) could obtain | and  sarcas-
significant tic  sentence
performance handling in-
than one that | depth.
learns as of
a feature
subset.

[80] Five  prod- | Attention- e The sys-|e It did not
uct  reviews | based  Bidi- | tem attained | provide the
dataset rectional better per- | effective  re-
(Amazon) CNN-RNN formance in | sults of the
and three | Deep Model | short  tweet | sentence-
Twitter (ABCDM) polarity ~ as | aspect-level
(Airline, well as long | SA.
Sentiment reviews classi-

140, T4SA) fication.
datasets. e The stacked

model out-
performed all
level-0  mod-
els, showing
their  diver-
sity and the
sentiment
polarity clas-
sification’s
different
power.
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2.3 Visual Sentiment Analysis (VSA)

VSA seems to be the recent research field. In this latest research field, nu-
merous works depend on past studies regarding emotional semantic image
retrieval that connect emotions and image’s lower-level attributes to execute
automatic image retrieval and classification. These works were also influ-
enced by empirical studies of psychology along with art theory.

Zhang et al. [85] established an Object Semantics Sentiment Correlation
Model (OSSCM) that was centered on the Bayesian system, aimed at guid-
ing the classifications of image sentiment. OSSCM was built by investigating
the relations between the object semantics and the emotions of the images
that could thoroughly evaluate their impact on each other. Then, for analyz-
ing image sentiments as of the visual aspect, CNN-centered VSA design was
employed. At last, for understanding OSSCM enhanced image sentimental
classification, three fusion strategies were employed. The image sentiment
classification technique could attain good image emotion analysis when com-
pared with the existing methods. It was exhibited from the experiments held
on public emotion datasets Flickr LDL.

Wu et al. [86] purported a scheme for VSA, which unites the global with
local information. Initially, the prediction of sentiment is performed as of
the entire image. Secondly, whether there prevail salient objects or not was
noted in an image. If there were sub-images, they were cropped as the whole
image is centered on the salient objects’ detection window. Additionally, the
training of CNN design for a set of sub-images is done. For attaining the
outcomes, sentiments predicted as of whole images as well as sub-images were
next fused. If they prevail no salient object, the sentiments were predicted
directly from the complete image and utilized as the outcomes. The com-
pared experimental results demonstrated that the system was superior to the
existing techniques. It also exhibited that the sensibly used local information
might increment the performance aimed at visual analysis.

Xu et al. [87] recommended a hierarchical deep fusion design for explor-
ing the inter-modal associations between images, text, and the corresponding
social links. This design can understand the comprehensive and complemen-
tary features that are intended to perform more efficient SA. The authors
combined semantic parts of textual content with visual ones by hierarchical
LSTM. A weighted relation network designed the linkages amongst social
images for exploiting the link information effectually, and every node was
established into a distributed vector. Both the features were fused to ap-
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prehend the inter-modal correlations to assess sentiment prediction. The
experimental evaluation demonstrated the system’s ability on weakly and
manually labeled datasets.

Zhang et al. [88] presented Multi-dimension Extra Evidence Mining (ME2M)
aimed at VSA. Initially, high-quality training samples were scarce. Secondly,
the approach is not able to thoroughly investigate the inter-modal semantics
amongst heterogeneous image features. The method used a novel sample-
refinement based soft voting approach to address the previous issues. Based
on the inter-modal semantics along with a general classifier, VSA was exe-
cuted. The experimental outcomes displayed the ME2M design’s effective-
ness and robustness, and it performs well when compared with the competi-
tive baselines on two familiar datasets. The following section illustrates the
related works of visual sentiment analysis and its associated research works.
Sentiment analysis is an approach for investigating the emotions and opinions
towards a specific product/topic . It categorizes the message as positive, neu-
tral or negative depending on polarity. Recently investigators mainly aimed
at machine learning and lexical based technique for sentiment analysis. This
analysis is carried out for various posts in social media [89].

Based on recent research, this study [90] explored an outline of the senti-
ment analysis method. This study also presented feature extraction (BoW-
Bag of Words, PoS-Parts of Speech, Hass tagging) and machine learning
methods (Linear Regression, SVM, and NB, etc.) for sentiment analysis over
the data set of social media. Furthermore, data sets of Twitter have been
examined. Then pre-processing is carried out with the proposed system that
affords exciting facts regarding the deficiency and capabilities of sentiment
analysis techniques. PoS is the appropriate feature extraction method with
Naive Bayes classifier and SVM. On the other hand, Linear Regression and
Random Forest afford effective outcomes with Hass tagging [91,92]. Simi-
larly, this study [93] explored a study of visual sentiment analysis based on
the complete examination of the conventional works. Further, this study
affords an overall view of the traditional work on MSA (Multimodal Sen-
timent Analysis) that integrates various media channels. Different conven-
tional benchmark datasets have been discussed along with the future work for
MSA. This study covers a hundred articles between 2008 and 2018, classifies
existing studies based on the strategies they accept [94,95].

This study [96] introduced an MSA to find the sentiment score and po-
larity for some incoming tweets. This includes image, typographic, textual
and infographic. This study further represents that integrating image and
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textual characteristics segregates models that depend exclusively on textual
or image analysis [97]. Likewise, this study [98] introduced a CNN model
which integrates the information of user behavior within a specified (tweet)
document. The presented model performed better than former state-of-art
methods. It also exhibited that going beyond (tweet) document is helpful
for sentiment classification as it affords the classifier with a clear idea of the
task [99,100]. In addition, this study [71] has presented a Big data-oriented
strategy for disaster recovery as well as a response via sentiment analysis.
The introduced model gathers data corresponding to the disaster categorized
by a machine learning algorithm for sentiment analysis. Several character-
istics such as lexicon and POS have been analyzed for detecting the better
classification approach for data corresponding to disaster. The outcomes ex-
hibit that an approach based on lexicon is appropriate for examining the
people’s necessities during the disaster. On the other hand, this study [101]
presented a fusion-based deep learning framework for sentiment prediction
based on fine-grain in multimodal data (real-time). The results revealed that
the proposed study achieved higher accuracy than the individual image and
text modules.

In the same way, this study [102] gathered traditional studies and or-
ganized it into three major divisions such as spatial temporal information,
social network and text analysis. This study summarized the pipeline corre-
sponding to visual analytics for social media by integrating the above classes
and assist in difficult jobs. With these methods, analytics corresponding to
social media can be employed in various disciplines. This study has also
summarized the public tools as well as applications to examine the trends
and challenges further [103,104]. Moreover, this paper [105] reviewed the
execution of deep learning methods that include CNNs, DNNs, and others
for solving various issues of sentiment analysis. These issues can be related
to cross-lingual issues, sentiment categorization, visual and textual analysis,
product review analysis, etc.

In addition, this study [106] explored Hierarchical Self-attention Fusion
(H-SATF) model to capture contextual data as well as Contextual Self-
attention Temporal Convolutional Network (CSAT-TCN) for recognition of
sentiment in social IoT. Hence, the proposed hybrid model outperformed
other traditional methods [107,108]. The various approaches based on visual
sentiment analysis have been elaborated in Table 2.2 below, along with their
advantages and limitations.
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Table 2.2 Algorithms based on visual sentiment analysis

Author Dataset Techniques Advantages Disadvantages
[109] Benchmark Residual e The method | e In this sys-
datasets from | attention- is justified on | tem, predict-

Twitter and | based Deep | six datasets | ing the senti-

Flickr Learning of images | ment polarity

Network to show its | based on mul-

(RA-DLNet) | efficiency to | timodal data

summaris-
ing the real
sentiments
articulated
by the users.
eThe system
also works
upon the
emotion clas-
sification by
considering
two datasets.

was not possi-

ble.
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Author Dataset Techniques Advantages Disadvantages
[110] [APSsubset, Multi-level eThe system | o In this sys-
Abstract Context works on the | tem, the other
Paintings Pyramid correlation datasets than
ArtPhoto, Network degree of | FI have not
Twitter I and | (MCPNet) image de- | achieved sub-
I1, FI, and pending  on | stantial classi-
EmotionROI its various | fication accu-
regions, by | racy.
which the
model  bet-

ter  handles
the complex
states.

eThe distinct
level fea-
tures  fusion
approaches
applied in
the work
enhances the
capability to
recognise var-
ious semantic
objects.
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Author Dataset Techniques Advantages Disadvantages
[111] Twitter and | CNN and | ¢ This work | eThe Sys-
Flickr,  and | transfer learn- | has generated | tem has not
Google  API | ing technique | a new dataset | worked upon
generated for multi-label | in  the field | multi-model
datasets classification | of disaster | dataset in
management | which the
that can help | text can be
the future | considered
researchers. with cor-
responding
disaster  im-
ages to better
evoke the
sentiments
of affected
situations.
[112] Twitter I, | Convolutional | ¢ The system | @ The applied
Emotion Neural Net- | has intro- | method  has
ROLFI, and | work with | duced an | not imple-
Instagram texture mod- | active learn- | mented on
dataset ule ing  method | challenging
to prevail | classification
the issues of | works for
data labelling | sentiment
and thereby | prediction.

achieving bet-
ter accuracy.

2.4 Multimodal Sentiment Analysis (MSA)

MSA was recently addressed with notable work mainly concentrating on vlogs
SA. Ortis et al. [113] presented a method aimed at extracting and employing
the objective textual features of images instead of the classical subjective
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text offered by the users, such as tags, title, and image features, that was
broadly employed in the conventional techniques aimed at gathering the sen-
timent related to social images. Objective textual features were then united
with visual features attained utilizing canonical-correlation analysis in an
embedded space. Then, the Supervised SVM deduces the polarity of the
sentiments. The system compared many textual and visual feature combi-
nations and baselines attained by pondering the existing methods, and the
system offered superior performance. Kastner et al. [114] established a tech-
nique centered on image mining of a group of visual features for estimating
the imageability of words. The primary presumption was the relation be-
tween the concepts of images, human perception, along with the contents of
the web-crawled image. Centered on a group of low- high-level visual features
as web crawled images, a mode web-crawled images on envisages the image-
ability. The imageability could be evaluated with an adequately standard
error and a high correlation to the annotations exhibited by the evaluation
outcomes. Nevertheless, they were only appropriate for small datasets, and
they fail to precisely exhibit prediction accuracy.

Ji et al. [115] presented a Bi-Layered Multimodal Hypergraph Learn-
ing (Bi-MHG) aimed at multimodal robust sentiment analysis of tweets. In
the initial layer, for predicting the unlabeled tweets’ sentiments, the tweet-
features correlation and the tweets’ relevance were learned by tweet-level
hypergraph. The second layer, i.e., a feature-level hypergraph, learned the
relevance amongst disparate feature modalities by leveraging multimodal sen-
timent dictionaries. At last, aimed at understanding the parameter of Bi-
MHG, block alternating optimization was utilized. The system performed
the implementation on a microblog dataset of sentiments crawled as of Sina
Weibo. The system offered superior performance when compared with ex-
isting techniques aimed at multimodal sentiment prediction tasks, which ex-
hibits the system’s merits.

Stappen et al. [116] investigated the emotional information from video
transcriptions by extracting features using the lexical knowledge-based method.
The authors used a subsymbolic approach to gain an appropriate portrayal
of videos. The benchmark dataset is used to transcript videos, and the SVM
approach is implemented on that dataset to evaluate the overall performance.
The effectiveness of the approach lies in the enhanced understanding of the
emotion recognition associated with subsymbolic aspects. The authors used
the audio modality in this work, and it can be extended for multiple modali-
ties like voice and facial features in the future. Stappen et al. [117] presented
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a new multimodal dataset to analyze the emotions and trustworthiness of
multiple modalities. The unstructured and noisy data has been gathered
containing audio and visual transcripts. The authors obtained a few initial
tasks to predict the affected dimensional level, conversational topics and their
intensity classes, and trustworthiness level. Extensive experiments have been
conducted to show the multi-tasking prediction capabilities and constant af-
fect estimation.

2.4.1 Deep Learning Algorithm Based Multimodal Sen-
timent Analysis

Kumar et al. [101] suggested a hybrid contextual enriched DL design aimed at
fine-grained SA in textual together with visual semiotics modality of social
data. Text analytics, discretization, image analytics, and decision module
are the four modules of hybrid contextual design. The discretized module
employed Google Lens for separating the text as of the image, and it was
next processed as a discrete entity. It was then given to the corresponding
image together with text analytics modules. The textual analytics mod-
ule determined the sentiment based on a fusion of CNN enhanced with the
SentiCircle contextual semantics. For envisaging the visual sentiments, the
SVM classifier was trained centered on Bag-Of Visual-Words (BoVW). The
outcomes displayed that the system offers better performance.

Bairavel and Krishnamurthy [118] recommended an audio-video—textual
based MSA approach. For the fusing of the extracted features as disparate
modalities, the feature-level fusion was made in the approach. Thus, based
on an Oppositional Grass Bee optimization (OGBEE) method, the extracted
features were optimally selected for obtaining the top optimum feature set.
Additionally, the system employed a Multi-Layered Perceptron-centered Neu-
ral Network (MLP-NN) aimed at sentiment classification. The system offered
enhanced classification accuracy above 95.2 % with the low computational
time exhibited by experimental analysis. However, the training time of the
system was high.

Tembhurne and Diwan [119] established a SA in visual, textual, along
with multimodal inputs centered on RNN. For extracting the feature in the
temporal and sequential inputs, the system utilized a vital category of DNNs.
Visual, audio, textual, or any grouping might be the input given to SA along
with related tasks. The system seriously investigated the role of sequen-

43



tial DNNs in the analysis of multimodal data. The system offered superior
outcomes while compared with the existing techniques and was shown as of
the consequences. Nevertheless, the system was ineffectual and took more
training time.

Yu et al. [120] explored a visual-textual SA of a Microblog-centered on
DCNNSs aimed at analyzing the sentiment in Chinese microblogs of both tex-
tual together with visual content. Initially, the training of CNN upon the
word vectors pre-trained for analyzing the textual sentiment was done and
the system employed DCNN with generalizing dropout for VSA. The evalua-
tion of the sentiment prediction frame on a dataset gathered as of a familiar
Chinese SM network (Sina Weibo), which incorporated text and associated
images. Dashtipour et al. [121] implemented the multimodal analysis of sen-
timents based on the persian language. The authors extracted features from
all the modals (i.e., text, sound, and video) and fused them utilizing late and
early fusion mechanisms. The data collected from YouTube videos were pro-
cessed using CNN and LSTM effectively and annotate well for tri-modal SA.
The work also performed satisfactorily for the ambiguous words in the Per-
sian language. Various limitations like detection of subjectivity/objectivity
communication, the speaker’s informal word usage, and multi-speaker scenar-
ios are still under consideration. The future work can be organized among
researchers grounded on these suggestions. The neutral polarity can also be
cogitated more effectively for multiple modalities in this domain.

2.4.2 Machine Learning Algorithm Based Multimodal
Sentiment Analysis

Lago et al. [122] presented a visual along with textual analysis aimed at
evaluation of image trustworthiness in the online news. The system encom-
passes a forensic image method to detect image tampering; textual analysis
was utilized as an image verifier misaligned to textual content. Moreover,
when false image tampering detection due to heavy image post-processing
occurred, the textual analysis could be considered an information-supported
image forensics method. The testing of the devised technique was done on
three datasets. The outcomes displayed that the scheme offered superior re-
sults when compared with the existing method. However, the efficiency of
the system was low.

Corchs et al. [123] presented ensemble learning on visual together with
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textual data for the classification of social image emotion. The system uti-
lized an ensemble learning approach centered on the Bayesian design aver-
aging method, which merged five conventional classifiers. The ensemble ap-
proaches considered predictions given by various classification designs cen-
tered on visual and textual data via correspondingly late and early fusion
schemes. The ensemble method centered on unimodal classifiers’ late fu-
sion attained the topmost classification performance in every eight emotion
classes. Zhao et al. [124] suggested a text-image consistency-driven MSA
approach aimed at social media platforms. The system investigates the asso-
ciation between the image and the text by an MSA method. For developing
the ML-based SA approach, the authors used the mid-level visual attributes
extracted by the traditional SentiBank method to represent visual ideas in-
corporating other features like visual, textual, and corresponding social fea-
tures. The widespread experiments were held o exhibit the performance of
the system. However, the system had a computational overhead problem.

Wang et al. [125] established an iteration based NB sentiment classifica-
tion of microblog multimedia posts pondering emoticon features. Initially,
the pre-processing of microblog texts was done to eliminate some stop words
and noise information like links. Next, the matching of data in the sentiment
lexicon happened, and after the first matching succeeds, the second matching
was executed in the emoticon dictionary. The emoticon dictionary’s emoti-
cons were transmuted to vector form. The emotion features were vectorized
employing these matchings, and then other textual features were considered.
At last, aimed at sentiment classification, an iterative centered NB classifica-
tion method was utilized. The outcomes exhibit that the process displayed
the enhanced performance.

2.4.3 Multimodal Sentiment Analysis Based on Latent
Dirichlet Allocation (LDA)

Li et al. [126] established a common sentiment part centered on latent dirich-
let allocation, which efficiently utilized the corresponding information be-
tween the different modalities and boosted the relation between the mul-
timodal content and sentiment layer. It forms a linear regression module
to allocate embedded variables between image and text pairs so that each
modality could envisage the other. Additionally, this method added a senti-
ment label layer to design the association between the multimodal contents
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and sentiment distribution parameters. Experimental outcomes on various
datasets confirmed the feasibility of the approach aimed at MSA. However,
the system did not offer 100% prediction outcomes.

Yin et al. [127] explored a joint image annotation along with classification
centered on a supervised multimodal hierarchical semantic design. Design-
ing every image as a Dirichlet process for topics discovery, the system ini-
tially utilized the Hierarchical Dirichlet Procedure (HDP). The system built
a supervised version of HDP to predict the response variable capably. The
results exhibit the model’s efficacy and advantages in image annotation accu-
racy, classification accuracy, and caption perplexity. However, the posterior
inference needed manifold passes through every data, which was difficult for
large-scale applications. The various approaches based on multimodal sen-
timent analysis have been elaborated in Table 2.3 below, along with their
datasets used, advantages, and limitations.

Table 2.3 Algorithms based on multimodal sentiment analysis

as a textual
modality.

° It out-
performed

on four
real-world
datasets.

Author Dataset Techniques Advantages Disadvantages
[128] Getty, Twit- | Deep Mul- | @ The system | e The system
ter, and Flickr | timodal learned effec- | was less effec-
dataset Attentive tual emotion | tive for text
Fusion classifiers and image

aimed at | sentiment

visual a well | analysis.
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Author Dataset Techniques Advantages Disadvantages
[129] Twitter air- | Deep learning | eThis method | ¢ The sys-
line reviews and Machine | used the | tem was not
learning algo- | emotional appropriate
rithms icons and | aimed at
concluded multilingual
that the cor- | data.
responding
generated
sentiment
dominated
the other
opinions  ex-
pressed  via
textual data.
[130] Flickr, Flickr | Bi-directional | @ The system | @ The system

ML,  Flickr-
IML, and
Getty Images

multi-level
attention
networks

exploited the
complemen-
tary along
with
prehensive
information
between the
different
modalities
and boosted
the combined
sentiment
classification.

com-

did not show
the influence
of social links
among social
images while
performing

the sentiment
analysis of
these images.
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Author Dataset Techniques Advantages Disadvantages
[131] Twitter Multimodal e It boosted | @ The sys-
MVSA, Flickr | Data Aug- | the multi- | tem was not
VSO, and | mentation modal  text | focused on
Twitter (MDA) and image | general mul-
SemEval-2013 classification | timodal data
tasks’ perfor- | problems.
mance.

e The system
provided bet-
ter accuracy
values and
also decreased
the amount
of misleading
information.

2.5 Cross-Modal Sentiment Analysis

Different works were concentrated on finalizing the cross-modal analysis
amongst heterogeneous features. A short review of this domain is described
here. Zhang et al. [132] established an inter-modal protocol that ponders im-
ages along with captions for the classifications of image polarity. Initially, the
authors gave the image and its respective caption to a cross-class mapping
design. Then they were altered to the vectors existing in the Hilbert space
for obtaining their labels by computing the maximum mean discrepancy.
Next, a Class-Aware Sentence Representation (CASR) design allocated the
disseminated representation to Gated Recurrent Unit (GRU) labels. Lastly,
polarity regarding sentiments was classified by an inner-class dependency
LSTM. The experimental outcomes exhibited the effectiveness of the system.
Additionally, the technique offered better performance when compared with
the baseline solutions and was displayed by extensive experimental results.
However, the cross-class mapping design’s predictions on transfer learning
were less.
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Huddar et al. [133] recommended an approach for context extracting at
various levels and for comprehending the significance of cross-modal utter-
ances of sentiment along with emotion classification. The system utilized
the attention-based inter-modality fusion on familiarizing the importance of
every inter-modal communication at multimodal fusion. The appropriate
attentive unimodal features were fused two—two at an instance for getting
bimodal features, and then all were combined to obtain trimodal feature
vectors. The system performs superior when compared with the benchmark
baselines by above three percent to predict accurate classification. Neverthe-
less, the system failed to concentrate on the impacts of subset features and
corresponding class-specific features aimed at the accuracy of classification.

Zhou et al. [134] suggested inter-modal search techniques aimed at so-
cial media data which capitalized on adversarial learning, i.e., CMSAL. For
creating modality-oriented representations of additional intermodal correla-
tion learning, the system employed a self-attention-centred neural network.
A search module was executed that is centered on adversarial learning. It
helps the discriminator to calculate the generated distribution features from
intermodal and intramodal perspectives. The system offers superior perfor-
mance compared with the existing cross-modal search techniques portrayed
by the experiment executed on real-world datasets such as Sina Weibo and
Wikipedia.

Kumar and Vepa [135] presented a gate mechanism aimed at attention-
based cross-modal SA. The system considered three aspects of MSA: a)
Cross-modal interaction learning, b) Learning long-term dependency in mul-
timodal interactions, and ¢) The fusion of cross-modal along with unimodal
cues. The gating function emphasized cross interactions while unimodal in-
formation was inadequate in deciding the sentiment, and it allocated lower
weightage to cross-modal information. In contrast, unimodal information
was adequate in the sentiment prediction. The system was compared with
the standard techniques and provided better outcomes. The various ap-
proaches based on optimization techniques for sentiment analysis have been
elaborated in Table 2.4 below, along with their datasets used, advantages,
and limitations.

49



Table 2.4 Algorithms based on optimization based sentiment analysis

Author Dataset Techniques Advantages Disadvantages
2] UCI ML | Genetic Algo- | @ The system | @ The system
Repository rithm was quick, | had a low con-
dataset, more accu- | vergence.
Twitter rate, and
dataset, and gauges ap-
geopolitical propriately as
dataset re- the  dataset
lated to 2016 expands. °
United States Also, it had
Presidential better predic-
Election tion results.

[136] Stanford Class-wise eThe system | ¢ The system
Twitter Sen- | feature selec- | was an easy, | had less effi-
timent  test | tion yet effec- | ciency.
dataset  and tive  feature
Ravikiran selection
Janardhana methodology.
dataset e [t provided

superior per-
formance.

[137] Twitter cor- | Swarm in- | @ The swarm | e It was not
pus (SemEval | telligence intelligence suitable  for
2016 and Se- | algorithms algorithm the multi-
mEval 2017) provided bet- | lingual data

ter accuracy | (mash-ups).

results. °
It effectively
reduced the
features.
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Author Dataset Techniques Advantages Disadvantages
[138] Turkish and | Chi-square, e It achieved | @ The system
English movie | information consistently was not apt
reviews, prod- | gain, the | better perfor- | for a large
uct  reviews | document mances. e It | number of
dataset frequency dif- | improved the | feature sets.
ference, and | information
also optimal | retrieval sys-
orthogonal tems’ search
centroids performance.
[139] Twitter Chi-Square e The system | @ The sys-
dataset feature selec- | provided bet- | tem  showed
(Sentiment tion technique | ter accuracy | less  perfor-
Analyzer) results. e | mance in the
It selected | sentiment
the proper | classification.
number of
features to
obtain better
performance.

2.6 Feature Selection for Enhanced Predic-
tive Sentiment Polarity

Wang and Youn [140] presented a feature weighting centered on inter and
intra-category strength for TSA. The authors used a statistical design to
characterize the discriminant of features for different categories. Addition-
ally, this method used a fine-grained strategy for feature clustering to max-
imize the accuracy. The extensive experiments exhibited that the system
offered better performance compared with the other existing SA methods
regarding parameters with several measures and patterns of training and
testing datasets. However, the system’s training time was more. Karthik
Sundararajan and Palanisamy [141] presented a multi rule ensemble feature
selection design aimed at the detection of sarcasm in Twitter. The authors
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developed an ensemble-based technique for detecting the optimum features
that can identify sarcasm from the tweets. This optimal feature set were
utilized to identify if the tweet was sarcastic or not. The authors used the
multi-rule approach to evaluate the kind of sarcasm. Polite, rude, raging,
along deadpan sarcasm are the four types of sarcasm. The system’s effec-
tiveness along with performance was experimentally analyzed, which exhibits
the system’s effectiveness.

Jawad Khan et al. [142] proposed an intelligent hybrid feature selection
and ensemble learning-based method for textual sentiment analysis. This
method recognizes the sentiment features from review text and focuses on
decreasing feature space’s high dimensionality. The authors used machine
learning techniques for effective sentiment classification, and future work
suggests implementing efficient deep learning techniques in this context for
diverse datasets. Erick Odhiambo Omuya et al. [143] recommended a hybrid
model based on information gain and principal component analysis. The
authors implement ML techniques for the process of classification. The ap-
proach has tried to reduce the dimensions of data and the training time
of the process by selecting proper feature sets. The method increased its
complexity due to the combination of two methods for the feature selection
process. Therefore, the extracted and selected features, as well as the over-
all performance of the model, strictly depends upon both the implemented
methods. Future work suggests using the deep learning approach with this
hybridization of techniques.

Angadi and Reddy [144] worked on the multimodal dataset and proposed
a reliefF feature selection algorithm combined with a random forest clas-
sifier. The features have been extracted by using diverse approaches and
selected using the proposed method. The authors implemented the approach
to choose the most dominant features and to obtain better performance. But
this approach has not considered the efficient deep learning techniques used
these days for multimodal sentiment analysis. The various approaches based
on feature selection techniques for sentiment analysis have been elaborated in
Table 2.5 below, along with their datasets used, advantages, and limitations.
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Table 2.5 Approaches based on feature selection methods

Author Dataset Techniques Advantages Disadvantages
[140] Twitter Category e The feature | @ The system
dataset Discrimina- relevance had not con-
tive Strength | with its cate- | sidered the ef-
and modified | gory has been | fect of emoti-
Chi-square taken into | cons in senti-
method consideration. | ment analysis
eAlso, it had | process.
better textual
sentiment
prediction
results.

[141] Twitter API | Ensemble- eThe method | eThe system
based feature | analyzes the | had less ef-
selection problem  of | ficiency in
method sarcasm  de- | some cat-

tection  and | egories of
also identifies | sarcasm.

the sarcasm

type.

[142] Cornell Intelligent eEffective eThis ap-
movie re- | Hybrid Fea- | handling proach  has
view dataset | ture Selection | of signifi- | not con-
and Amazon | for Sentiment | cant features | sidered  the
product  re- | Analysis extraction efficient deep
view datasets | (IHFSSA) and selec- | learning tech-

tion is done | niques  used
in this ap- | these days.
proach. eThe

semantic

information

has also been
considered in
this method.
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2.7 Conclusion

This chapter describes a literature survey on several feature selection and
classification techniques related to the sentiment analysis field. The distinct
types of SA and their shortcomings and significance are also mentioned. It
also elucidates several existing practices of sentiment polarity classification.
These are presented by various researchers, which helps in the forthcoming
effort in this specific area. The objective is to extend the comparative study
to comprise the existing techniques and standard datasets for visual and
textual analysis.
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CHAPTER 3

TEXTUAL SENTIMENT
ANALYSIS

Sentiment Analysis is a systematic study of the collection and classification
of product reviews on various e-commerce platforms. As the online business
has become more popular these days, sellers and customers are interested
in simultaneously asking and providing feedback on e-commerce platforms.
These opinions and reviews are a kind of verbal communication that includes
personalized suggestions and product ratings. These reviews are a gquiding
tool for companies to improve their product quality and services. They are
very beneficial for consumers to help in making decisions regarding the spe-
cific product [3]. Presently, the communication conduct of this digital era’s
customers has been customized towards the beauty industry that developed as
a highly competitive business market. Various social media and e-commerce
platforms provide reviews and ratings of different types and brands of cos-
metics products to consumers.

This chapter presented an empirical study of sentiment classification of tex-
tual data. In this work, the unstructured data of beauty product reviews
are extracted from Amazon. This work involves three steps, i.e., data pre-
processing, feature extraction, and sentiment classification. For this, the un-
structured reviews are pre-processed in the first step, and the features are ex-
tracted using the BoW model in the next step. A Global Optimization-based
Neural Network (GONN) is proposed for the sentimental classification. Then
an empirical study is conducted to analyze the performance of the proposed
method with other machine learning classification methods, i.e., Naive Bayes,
Random Forest, and Support Vector Machine. K-fold cross-validation is also
performed to evaluate the accuracy of the system. The other parameters such
as precision, recall, and F1 score are also evaluated for all the models. It is
concluded that the proposed GONN method outperforms all the other classi-
fiers for classifying the Amazon beauty products dataset and achieves the best
accuracy.
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3.1 Proposed Framework

Amagzon is one of the popular e-commerce platforms that is used to make
online purchases. The customers can also provide and review feedbacks re-
garding any purchase or product available on the website. Although it is
very beneficial for consumers and vendors, the increasing number of reviews
about a product confuses customers to make the right decision [145]. There-
fore, a need arises to analyze these online reviews by classifying them as
positive or negative, improving decision-making. The customers also tend to
express their views in their natural language, so extracting and classifying
these language-based reviews using sentiment analysis is necessary. Senti-
ment analysis is a branch of Natural Language Processing (NLP) that can
address the above-discussed problem [146]. Machine Learning techniques are
used in sentiment analysis tasks to classify these reviews as positive, nega-
tive, and neutral. These trained classifiers are processed to attain reasonable
accuracy and require ascertaining what the textual data is pertinent to the
current potentials [15].

Sentimental analysis of beauty product reviews in social media is the
motivating research of this chapter. The influence of social media reviews
on beauty products has a positive impact on choosing the right product.
But to lead the marketplace, the brands may influence the marketing in
the review comments. So finding the sentiment of the review is the most
essential to show the effective review to the consumers. Hence, a hybrid
machine learning approach is proposed to effectively predict the sentiment
of the social media review on beauty products. The proposed framework has
been segmented into three phases, i.e., data collection and pre-processing,
feature extraction using the Bag-of-Words (BoW) method, and sentiment
classification using ML methods. An empirical analysis of all these techniques
has been performed to find various performance evaluation metrics. The
overview of our framework for beauty products review analysis has been
diagrammatically represented in Figure 3.1.

3.1.1 Data Collection

The first module involves the collection and pre-processing of data. The
dataset used in our work has been accumulated from the gigantic e-commerce
platform Amazon.com [147]. It contains an abundant number of reviews
based on each product category. This dataset is for various beauty products
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Figure 3.1 The framework of beauty products review analysis
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having 5269 reviews and JavaScript Object Notation (JSON) formats. The
various features of each review of the dataset are elucidated in Table 3.1. An
example of the unprocessed dataset is described below.

("overall”: 5.0, ”verified”: true, "reviewTime”: 701 31, 2018” ”reviewerID”:
A2IGYOLUYS44RW”, 7 asin”: ”BO0006LILC”, "style”: ”Size:”: ” 281”7, "re-
viewerName”: ”"Dawna Kern”, "reviewText”: ”I love how soft this makes my
skin and the scent is amazing. When my local stored are out I can always
get it at Amazon”, "summary”: "BETTER THAN RAINBATH”, "unixRe-

viewTime”: 1517356800)

Table 3.1 Features of the reviews in the dataset

Fields Description

reviewerID ID of the reviewer

asin ID of the product

reviewerName name of the reviewer

vote helpful votes of the review

style a dictionary of the product meta-
data

reviewText text of the review

overall rating of the product

summary summary of the review

unixReviewTime | time of the review (unix time)

reviewTime time of the review (raw)

The text and summary of the review and overall rating of the product have
been considered for our work from these features. The overall rating contains
a rating given by beauty product reviewers. These ratings are expressed in
the form of 1-5 stars, with 1 being a bad review and 5 being good reviews.
Figure 3.2 shows the rating distribution of beauty product reviews (1-5 stars).

3.1.2 Data Pre-processing

As the collected data is unstructured and noisy, the entire dataset is pre-
processed to form a corpus [148]. The data needs to get clean as much as
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possible so that the ML methods can easily understand it and predict whether
the review is positive or negative. Therefore, in the data pre-processing
process, the entire dataset passes through the following steps:

e Stop Word Removal: All the non-relevant words are deleted in this step,
like the, and, for, etc. These words do not help predict the polarity of
the reviews.

e Tokenization: All the relevant words are considered tokens, and all the
punctuation marks and special symbols are omitted.

e Case-folding: All the tokens are converted into lowercase to avoid re-
peating the same word in both uppercase and lowercase.

e Stemming: Stemming means simplifying each word by its root that
indicates enough about what that word means. All the conjugation
of the verbs is removed in this step to reduce the redundancy and
dimensionality of the sparse matrix.

3.1.3 Feature Extraction

BoW model is used to extract features from the textual reviews collected
and pre-processed in the previous phase. These extracted features can be
effectively used in ML models in the next phase of our methodology. BoW
model is used to represent text in the form of a vocabulary that contains
the occurrence of the words in the whole document [149]. The frequency
of occurrence of each word is assigned a unique number. The features are
created by observing all the reviews discretely as an unordered corpus of
words to be easily classified afterwards. Finally, the textual reviews are fed
into machine learning algorithms in the form of numerical vectors.

3.1.4 GONN-based Sentiment Classification

The most crucial phase of the proposed work is to evaluate the sentiment
prediction accuracy of the reviews expressed by the beauty product users.
For this purpose, all the reviews are assigned by the Pos/Neg label to concoct
a significant sentiment orientation. The labels are classified depending upon
the ratings of the reviews specified by users. This labeled and classified
dataset is divided into data from training (80%) and test (20%) to implement
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machine learning models. Machine Learning methods are best suited for the
sentiment classification of these reviews because customers tend to express
their suggestions and feedback in their natural language [150]. Hence the
GONN is proposed for the effective prediction of the sentiment of the public
review. In the proposed GONN, a global optimization technique with a
swarm update rule is developed to train the neural network.

Mathematical Modeling of Feed-Forward Neural Network

The proposed neural network consists of three input neurons, one output
neuron, and an ‘M’ hidden neuron. In this model, M is considered as 2. The
three input represents three inputs such as word count, character count, and
BoW feature. The output neuron represents the class label as positive or
negative. The structure of the proposed neural network is given in Figure
3.3.

Basis function at hidden layer: The basis function calculation is the
first step in which the product of input with the weight of the respective
link is calculated. The basis function for every node in the hidden layer is
calculated as in equation (3.1).
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I

Figure 3.3 Structure of proposed neural network

N
=1

where b; is the basis function of 4% hidden neuron; z; is the i*" input
value; W/, input weight between " input neuron and j hidden neuron,
and ‘N’ is the total number of hidden neurons.
Tansig activation function at the hidden layer: The activation function
is considered the output of the hidden layer and the input to the output layer.
Many functions are available for the activation function calculation, such as
tansig, sim, dtansig, logsig. Among them, tansig is the most used and better
technique for activation calculation. The activation for every node in the

hidden layer is calculated as in equation (3.2).

h;

2
= ¥ —]-1 (3.2)
L+ exp(=2x Y0 o;W))

where h; is the activation function of j™ hidden neuron.

Neural network output calculation: The output or the obtained
output of the proposed neural network is the basis value of the output layer.
It is the product of activation value with the respective link in between the
hidden and output layer. The output of the neural network is calculated as
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in equation (3.3).

M
2
0= ¥ |- nwy? (3.3)
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where ‘O’ is the calculated output of neural network; Wjo is the weight
between jth hidden neuron and output neuron. Equation (3.3) provides the
output of the nth training data. After obtaining all the data in the training
set, the mean square error (MSE) is calculated as in equation (3.4).

T
. 1 2
Fit=MSE = ) (0, — C,) (3.4)

n=1

Global optimization based neural network training: In the conven-
tional neural network, the backpropagation algorithm was widely used for
training. Any training algorithm intends to find all the weight values of the
network. In a conventional algorithm, a random weight between 0 and 1
would be assigned. Then after calculating the error, its weights are updated.
This process is time-consuming and overloading the system. So, the finding
of weights value is formulated as an optimization, and global optimization is
proposed to find the optimal weight with less mean square error. Hence the
accuracy of the system can be improved. The step-by-step procedure of the
proposed optimization algorithm is given as follows:

e Initialization: In this step, a random set of solutions is generated.
The dimension of the solution is the sum of weights required for the
proposed model. The range of solution or upper and lower bound of the
solution is 0 and 1, respectively. The initial population is represented
as in Figure 3.4. In this figure, the ‘d x p’ matrix is given, where ‘d’
is the dimension of the problem and ‘p’ is the population size. The
population size is random can be any size. The large size of the popu-
lation consumes execution time and converges at earlier iteration. But
the dimension of the population is based on the number or required
weights, which can calculate using equation (3.5).

d=(N*M)+M (3.5)

e Fitness Calculation: In this step, the fitness value for every solution
set (single row of the population) is calculated. The objective of this
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Figure 3.4 Initial population of proposed global optimization

global optimization is to find the optimal weight for the neural network.
So, the MSE has given in equation (3.4) is considered to evaluate fitness.
The fitness evaluation is utilized to find the current best (. and
global Gyes; best values. The Ch.q is the best solution set among the
population in the current iteration. The Gp.s is the over best solution
obtained among all the iterations.

Ghest(iter + 1) = {Cbest(iter)z'fz'temtion ==

andGhresi (iter) > Chesi(iter)

or

(3.6)

Gpest(iter + 1) = {Gbest(iter)Otherwise

Update Rule: After fitness evaluation, the solutions are updated
based on a swarm rule. The swarm rule used here is referred to
from [151].

pos(iter+1) = wxpos(iter)+Ch.r1(Ches—sol(iter))+Co.12(Gpest — sol (iter))
(3.7)

64



sol(iter + 1) = sol(iter) + pos(iter + 1) (3.8)

where ‘pos’ is the position value used, which is determined to find the
new solution. The ‘pos’ of iteration 1 ( iter=1) is considered as 0, i.e.,
pos(1)=0. The parameters ‘w, Cy, Cy, 71, 15’ are probability values
consider between 0 and 1.

e Termination Criteria: The above steps are repeated for the max-
imum iteration. If the process meets maximum iteration, then the
process is terminated by considering the Gy is the best solution or
the optimal solution.

Empirical Study to Analyze the Effectiveness

In this empirical study, a comparison-based analysis is performed in which
some conventional ML algorithms are considered. The different used in our
study are Naive Bayes, Random Forest, and Support Vector Machine. The
entire dataset is fed into these classifiers, and empirical analysis is performed.
After that, K fold cross-validation (K=10) is performed to evaluate the best
classifier based on the predicted accuracy attained by the various methods.

3.2 Experimental Results and Analysis

The experimented data has been collected from Amazon for beauty product
reviews posted by reviewers. Amazon reviewers can provide a product rating
from 1 (lowest) to 5 (highest) stars. In our work, the rating stars have
been utilized for labeling the reviews. The reviews having 3-star ratings
are discarded in our study because this rating is considered neutral (neither
positive nor negative) usually.

Therefore, the dataset contains a positive (Pos) label for all those reviews
that are 1- or 2- stars and a negative (Neg) label for 4- or 5-stars reviews.
Table 3.2 shows an overview of the product reviews after assessing positive
and negative labels based on ratings. The reviews having less than five words
are also removed. So, the final pre-processed and labeled dataset, containing
4200 reviews, is being executed by all three machine learning classifiers.

65



Table 3.2 The polarity of the reviews

Review Sentiment
As advertised. Reasonably priced Pos
Like the order and the feel when I put it on... Pos
I bought this to smell nice after I shave it ... Neg
HEY!! T am an Aqua Veleva Man and abs... Pos
If you ever want to feel pampered to a sha... Pos
If you know the secret of Diva you'll LOVE... Pos
Got this shampoo as a solution for my wife’s... Pos
No change my scalp still itches like crazy... Neg
Too expensive for such poor quality. Ther... Neg
It dries my hair doesn’t help to reduce dand... Neg
Outstanding! Tob organic shampoo! Pos
So watered down I didn’t feel like it was a... Neg
10 stars night here. This product helped me... Pos
First hair care product I've decided to purc... Pos
Mad dandruff worse and irritated rest of s... Neg
Worst shampoo I've ever used. Was mostly... Neg
Made my hair brittle and dull-looking didn... Neg
I received the shampoo because I was suff... Pos

3.2.1 Evaluation Metrics for Performance Measurement

The evaluation metrics are the fundamental values to evaluate the perfor-
mance of text classification [152]. The sentiments classified in positive and
negative polarity are identified by creating a confusion matrix of True Posi-
tive (TP), False Positive (FP), True Negative (TN), and False Negative (FN).
Accuracy, precision, recall, and fl-score are the significant measures gauged
from the confusion matrix based on mathematical rules. The parameters
emphasized in the confusion matrix are described in this section. TP is the
positive value that is correctly recognized as positive, and FP is the negative
value that is incorrectly recognized as positive. Similarly, FN is the positive
value that is incorrectly recognized as negative, and TN is the negative value
that is correctly recognized as negative. The evaluation metrics have been
computed using the derived values of these parameters. The precision deter-
mines the total number of reviews that are accurately classified as positive.
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Recall determines the total number of reviews that are accurately classified
as negative. F'1 measures the weighted harmonic mean of both precision and
recall and merges them in a single metric. Accuracy is the most straightfor-
ward metric used to measure the frequency of correct predictions rendered
by machine learning models.

3.2.2 K-fold Cross-Validation

K-fold cross-validation is an evaluation procedure used to attain the maximal
efficiency of machine learning models [153]. In this work, the cross-validation
method divides the dataset into k subsets that are reiterating k times. In ev-
ery split of data, that k' fold denotes the test data, and the rest k-1 denotes
the training data. The machine learning algorithms used in our experimental
work are SVM, RF, and NB. So, the cross-validation method has been per-
formed on all three models for ten folds to attain the best accurate classifier.
Table 3.3 illustrates the values of all the performance metrics employed on
all the techniques. The proposed GONN and other algorithms like Support

Table 3.3 The polarity of the reviews

Methods Accuracy | Precision | Recall F1-Score
Naive Bayes 82.96 % 97.92 % 83.04 % 89.87 %
Support Vector | 95.87 % 97.37 % 97.86 % 97.61 %
Machine

Random Forest 96.65 % 97.14 % 98.49 % 97.81 %
GONN 97.51 % 96.07 % 98.98 % 97.51 %

Vector Machine and Random Forest achieve accuracy above 90 %. The ta-
ble shows that Naive Bayes determines the number of accurately classified
reviews as positive with the best precision value of 97.92 %. It is found that
the Random forest offers the best fl-score that is used to measure the effi-
ciency of sentiment analysis towards the beauty products dataset. The recall
values of GONN are highest as compared to the other methods. The bar
graph plotted in Figure 3.5 (a) depicts that GONN outperforms the other
two methods in terms of accuracy, i.e., 97.51 %, and the Naive Bayes model
has the lowest predictive accuracy, i.e., 82.96 %. The performance of the
F1 score has been shown in Figure 3.5 (b). It concludes that the proposed
GONN is the most accurate classifier compared to NB, SVM, and RF.
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Table 3.4 Performance comparison of sentiment classification

Techniques Accuracy | Precision | Recall F1-Score
[71] 82.32 % 84.00 % 78.00 % 76.00 %
[73] 94.17 % 92.00 % 92.00 % 92.00 %
[74] 83.00 % 93.00 % 73.00 % 81.79 %

67 82.04 % 96.07 % 98.98 % 97.51 %

68 96.36 % 93.87 % 95.47 % 94.66 %
GONN 97.51 % 96.07 % 98.98 % 97.51 %

The precision-recall curve for NB, SVM, and RF has also been diagram-
matically demonstrated in our work. The precision-recall curve is a valuable
measure to visually assess the model’s performance [154] visually. It has been
effectively used in our work to overcome the limitations of an uneven dataset.
The results shown in Figure 3.6 illustrates that the average precision of SVM
and RF comes out to be comparatively identical. Both are considered good
classifiers to predict the positive and negative classes. Although the average
precision of NB is slightly less, it is making minor prediction errors among
the three methods.

Table 3.4 illustrates the comparison of classification performance regrad-
ing different metrics of various techniques used in the literature. The com-
parative analysis in Table 3.4 clearly shows that the proposed GONN tech-
niques have better performance in all metrics. The best accuracy is achieved
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by the proposed GONN, which is 97.51%, whereas the second-best accuracy
achieved by the technique in [68] attained 96.36%, which is almost 1.15%
lesser than the proposed. So, it is evident that the proposed GONN has
reasonable due to the effective learning mechanism using global optimiza-
tion. Similarly, other metrics like precision, recall, and f1 score of proposed
GONN is better than the other literary techniques. Based on these perfor-
mance analyses, it is suggested that the proposed GONN is more suitable for
the review analysis than the different techniques.

3.3 Conclusion

This chapter exhibited the use of machine learning methods to extrapolate
the sentiments over the Amazon dataset, evoking beauty product users’ opin-
ions and experiences. This empirical work has been carried out using data
processing techniques, including stop word and punctuation removal, case
folding, stemming, and tokenization in the first phase. Next, the feature
extraction process has been implemented by using the Bag-of-Words model.
A Global Optimization-based Neural Network (GONN) is proposed for the
sentimental classification. Then an empirical study is conducted to analyze
the consumers’ sentiments towards our dataset by evaluating the proposed
GONN and comparing it with the other machine learning algorithms. These
methods categorized the reviews based on positive and negative polarity and
cross-validated by ten folds. All the techniques used in our empirical work
have been evaluated over various metrics, and the proposed method has of-
fered the best accuracy results.
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CHAPTER 4

VISUAL SENTIMENT
ANALYSIS

The previous chapter has exhibited the use of machine learning methods to
extrapolate the sentiments over the Amazon dataset, evoking beauty product
users’ opinions and experiences.

Sentiment analysis is widely used in monitoring social media contents (both
text and image). It permits the attainment of an overall view of public opin-
ton on a particular topic. The ability to view the sentiment behind every
post gives the ability to organize and do future planning. Recently, visual
content attained high popularity compared to textual content among social
media users such as Instagram, Flickr, Facebook, Twitter, etc. Posts or sta-
tus shared as visual content consists of short textual descriptions or no text.
Thus the visual characteristics exhibit sentiment or emotion of users in this
type of contents [155].

Hence, this chapter introduced a novel SA-DMNet (Sequential Attention-
based Deep Metric Network) trained through a series of steps for visual senti-
ment analysis. A comparative analysis is carried out, and the results revealed
that the proposed system performed better than other traditional methods. In
addition, performance analysis is also undertaken in terms of various met-
rics such as precision, recall, f1 score, and accuracy. The analytical results
of the proposed system explored effective results in terms of the metrics as
mentioned above.
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4.1 Introduction

In recent years, online social media/networks are rapidly developing as an
essential part of everyone’s life. Individuals share their opinions and emotions
in the form of visual and textual content through various social media. The
shared contents reveal the behaviors and feelings of many people all over the
world. This social network serves as a platform that allows users to exchange
information and communicate with others worldwide. Social media users
utilize these services to share various happenings of their life. In addition,
they express their views on various matters and exhibits support and care
towards society and friends. Examining a particular person’s shared contents
can help in predicting the individual’s behavior. The information gained from
these systems can aid various applications. The applications are service and
product recommender system, predictive modelling, online marketing etc.
Investigators have identified this trend. Additionally, various research has
been carried out to examine the opinion mining and sentiment from textual
contents shared via social media [86].

Though there is an outstanding aggregate of work for performing the
sentimental analysis of textual content, investigation on sentiment analysis
in visual form still exists in its primary stage. Performing sentiment anal-
ysis from a visual image is challenging for various reasons. Even though
object recognition is appropriately defined, sentiment analysis in image form
is highly abstract. Visual Sentiment Analysis (VSA) includes the ability to
identify objects, actions, scenes, and an individual’s emotional context. Gen-
erating hand-made characteristics from images to predict sentiment needs
an outstanding aggregate of human effort and time. Moreover, deep learn-
ing models and supervised algorithms require a large quantity of supervised
training information that is hard to gather for images of various domains.
Consequently, emotional features of images are comparatively undiscovered
in comparison to other activities of computer vision, which involve object de-
tection, recognition as well as tracking [112]. The generic structure of visual
sentiment analysis is presented in Figure 4.1.

Convolutional Neural Networks (CNNs) is a deep architecture that is
utilized for recognizing visual activities. CNN models are augmenting the
performance of humans in visual recognition. Multi-layered architecture is
present in the network. Through layer-wise conversion, the network learns
feature depiction from raw pixels. CNN models consist of two main key fac-
tors. The factors are supervised learning algorithms and large-scale training
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Figure 4.1 Generic visual sentiment analysis

data. The CNN model’s performance enhances with its depth and size. The
deeper and larger a network, the better it accomplishes its performance [85].
The major contributions of this study are listed below:

e To classify the visual sentiments through the proposed novel SA-DMNet
by the use of Residual attention model and CNN.

e To analyse the proposed model by comparing it with various traditional
algorithms such as GCH, GCH+BoW, LCH, LCH+BoW, SentiBank,
Sentribute, CNN and PCNN.

e To undertake performance analysis of the proposed model in terms of
precision, recall, f1 score and accuracy to confirm the effectiveness of
the proposed model.

4.2 Proposed Work

Sentiment analysis is performed on the visual contents of the Twitter data
set using Sequential Attention-based Deep Metric Network (SA-DMNet). It
undergoes a series of steps to obtain the sentimental output. It is briefly
discussed below.
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4.2.1 Sequential Attention-based Deep Metric Network
(SA-DMNet)

The Proposed system is partitioned into three major components. It initially
includes a pre-trained model. Implementation of novel SA-DMNet architec-
ture is performed that is stimulated by NAS — Neural Architecture Search
that is comprised of normal and reduction cells. Every single cell is made up
of blocks B=5. In NAS, RNN [109] which is controller repetitively trains a
Child Network (CN) on an authorized set to determine the efficient frame-
work. It examines and finds the suitable architectures of these different cells
in each block. CN generates various accuracies that aid in evaluating gra-
dient for controller upgrades. Thus, the controller will ultimately enhance
its searching progress to learn the suitable frameworks. The RNN utilized
in the proposed system is the LSTM model that consists of hundred hidden
units. The Proximal Policy Optimization (PPO) is utilized for enhancing the
parameter of the RNN controller. The following equation gives the PPO’s
objective function:

pCPIS(G) = By [min(Fy(0) A, clip(Fp,(0),1— €., 1+ €.) Aif] (4.1)

Here CPIS represents the Conservative Policy Iteration Superscript. It gov-
erns enormous policy updates. A;; represents the Advantage Function. It
evaluates the selected action’s relative value in the present state. Fiy is de-
fined as a proportion amongst a policy output that is newly updated and the
policy output that is old in the network. It is given by the following equation
4.2.

’/T(e) (atioystio)
71-(Old)(atio|3tio)

In the above equation, my(aso|sti,) represents the policy which takes in-
put as observed states (OS) from the environment. It recommends actions
to be taken as output. Thus, in equation (4.1) Fy,(0)A:s Drives policy near
actions which returns maximum positive merits over the baseline. The sec-
ond term consists of truncated version of F(#) by employing a clipping
operation amongst 1— €. and 1+ €.. The novel SA-DMNet framework com-
prises various convolutional cells named Normal Cell (NC) and Reduction
Cell (RC). As this framework has obtained traditional on predominant Im-
age Net classification assignment, this study aims to conduct performance
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Figure 4.2 Overall view of the proposed SA-DMNet

analysis to take sentiments visually from images. Figure 4.2 exhibits the
overall interpretation of the proposed novel SA-DMNet.

The proposed SA-DMNet is used to perform sentimental analysis via a
sequence of steps. As per Figure 4.2, the input image is allowed to pass via
a series of NCs and RCs. Here the size of the input image is (331*331). The
NC yields a feature map consisting of the same dimension. The RC yields a
feature map whose width as well as height are minimized by two. Thus, both
NC and RC shared a similar structure but with varied weights. The final
feature map is extracted and allowed to pass to a module named attention
mechanism. This mechanism focuses on various image regions that are taken
as input to attain an advanced sentiment prediction. Thus, the sentimental
prediction is accomplished progressively by the sequential attention process.
The last feature vector is allowed to pass into a layer named dropout.

Consequently, three dense layers have been utilized to reduce softer di-
mensionality. Thus, the overall process is performed in this way to obtain
the sequential output. Finally, performance evaluation of the proposed sys-
tem is performed in terms of evaluation metrics to validate its efficacy. The
algorithm for the proposed method (novel SA-DMNet) is given below.
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Algorithm 1: Training of SA-DMNet framework for Visual Senti-
ment Analysis (VSA)

Input: (M,) represents the training model, [ X, = 2,1, 2, .. . ...Tp];
denotes the training image set of size (331*331), and
Y, = Y1, Yr2, .- - - Yrn] TEPTEsents the sentiment label set of X
1 Divide X, Y into five random groups as
(xrla yr1>7 ($r27 yr2)7 s (xrfn yr5)
for =1 till 5 do
3 Tune up the (M;) model by the use of SA-DMNet architecture to
attain the (f,,) (Feature map)
4 Estimate the attention over the attained (f,,) of (M;)
Employ dropout with probability (0.5) and GAPL (Global
Average Pooling Layer)
6 Sum the (M,) fully connected layers and employ the softmax
classifier to evaluate the sentiment probabilities
7 Evaluate performance of (M;) on the testing image sets

[

end for
return the normal performance of (M) on the testing image sets

©

A flow chart represents the above algorithm in Figure 4.3. This algorithm
defines the training of the novel SA-DMNet framework for Visual Sentiment
Analysis. Initially, X and Y are divided into five random groups as per step
1. Then the model is tuned up through the use of the proposed architecture
to obtain the feature map. Consequently, the attention is estimated over
the acquired feature map. Then dropout and GAPL is applied. The fully
connected layers are added, and the SoftMax classifier is used to evaluate the
probabilities of sentiments. Finally, the performance analysis is followed up
afterwards to assess the efficiency of the proposed model.
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Figure 4.4 Positive image

Figure 4.5 Negative image

4.3 Results and Discussion

The experimental results of the proposed model are discussed in this sec-
tion. The proposed model is evaluated on the Twitter dataset. Later, it is
compared with traditional methods.

4.3.1 Experimental Design

The experiment is carried out using the Twitter dataset. The below Figures
4.4 and 4.5 represents the images that are collected from Twitter and are
used to assess the visual sentiment analysis. The above set of images in Fig-
ure 4.4 denotes the positive sentiments. On the other hand, the below set of
images in Figure 4.5 represents negative sentiments. Thus, using novel Se-
quential Attention-based Deep Metric Network (SA-DMNet), effective visual
sentiment analysis of Twitter data is performed.
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4.3.2 Dataset Description

The Twitter dataset [156] is taken, which is an image dataset. It is con-
structed from user tweets that consist of 1269 images. Five workers have been
involved in sentiment label generation for individual images by Quanzeng et
al. [156] using the crowd intelligence technique, Amazon Mechanical Turk
(MTurk). The “five agree” specifies that all the workers categorized the
same kind of sentiment for a particular image. This dataset is employed to
evaluate the proposed model. It has been found that the SA-DMNet model
performed better than traditional models. It also denotes that neural net-
work generalization enhances the knowledge gained by transfer learning.

4.3.3 Comparative Performance Analysis

This study implements cross-validation of five-fold on the Twitter dataset
for evaluating the proposed model. The below Table 4.1 represents the
cross-validation of five-fold for comparing the performance of our model with
various other methods. The results explored that our model exhibits sub-
stantial and effective improvement over different traditional algorithms for
VSA by using the Twitter dataset. GCH (Global Colour Histogram), LCH
(Local Colour Histogram) have been used for sentiment analysis of an im-
age. Earthy colours and skin tones dominate these two features that lead
to incorrect sentiment classification of the image. This study does not use
any feature that is handcrafted to analyze the image’s sentiment. Thus, the
proposed model revealed better precision and accuracy. The above Figure
4.6 shows the comparative analysis of the proposed and existing methods [1]
in terms of precision and accuracy. Thus, the results revealed the efficiency
of the proposed model for specified metrics and outperformed other state-of-
the-art methods.

4.4 Conclusion

Sentiment analysis is widely used in monitoring social media contents (both
text and image). It permits the attainment of an overall view of public opin-
ion on a particular topic. The ability to view the sentiment behind every
post gives the ability to organize and do future planning. Hence, this study
introduced a novel SA-DMNet (Sequential Attention-based Deep Metric Net-
work) trained through a series of steps for VSA (Visual Sentiment Analysis).
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The performance analysis is undertaken in terms of various evaluation met-
rics. The results obtained from the comparative analysis revealed that the
proposed system performed better than other traditional methods. The an-
alytical results of the proposed system explored effective results in terms of
the metrics as mentioned above. The proposed system has not incorporated
multimodal data like text and speech for examining the influence of individ-
ual modality for sentimental classification of these data. Instead, the study
focused only on sentimental analysis of images that can be extended by ap-
plying the proposed model on many datasets concerning multiple modalities.
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Table 4.1 Comparison of the existing [1] and proposed model

Table 4.2 Five workers agree

Approach used Accuracy (%) | F1 (%) | Precision (%) | Recall (%)
GCH 68.4 78.7 70.8 88.7
GCH+BoW 71.0 80.4 72.4 90.4
LCH 71.0 78.6 76.4 81.0
LCH+BoW 71.7 79.1 77.1 81.1
CNN 78.3 84.6 79.5 90.4
PCNN 77.3 83.6 79.8 88.1
SentiBank 71.0 77.5 78.5 76.8
Sentribute 73.8 80.5 79.0 82.3
Proposed Method | 94.68 94.41 89.42 95.2

Table 4.3 Four workers agree

Approach used Accuracy (%) | F1 (%) | Precision (%) | Recall (%)
GCH 66.5 75.6 68.7 84.0
GCH+BoW 68.5 76.9 70.3 85.0
LCH 67.1 74.0 72.5 75.3
LCH+BoW 69.7 75.6 75.1 76.2
CNN 75.5 81.1 77.3 85.5
PCNN 75.9 81.2 78.6 84.2
SentiBank 67.5 73.4 74.2 2.7
Sentribute 71.0 77.1 74.9 79.2
Proposed Method | 88.0 91.48 89.23 92.06
Table 4.4 Three workers agree

Approach used Accuracy (%) | F1 (%) | Precision (%) | Recall (%)
GCH 66.0 75.0 67.8 83.6
GCH+BoW 66.5 75.1 68.3 83.5
LCH 66.3 72.6 71.6 73.6
LCH+BoW 66.4 72.3 72.2 72.6
CNN 71.5 78.0 73.4 83.2
PCNN 72.3 77.8 75.5 80.5
SentiBank 66.2 72.1 72.1 72.3
Sentribute 69.6 75.7 73.3 78.3
Proposed Method | 91.0 95.4 87.75 90.3
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CHAPTER 5

VISUAL-TEXTUAL
SENTIMENT ANALYSIS

Sentiment analysis has turned out to be a new pattern in social media. Sen-
timent analysis of online user-produced content is vital for performing nu-
merous social media analytics tasks. The sentiment classifiers’ performance
utilizing a single modality is still not matured because of the huge variety of
data platforms. This research work addresses visual and textual sentiment
analysis concentrating on the sentiment polarity assessment depicted by an
image and text. Initially, the research work starts from an embedding method
that extracts both visual and textual features, and then the contribution of
both the textual and visual views is enhanced further.

This chapter provides a comprehensive description of the proposed system.
An integrated framework, called Visual Textual Sentiment Analysis (VITESA)
1s proposed in this research. In this framework, Brownian Movement-based
Meerkat Clan Algorithm-centered DenseNet (BMMCA-DenseNet) is presented
that integrates the textual and visual contents for robust sentiment analysis.
The proposed work carries out visual analysis together with textual analy-
sis for polarity classification. In the visual phase, the images in the Flickr
dataset are taken as input, and the operations such as pre-processing, fea-
ture extraction, and feature selection using Improved Coyote Optimization
Algorithm (ICOA) are executed. In the textual phase, the user comments
from the Twitter dataset are taken as input, and the operations like pre-
processing, word embedding using adaptive Embedding for Language Models
(ELMo), emoticon, and non-emoticon feature extraction, and SentiWordNet
polarity assignment is carried out. The final stages of both phases are given
as input to the BMMCA-DenseNet classifier.

The proposed method attains 97 % accuracy and a lesser error rate than the
existing techniques. Consequently, the experimental evaluation concludes that
the proposed classifier effectively categorizes the polarity visual-textual data,
outperforms other existing methods, and attains remarkable performance.
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5.1 Introduction

Social media has taken over human lives to a big-time as it renders a con-
nection between the people and the outer world [157]. People prefer to share
their views on social networking sites, namely Twitter, Facebook, and Insta-
gram, with their exponential augmentation [87,128]. These views are formed
by users to diversify content and formats so that people tend to put up
embedded images, specifically image-text messages and posts [101,158,159].
The social media posts communicated by users are more instructive as they
include visual as well as textual content. In recent years, the Sentiment Anal-
ysis (SA) from these posts, along with disparate polarities like positive, neg-
ative, or neutral, has received widespread attention from researchers [124].
The fundamental mindset of the posts is automatically uncovered by ana-
lyzing the sentiments [160]. The process of SA can be conducted on the
comments and posts collected from social networking sites for revealing the
areas of interest of people [161]. SA of visual content could offer more in the
process of extracting user sentiments, understanding stock market forecast-
ing, user behavior, as well as voting for politicians on account of the profuse
sentiment cues that were located in images [162,163].

The effective representation of textual content, as well as visual content
from the available social comments, is the main challenge in this field [164].
The visual features present at a low level, explicitly color histogram, are
directly utilized in SA with textual features on the conventional approaches
[165]. This has brought about a great deficit of emotional information as of
the image. Therefore, an immense semantic gap between the features and
emotional content still exists [129,166]. Plenty of research work is performed
because of this challenge, like a SentiBank approach that models mid-level
representations based on visual concepts, i.e., adjectives noun pairs [167].
In this approach, the adjective’s sentimental strength along with the noun’s
detectability is deemed. This method was confirmed to help in detecting
the emotions of the images, but while considering the text, it remains to be
a problem [168]. Multiple methodologies for multimodality SA have been
proposed, namely, KNN, NB, SVM, and decision trees in machine learning.
However, models centered upon neural networks have been executed with
better outcomes in word representations when contrasted to conventional
techniques [169, 170].

This work reviews the several techniques utilized for the process of SA
of single and multimodality data with their drawbacks. A visual-textual
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consistency-driven cross-modality SA is proposed using the Brownian Movement-
based Meerkat Clan Algorithm centered DenseNet (BMMCA-DenseNet) for
analyzing both textual and visual contents on image-text posts in this chap-
ter. It also surveys recently used methods for performing sentiment analysis

of social media data in single and multimodality features.

5.1.1 Single Modality Sentiment Analysis

Recently, several works were executed in the classification and analysis of sen-
timents obtained from social media platforms by numerous researchers. In
its earlier phase, it was planned to aim only at the binary classification that
assigns opinions or reviews to bipolar classes, like positive or negative. Han
et al. [171] presented a sentiment analysis model for aspect-level drug reviews
based on double bidirectional GRU and knowledge transfer. The pre-trained
weight from the drug review analysis task was used to initialize the weight
of this model. These networks were used for the semantic representations
of the drug review. The experimental evaluation showed that the presented
method outperforms other existing methods for accuracy and macro-F1. The
performance of this model was affected by the inefficiency of pre-training and
utilized multitask learning method. Kumar et al. [172] developed a method
called sarcasm detection method using Multi-Head Attention-based Bidirec-
tional Long-Short Memory (MHA-BiLSTM) network. The input comment
was represented in the form of words in the word embedding layer. In this
word encoder layer, a new representation was attained by encapsulating con-
textual information in a comment for every word. Multi heads of attention
were used to find the overall semantics of the comment. The additional
features from the semantic, sentiment, and punctuation were extracted and
combined with self-attentive sentence embedding. The detection of sarcasm
was done by passing embedded wordings through the softmax layer. From
the experimental evaluation, it was known that MHA-BiLSTM with aux-
iliary features achieved better performance concerning F1-Score than other
existing methods. When the number of attention-heads increased above four,
the efficiency of this method degraded concerning the F1-score.

Xiong et al. [173] modeled a region-centered CNN utilizing group sparse
regularization to categorize the image sentiment. The technique attained
the first sentiment prediction design via CNN to acquire a compacted neural
network using sparse group regularization. Next, it detected the sentiment
areas automatically by compiling the sentimental and underlying features.
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At last, the entire image and the sentiment area were merged to predict the
images’ general sentiments. The experimentation outcomes confirmed that
the R-CNNGSR extensively outshined the advanced techniques in the classi-
fication of the images. Cambria et al. [174] developed an ensemble application
of symbolic and subsymbolic artificial intelligence used for sentiment analysis
called SenticNet 6. The features from the sequence of words were extracted
from biLSTM. The final feature vector from the target word was obtained
by passing the target through the multilayer neural network. The attention
module is incorporated with biLSTM for contextual sentences. For the ap-
propriate representation of sentential context, the authors used a negative
sampling contextual sentence. The experimental evaluation shows that the
developed model acquired better performance than other existing methods.
This method showed declined classification performance for the text carrying
sarcasm or contained micro text.

Akhtar et al. [175] proposed a multitasking ensemble learning framework
to address the problems related to emotion classification, dominance, and
intensity, valence arousal for sentiment and emotion, three class categorical
and five class ordinal sentiment classification. The authors used deep learn-
ing models (LSTM, CNN, and GRU) and handcraft feature vectors. They
exploited the affluence of various feature vectors to form a mutual represen-
tation. The design is intended to perform fine-grained and coarse-grained
analysis to achieve reduced complexity and a more generalized framework.
This work outperforms other single-tasking frameworks, but multi-emotion
tasking is yet to be addressed. Akhtar et al. [176] proposed an approach
based on the stacked ensemble to address the problems in the field of emo-
tion as well as sentiment analysis. Three deep learning and one feature-based
conventional method are used to predict emotions (fear, sadness, anger, and
joy) and financial news analysis. The authors also exhibited the noise re-
moval problem by using the heuristics method. The future work suggests
performing the stock market prediction as well as other classes of emotional
context. The work can also be considered in terms of multimodal data and
obtain comparative results. Stappen et al. [116] investigated the emotional
information from video transcriptions by extracting features using the lexical
knowledge-based method. The authors used a subsymbolic approach to gain
an appropriate portrayal of videos. The benchmark dataset is used to tran-
script videos, and the SVM approach is implemented on the dataset. The
effectiveness of the approach lies in the enhanced understanding of the emo-
tion recognition associated with subsymbolic aspects. The authors used the
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audio modality in this work, and it can be extended for multiple modalities
like voice and facial features in the future.

5.1.2 Multimodality Sentiment Analysis

Multimodal SA is the novel dimension of conventional text-centered SA that
goes past textual analysis and involves other visual and audio data measures.
It may be bimodal that implements two modalities’ diverse compilations or
tri-modal that integrates three methods. This paper reviews the different
multimodality techniques to perform SA and their demerits also.

Majumder and Hazarika [177] presented a feature fusion arrangement that
proceeded hierarchically. The structure performed well for the concatenation
of features and accounted for a decrement of a 5% error rate for the individual
utterances. The hierarchical compilation provided up to 2.4% value (about
10% error-rates reduction) on the multi-utterance video clips for the presently
used concatenation regarding multiple modalities. Nevertheless, the method
used the uni-modal features that should be incremented to acquire a higher
accuracy. Wollmer et al. [178] developed a system that intended to study
online videos. It is comprised of movie reviews given by the non-professional
speakers used in the latest audio-visual database. The system implemented
the bidirectional LSTM approach to estimate the sentiments expressed in
the review videos centered on the features set and audio and contextual
video information. The experimental outcomes signified that the training
on written down movie reviews had been a good substitute to utilize in-
domain data for creating a system. It examines the spoken movie review
videos and compared the language-independent audio-visual evaluation with
the linguistic assessment. Nevertheless, the technique was not employed in
more extensive datasets.

Poria et al. [179] proposed a multimodal effective data evaluation method
that extracted the user’s emotions and opinions from the videos. Primarily,
multiple-kernel learning was utilized to compile the audio, textual as well
as visual methods. The technique outperforms the advanced design in the
multimodal SA research with good accuracy in polarity identification and
emotion recognition. But, the technique did not take more related attributes
for the visual method that diminishes the framework’s stability and scalabil-
ity. Xu et al. [180] extracted textual, audio, as well as visual information from
the videos and developed a multimodal emotional categorization procedure
to capture the users’ emotions in social media. The three-dimensional convo-
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lutional LSTM hybrid design was modeled to categorize the visual emotions,
and the hybrid design used two neural networks. At last, text, audio, and
visual modes had been compiled to create the final emotional categorization
outcomes. The experimentation on the benchmark emotion-based datasets
exhibited that the proposed protocol performed better than the existing de-
signs in the multimodal mood evaluation. However, the accuracy attained
via the methodology ought to be enhanced.

The recent methods generated for single and multimodality data are
surveyed and exhibited in this section. Most prevailing classification algo-
rithms have the drawback of the highest training time, which is due to back-
propagation (random selection of weight value). The problem also persists
in the word embedding technique used in these methods that could not learn
embedding from out-of-vocabulary words. Additionally, the most prevailing
algorithms focused on visual SA or textual SA, and merely a few techniques
are developed to carry out the work for both modalities. Thus, to overcome
these drawbacks, an efficient visual-textual centered SA is proposed utilizing
BMMCA-DenseNet.

5.2 VITESA Framework

Sentiment analysis plays an imperative function in understanding the con-
tent from social networking sites together with user opinions. The various
researchers utilize text as well as images for expressing their opinions af-
ter developing applications relied upon various platforms. User sentiments
in terms of events or topics can be extracted better with the aid of SA of
such extensive textual as well as visual content. Here, an efficient BMMCA-
DenseNet is proposed that can utilize the top-notch visual as well as textual
SA techniques for leveraging extensive social multimedia content.

Figure 5.1 depicts the proposed framework that involves several processes
for textual and visual analysis. Both the images with caption and Twitter
comments undergo the above-mentioned processes simultaneously. The out-
put from the visual view block and the textual view block is given as an
input to the sentiment polarity classification using BMMCA-DenseNet. The
proposed BMMCA-DenseNet classifies its input either as positive or negative.
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Figure 5.1 Proposed VITESA framework

5.2.1 Visual Analysis

The proposed work utilizes the benchmark Flickr dataset as an input in this
phase of the framework. To correctly classify the sentiment of an image,
it is vital to execute a specific process, like pre-processing, dimensionality
reduction, etc. Thus, our work performs the previously mentioned steps on
the input images to extract and select the features discussed below.

Pre-processing

Image pre-processing is suppressing the redundant distortions or upgrading
some image features that are vital for additional processing and enhancing
the image. The pre-processing operations, like noise removal, resizing, and
enhancement, are performed on the input image in the proposed work.

e Image Denoising: It plays a vital role in enhancing the images for
efficient classification. The denoised image is attained by suppressing
the noise from the image’s noise-contaminated adaptation.
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e Image Resizing: In computer graphics as well as digital imaging,
image scaling alludes to the resizing of a digital image. An image
(new) with a high or a low number of pixels must be produced when
scaling a denoised image. In the proposed work, the denoised image is
resized into a [512 x 512]-pixel range.

e Image Enhancement: It is the procedure of enhancing the image’s
quality as well as information content before processing. After per-
forming image resizing, the image (resized) is upgraded to attain a
high-quality image.

Feature Extraction

After pre-processing, the feature extraction is performed to attain the utmost
pertinent information from the original data and signify the information in a
lower dimensionality space. The features, like Red-Green-Blue (RGB) color
histogram, gist descriptor, Scale Invariant Feature Transform (SIFT), Gray-
Level Co-Occurrence Matrix (GLCM), emoticon, and non-emoticon features,
textual features, and semantic features are extracted as of the image (pre-
processed) in the proposed work.

¢ RGB color histogram: Color histogram is stated as a set of bins,
in that every bin signifies the probability of pixels existing on the im-
age in a particular color. It is aimed at a preprocessed image and is
determined as a vector.

H = [Hy, Hy, Ho, ... H;, ......Hy] (5.1)

Here, i signifies a color existing in the color histogram and it signifies a
sub-cube existent in the RGB color space; H; implies the total pixels on
the color i existing in that image; N signifies the number of bins present
in the histogram i.e., the number of colors existing in the adapted color
design.

e GLCM features: The GLCM functions illustrate an image’s tex-
ture by computing how frequently the pixel pairs comprising certain
values and a specific spatial relationship occur in an image. In the
proposed procedure, the GLCM features like energy, entropy, homo-
geneity, as well as correlation are taken as of the pre-processed image
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that is showcased in Table 5.1. The variables used to compute various
GLCM features are described below.

— I is a pre-processed image.
— x,y are the spatial coordinates of image (I) .

— E, E,, C,, and H are the extracted features of pre-processed image
(I) like energy, entropy, correlation, and homogeneity.

— N is the number of gray levels existing on the image.

— p is GLCM’s mean (being an estimate of all pixels’ intensity on
the relationships that contribute to the GLCM), is computed as
follows:

N-1
= Z xlyy (5.2)

z,y=0

— o is the variance of all the reference pixels’ intensities on the re-
lationships, that contributed to the GLCM and it is computed as
follows:

o= 3" Lyl — ) (53)

z,y=0

Similar to GLCM, the features like SIFT [181], emoticon, non-emoticon
features, textual features, and also semantic features are taken for the ad-
ditional processing of the pre-processed input image. For the pre-processed
image, the textual features such as caption, title, etc., are extracted. The
SIFT image feature provides a feature set of an object that is not affected
by numerous problems encountered in the other methodologies, like object
scaling and rotation. The emoticon features and non-emoticon features sig-
nify the image’s emotional in addition to non-emotional symbols. The image
comprising some emojis are taken as emoticon features, and the image with
icons other than emojis are categorized as non-emoticon.

Feature Selection using Improved Coyote Optimization Algorithm

The Coyote Optimization Algorithm (COA) [182] is centered on the coyote’s
adaptation behavior by the environment and the experiences acquired by
exchanging social conditions. COA comprises an interesting procedure for
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Table 5.1 GLCM features

GLCM Description and Formulae

features

Energy It defines the image’s regularity fea-
ture.

P=S (L2 (4)

z,y=0

Entropy It signifies the average information con-
tent.

N-1

E,= Y —In(ly)L, (5.5)

z,y=0

Correlation It enumerates the correlation betwixt a
pixel and its close by pixels on the total
image.

Cr _ Zl Iz,y (I - ,U’;gy - :U’) (56)

z,y=0

Homogeneity It is the measure of an image’s local
homogeneity.

- N-1 Ly
1= e O

z,y=0

attaining a balance between exploration and exploitation. The traditional
COA employs the least number of iterations to select the best solution. It
considers the alpha coyote as the best solution that fixes the minimal iter-
ation range to choose the coyote’s optimal solution. Considering the least
range of iteration counts, a possibility of attaining the coyotes’ local opti-
mal solution exists. The essential features are chosen optimally utilizing the
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ICOA after extracting them from images. Hence, to acquire the optimal
global solution and increment the existing algorithm’s updating accuracy,
the proposed process also implements two additional parameters: beta and
gamma. Therefore, the proposed ICOA identifies three values, i.e., alpha,
beta, and gamma, and the minimum value among them is considered the
best solution and utilized in the update pace. Thus, the algorithm’s iter-
ation counts are incremented, and the algorithm’s global optimal solution
is found to attain the best update solution. This improved COA method
is termed ICOA, comprised of various steps that are discussed below. The
flowchart of ICOA is represented by Figure 5.2.

Step 1: Begin the algorithm with/V,,, the number of populations and N,
the number of coyotes. The COA designs coyote’s social behavior as the
cost function. The coyote’s social behavior is computed by using the below
equation.

Sgl}t =Y= (yh Y2, ennn. yD) (58)

Here, cy implies the number; g signifies the group; t symbolizes the time of
the simulation aimed at the design variables.

Step 2: Create a few random coyotes as the solution candidates inside the
search space that is equated as below.
ngt

g =i+ x * \ur; — lry] (5.9)

Here, x€(0, 1) signifies a random value; Ir; and ur; signify the j variable’s
lower and upper ranges in the search space.

Step 3: Enumerate every coyote’s cost function by using the below equation.

Objst = f(S% (5.10)

cy,j)

Step 4: Update the group’s location. Moreover, the candidates upgrade
their position by parting their groups and moving to another one. The leaving
procedure is defined centered on the probability formulation in the below

equation.
Py = 0.005 % (N,,)* (5.11)

Thus, by pondering N, <+/200, comprise values greater than 1. The number
of every coyote existing in the groups is restricted to 14 aimed at enhancing
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the algorithm’s diversity.

Step 5: Ponder every iteration’s best solution to be the alpha coyote and is
attained via the subsequent equation.

a?%t = S for min Objg’ (5.12)

In the proposed ICOA, two other coyotes, like gamma and beta coyotes, are
also considered rather than the only alpha coyote. The minimal value within
alpha, gamma, and beta is elected as the best solution within the search
space. The equations for calculating three parameters, like alpha, gamma,
and beta, are articulated below.

adt = Sgy’t|argcy:(172chy) mz’nchl’f (5.13)
pIt = ag’t|a7"gcy:(1,2chy) minadt (5.14)
vt = BPYargey—ao.... Ney) minB9" (5.15)

by = min(a?, g9t 491) (5.16)

Step 6: Consider that the coyotes are adequately arranged to convey the
social conditions and aid for the maintenance of the pack due to the swarm
intelligence’s evident signs dominant in this species. Hence, the COA con-
nects all information of the coyotes and enumerates it as the pack’s cultural
tendency.

C’ulg.” = {Rg(;vcyH) ; ifNey s odd
2 9

or (5.17)

2 5J 2 5]

7t —_
Culf = 5

Otherwise

gt g5t
{R<Ncy) . + R(NCyH) .

Here, R9* signifies all the ¢g** pack coyotes ranked social conditions in the i*"
time instant aimed at each j existing in the [1, D] range.

Step 7: Calculate the coyotes’ age (in years) that is signified as age;ﬂ’jeN :
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The new coyotes’ birth is formulated as a compilation of the two parents’
social conditions (arbitrarily chosen) and the environmental influence.

B?’t = {Sg{t,j rand; < S, or j=j

or
Bf’t = {Sf;j rand; > S, + A, or j = js (5.18)
or

B?’t = {Kj Otherwise

Here, r; and 75 signify the random coyotes as of the ¢ pack, j; and j, implies
the problem’s two arbitrary dimensions, .S, signifies the scatter probability,
A, implies the association probability, K, symbolizes an arbitrary number
within the %" dimension’s decision variable bound; rand; implies an arbitrary
number within [0,1] created with uniform probability. Both the probabilities
lead the coyotes’ cultural diversity as of the pack. The following equations
determine the S, and A,,.

@:% (5.19)
A, = (1_—252?) (5.20)

Here, A, develops the same influence effect aimed at both the parents.

Step 8: The algorithm considers that the coyotes are underneath the al-
pha’s influence A\; and the pack’s influence A, to signify the cultural interac-
tion within the groups. The initial one signifies the cultural difference as of
the pack (crq)'s random coyote to the best coyote bs, whereas the next one
implies the cultural difference as of a random coyote (cry) to the pack’s cul-
tural tendency. The probability’s uniform distribution selects the arbitrary
coyotes; A1 and Ay are equated as given below.

Ay = (b9t — 5ot (5.21)

Ccri

Ay = Cul?t — S91

cry

(5.22)
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Step 9: Update the coyote’s novel social condition utilizing the alpha’s and
pack’s influence via the equation (5.23).

(Sgg;t)new = Sg; -+ 7”1.)\1 -+ 7”2.)\2 (523)
Here,r; and ry are determined as random numbers within the [0, 1] range

produced with uniform probability.

Step 10: Examine the novel social condition as given below.

(0038 Vnew = F((S% Inew) (5.24)

Step 11: Continue with the novel social condition, if it is efficiently com-
pared to the older existing one, that is decided via the coyote’s cognitive
capacity. This procedure can be equated as below.

ng;t+1 - {(ng;t)new Z.f(ObngZ;t)”ew < (Ob]g;)
or (5.25)

gt+1 g:t ;
SeT = {Scy Otherwise

Step 12: Choose the coyote’s social condition, that efficiently adapts itself
to the environment and also utilizes it as the global solution for the problem.

5.2.2 Textual Analysis

The proposed work executes the textual phase after performing the analysis
of visual content. The opinions of users from the Twitter dataset are taken
as input in this phase. Then the pre-processing, word embedding, feature
extraction, and ranking are conducted on the input data explained below.

Pre-processing

The pre-processing involves tokenization, removal of stop words, lemmatiza-
tion, and Uniform Resource Locator (URL) removal. These steps are demon-
strated in Table 5.2.
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Table 5.2 Pre-processing techniques of textual analysis

pre-processing
Techniques

Description

Tokenization

Tokenization divides the dataset values
(comments) into a collection of tokens
(words). Next, it eliminates the redundant
words as of the comments.

Stop word
removal

The generally employed words’ list
widespread in whichever language is
termed as stop words. The most frequently
noticed stop word is “the”. Few other that
are frequently handled by the database are
“a”, “and”, “but”, “how”, or”, “what”,
and so on. They secure the words as of
being indexed. Hence, they ought to be
eliminated.

Lemmatization

Lemmatization is the same as stemming how-
ever it gives context to the words. Conse-
quently, it connects words comprising similar
meanings to one word.

URL Removal

If the comments comprise any URL links,
then that can be eliminated from the sen-
tences because the URL link does not relate
to any polarity.

Word Embedding

It is defined as the combined name used to compile language designing and
feature learning methods present on natural language processing tasks. The
words and phrases of vocabulary have been mapped to the vectors of real
numbers in the embedding technique. Our work utilizes the adaptive ELMo
method to execute effective word embedding. ELMo [183] recently have been
revealed to design word semantics with higher effectiveness via contextualized
learning on large-scale language corpora. It results in a considerable enhance-
ment across numerous natural language tasks. The traditional ELMo utilizes
a bidirectional LSTM layer comprising the demerit of maximal training time
and the slowest execution procedure due to three gates. These are the input
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gate, forget gate, and an output gate utilized by the bidirectional LSTM and
causes a lack of word-embedding.

Consequently, an adaptive version of ELMo is proposed to overcome these
demerits that utilize bidirectional GRU comprised of two gates: updating and
reset gate. The proposed adaptive ELMo employs these two gates in place
of three gates. The bidirectional GRU does the LSTM procedure utilizing a
single gate (updating gate). It is modeled to simplify the LSTM network’s
intricate architecture by decrementing the number of trainable parameters
available in every cell. Consequently, this can accelerate the conventional
ELMo procedure, and the word embedding of data (input) provides global
outcomes while utilizing this methodology. The proposed adaptive ELMo
steps are discussed below, and its flowchart is represented by Figure 5.3.

Step 1: Divide the pre-processed comments into the number of words, that
are signified as (¢; = ¢1,42,-..--Gn) , wherein n implies the number of words
present in the sentence. After that, partition the words into the number of
characters, and offer them into the embedding layer.

Step 2: Calculate the probability of the inputted comments utilizing the
bidirectional language model. It enumerates the probability of inputted sen-
tences S; by designing the probability of a word in the forward (q¢1, g2, -....qn)
and also backward (¢; 11, Git2, -----qn) directions, that is expressed by the equa-
tions given below.

X(q1, @2, -qn) = 2y x(ail a1, g2, Qi) (5.26)

X(q1,G2, -qn) = T X (Gil Qiv1s Gios o) (5.27)
Here, equation (5.26) implies the forward direction language design, that
encompasses information regarding a definite word and the context (other
words) before that word. The equation (5.27) implies a backward direction
language design, that encompasses information concerning the word and its
context.

Step 3: Signify the bidirectional language model design utilizing the equa-
tion (5.28).

Z(log(X(Qz’Ml,Qm ----- ¢i—1)) +log(x(ak|qis1, Givas - In))) (5.28)

i=1
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Step 4: Input the embedding layer’s results into the bidirectional GRU
layers to attain the word embedding vectors. The GRU primarily comprises
of two gates: the reset G, and the update GG, gates that are accountable for
merging the input with the prior one. The GRU layer encompasses present
input ¢; attained as of the embedding layer and a hidden state h,_; inherited
by the preceding node that comprises information about the preceding node.
Combine ¢; with hs_; , GRU gets the current hidden node’s output hs. The
Gge and G, output can be equated by the below equations.

Gre = X(A.qi + p1hs—1) (5.29)

Gup = X(qu + ,ughs_l) (530)

Here, A, B, p1, and ps signifies the GRU’s parameters; y implies the
sigmoid functions. Utilizing this function, the inputted data ¢; is converted
to values on the [0,1] range.

Step 5: The current state h,’s activation function is enumerated as given
below. R
hs = tanh(Aq; + Gre * pphs—1) (5.31)

Here, *

rameter.

signifies the elements-wise multiplication; p; implies the GRU pa-

Step 6: Update the state information utilizing equation (5.32).
he = Gup ® hy + (1 — Gp) ® hy_y (5.32)

Here, h, implies an updating phase, that comprises two steps of forgetting
as well as remembering simultaneously. The updating gating signal ranges
as of [0,1]. If equation (5.32) provides the ‘0’ value, then the preceding stage
is forgotten, or else, it is remembered.

Step 7: Process the sentences in forward (¢; to ¢,) and also backward (g,
to ¢;) direction for the pre-processed dataset utilizing equations (5.33) and
(5.34).

= .

E,=GRU(q;) i € [1,n] (5.33)
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By =GRU(G) i e [1,n]

(5.34)

%
Here, F, and E signifies the word embedding vector (weight value) in the
forward as well as backward direction.
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Figure 5.3 Flowchart of Adaptive ELMo
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Feature Extraction

After the word embedding is done, the emoticon and non-emoticon features
from the word embedded text are extracted by this phase. The emoticon
features signify the emotional symbols that are present in the sentence. It
indicates the non-emotional symbols that exist in the sentence. The non-
emoticon features are icons other than emotional icons. It consists of verbal
information that exists in various sentences available in the dataset. The Sen-
tiWordNet dictionary [184] is utilized for ranking the extracted features that
assign the polarity for every extracted feature of the comments or sentences
for forming the dataset. It is a lexical resource that links three numerical
values with every synset of WordNet: objectivity, positivity, and negativity.
The total of every three values is equivalent to one. Every entry of this
resource can be assessed as a compilation of X terms signified in equation
(5.35).

X, =< POS, swn.id,pl™,pl”, K,G > Where i=1,2,....n (5.35)

Where POS signifies the entry’s part-of-speech, swn.id is the SentiWordNet
key, pl™, pl~ are the positive as well as negative scores of X; that ranges as
of [0 - 1]. K[X;] = (ko, k1, ko.....k,,) are the synsets of X;, and G is the gloss
definition of X;. For finding the polarity of the word or feature w, the word
dominant polarity pl(w) is calculated utilizing the below equation (5.36).

pl(w) = {ler elseif plt > pl~
(5.36)
pl~ Otherwz'se}

In the dominant polarity score, every term is linked with two polarity scores.
The positive polarity score is represented as pl*, and the negative polarity
score is represented as pl~ of every term correspondingly.

5.2.3 Polarity Classification using BMMCA-DenseNet

After performing both visual and textual views, the final features of both
the phases are inserted into the proposed BMMCA-DenseNet. The classifi-
cation of the input visual-textual data into positive and negative classes is
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conducted in this phase of the proposed framework. The BMMCA is pro-
posed to accelerate the training progress with excellent generalization, which
merges the benefits of the brownian movement for updating the parameters in
dense blocks. Both DenseNet and ResNet are similar with some basic differ-
ences. ResNet is implemented by augmenting additive merges to the network
to learn residuals. In contrast, DenseNet can be executed by amalgamating
outputs as of the preceding layers rather than utilizing the addition. An
optimizer is necessarily selected for updating the parameters on DenseNet.
Therefore, this optimization-centered DenseNet is called BMMCA-DenseNet.
Figure 5.5 exhibits DenseNet’s architecture.

Dense blocks encompass DenseNet, and the layers are thickly connected in
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Figure 5.4 BMMCA-DenseNet

these blocks. Every layer acquires the output feature maps of the previous
layers as input. Deep supervision is formed on account of residual utilization
as every layer attains more supervision for the loss function. The last layer’s
output operates as a second layer’s input by using a composite function. It
includes the pooling layer, convolution layer, batch normalization, in addi-
tion to the non-linear activation layer. These connections signify that the
network has n(n + 1)/2 direct links, where n implies the number of layers
present in the architecture. The detailed function of DenseNet is specified
in [185]. An improved MCA utilized for DenseNet CNN’s parameter opti-
mization is described in this section.

In the Kalahari desert of Southern Africa, a new swarm intelligence al-
gorithm originating from the attentive watching of the Meerkat (Suricata
suricates) is developed as MCA [186]. The optimization issues are resolved
by utilizing MCA for achieving the optimal solution more effectively than
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the other swarm’s intelligence. But occasionally, MCA fails at finding global
optimum, and also it is surrounded by local optima because of the lack of a
good balance between exploration and exploitation. A brownian movement-
centered MCA called BMMCA is proposed to overcome the premature prob-
lem and improve MCA’s local searching ability for optimization problems. A
modified search equation with more valuable search experiences is introduced
in the proposed algorithm using the brownian movement. It results in gen-
erating a candidate solution that avoids being trapped within local optima.
The steps in BMMCA are described below.

Step 1: A clan of individuals is created randomly and the clan size is ini-
tialized as Cs, foraging group size as F,, , care group size as Cy, , and worst
foraging along with care rate as Wy, W, correspondingly. The total number
of clans C; in the population is expressed mathematically as given below.

Ci = [Cl, Cz, 03 ..... Cn], 1= 1, 2, R S ,n (537)

Step 2: A collection of solutions is randomly generated that is called clan size
Cs. The clan generated is assessed through the fitness function. The math-
ematical expression of the fitness function F; is computed by using equation
(5.38).

F,=C; x W, (5.38)

Where C; indicates the set of clans, W; denotes the corresponding weight val-
ues of each clan, which are chosen randomly between 0 and n-1. This weight
value is enumerated utilizing the brownian movement on the proposed tech-
nique. Unlike the random walk, the brownian movement steps are selected
grounded on the gaussian distribution rather than the dominant tailed dis-
tribution. The hawk’s periodic motion was distributed over a period with a
normal distribution with sudden jumps and random movements produced in
the kind of vibration. The brownian movement-centered weight computation
is conducted in the following equations.

W; =Y bxrand()« K (5.39)
=1
T,
A i 4
i (5.40)
M =100 % T, (5.41)

104



b\ 27 2h?

Where T,, signifies the motion time in seconds of clans; D implies the search
space dimension. The T}, value is taken as 0.01 in this study, i.e., the term
M provides the number of sudden motions for the identical agent in propor-
tion to time. The weight value acquired using brownian movement is utilized
in (39) for the fitness evaluation. The fitness value of different solutions is
computed using equation (38), thereby selecting the best solution from the
generated clan as Sentry.

P 1 exp [ (D= agents)2] (5.42)

Step 3: The rest of the clan is split into two groups: foraging group with
size Foy (where F,, < Cyy), together with the care group with size Cy, (Cs -
Fog-1).

Step 4: Create k-neighbors for foraging groups as follows:
ki = k1, ko, k3, ... k] (5.43)

Step 5: The worst solution is isolated in the foraging group depending upon
the worst foraging ratio and it is changed using the best ones of the care
group. Similarly, the worst solution is dropped in the care group based on
the worst care ratio; it is swapped with a new random solution generated.

Step 6: Finally, the best chosen solution from the foraging group is com-
pared with Sentry. Consequently, the Sentry is replaced with it, if it is the
best-obtained solution on the foraging group. These steps will be performed
till the condition is ended. Finally, sentry will be the best solution.

5.3 Results and Discussion

Our work proposes an efficient BMMCA-DenseNet classifier for performing a
visual-textual-centered SA. The empirical outcomes of the proposed method
are analyzed regarding various performance metrics by comparing them with
the existing techniques. The below section exhibits the dataset, performance
metrics, implementation model, and the comparison methods utilized in our
work. The proposed visual-textual SA using BMMCA-DenseNet implemen-
tation is done in Python with the following machine configurations as shown
in Table 5.3.
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Figure 5.5 Flowchart of BMMCA-DenseNet

Dataset Used

The two benchmark datasets, i.e., Twitter dataset for textual analysis [187]
and Flickr dataset for visual analysis [188] are utilized for the implementa-
tion. The extraction of 25000 comments from the Twitter dataset is done,
having 5000 comments employed for testing and 20000 comments for train-
ing. Every image of the visual dataset is annotated by five sentences centered
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Table 5.3 Experimental Requirements

Parameter Value
Processor Intel i5/core i7
RAM 4GB

(ON) Windows 7
CPU Speed 3.20 GHz

on crowdsourcing service as of Amazon mechanical turks. In visual analysis,
20% of data is utilized for testing and 80% of data is utilized for training
from the Flickr dataset.

5.3.2 Compared Methods and Metrics

The performance metrics attained by BMMCA-DenseNet, like specificity
(Sp), precision (P,), recall (R.), accuracy (A.), Negative Predictive Value
(NPV), F-measure (F},,), False Negative Rate (FNR), False Predictive Rate
(FPR), Matthew’s Correlation Coefficient (MCC), Receiver Operating Char-
acteristic (ROC), and Area Under the ROC Curve (AUC) are compared with
other existing techniques. These techniques include Adaptive Neuros-Fuzzy
Inference System (ANFIS), NB, SVM, and Recurrent Neural Network (RNN)
to evaluate the performance efficiency of the proposed BMMCA-DenseNet.
The performance metrics, namely accuracy, precision, etc. are utilized for
assessing the trustworthiness of this model, whereas metrics like NPV and
FPR are intended to estimate the efficiency in negative polarity classification.
The performance evaluation is centered on four values, namely true negative
(T,), true positive (7},), along with the false negative (F},), and false positive
(F},). These performance measurements are done for the testing pool of data
in this research framework. Similarly, the four values T,, T, F,, and F),
are extracted for visual analysis. The equations of all the metrics mentioned
above are described in this section.

e Specificity (5S,): It is described as the portion of the detected negative
cases with the data to the actual negative cases and it dealt only with
negative polarity classes. It is articulated by the equation given below:

T,
S, = =
PT.+F,

(5.44)
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Precision (P,): It is articulated as the properly classified instances
for those instances that are categorized as positive, also it is computed
employing the below equation:

T,
P=_" 5.45
T +F, (5.45)

Recall (R, ): The gauge of the positive polarity classes that are prop-
erly classified is termed as recall and is computed employing the below

equation:

T,
.= 4
k T, + F, (5.46)

F-measure (F),): It is calculated as the mean of the recall along with
precision metrics and is articulated as follows:

2T,
Fp = P 5.47
2T, + F, + F, (5.47)

Accuracy (A.): Tt is signified as the number of right predictions to
the total number of predictions and is formulated as follows:
T,+ T,

A, = 5.48
T,+ T, + F, + F, (5.48)

Negative predictive value (NPV): It signifies the portion of classes
with properly detected negative classes explained in given equation:
1y

T, + F,

NPV = (5.49)

False Predictive Rate (FPR): The ratio of the probability that the
null hypothesis for a specific test is incorrectly rejected is termed as
FPR and it is calculated as follows:

£y (5.50)

FPR =
F,+1T,

False Negative Rate (FINR): It is derived as the portion of pos-
itive outcomes that are predicated as negative test outcomes and is
articulated as follows:

FNR =

5.51
T (5.51)
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e Matthew’s Correlation Coefficient (MCC): The correlation co-
efficient between the predicted and observed classification is described
as MCC and it takes the value between [+1, -1]. The exact prediction
is indicated by MCC of +1 and 0 signifies a uniform random predic-
tion, along with -1 signifies an inverse prediction. It is mathematically
expressed as:

(T, = T,) — (F, x F,,)

MCC =
V(T + B )T, + Fo)(T + Fp) (T + Fr)

(5.52)

e Receiver Operating Characteristic (ROC) curve: It stands as a
graphical plot that exhibits the diagnostic capability of a binary clas-
sifier system since its discrimination threshold differs. The ROC curve
is generated through plotting TPR with FPR at disparate threshold
settings.

e Area under the (ROC) Curve (AUC): The area under a receiver
operating characteristic curve, also termed as AUC, stands as a single
scalar value that gauges the performance (overall) of a binary classifier.

AUO:1< (L) + (L) ) (5.53)

2\ (T, +F,) (T,+F,)

5.3.3 Experimental Evaluation

The performance attained by the proposed BMMCA-DenseNet classifier for
executing visual-textual social data on benchmark datasets is illustrated in
this section by comparing it with other conventional techniques such as NB,
ANFIS, SVM, and RNN. Table 5.4 exhibits the resultant polarity obtained for
the input images of Flickr while utilizing the proposed BMMCA-DenseNet.
The first and second columns in Table 5.4 exhibit the sample input images
along with their captions. Likewise, the third column exhibits the corre-
sponding input image’s resulting polarity image. The negative polarity at-
tained images are marked as red and positive polarity attained images as
green.
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Table 5.4 Result of BMMCA-DenseNet for Flickr database

Input Image Cap- Resultant Po-
tion larity
A boy with a S

stick kneeling
in front of a
goalie net

A man in a
black shirt
and a woman
in a brown
shirt blows a
bubble with
pink wands.

Positive

continued on next page
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continued from previous page

Input

Image Caption

A boy in a
blue shirt
plays in a
jumping tent.

Resultant Polarity

Positive

Black and
brown dog
growling  at

brown cat
hiding under
a wooden
bench.

continued on next page
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continued from previous page

Input Image Caption Resultant Polarity

One man Positive

is  laughing
while  being
kissed on
the cheek by
another man,
both men
are  wearing
formal wear.

The comparative analysis of the proposed BMMCA-DenseNet is performed
with the existing techniques for evaluating the outcomes. The different per-
formance metrics used for the analogy of classification algorithms are preci-
sion, NPV, accuracy, FPR, F-measure, specificity, FNR, recall, and MCC.
Table 5.5 exhibits the outcomes attained by BMMCA-DenseNet and the ex-
isting classification algorithms centered on the metrics described above for
visual-textual analysis. Table b5.5(a) and 5.5(b) displays the outcomes
provided by the proposed BMMCA-DenseNet and other existing techniques.
The proposed BMMCA-DenseNet attains remarkable performance when com-
pared with all other techniques. The highest values of S, (0.9713), P.
(0.9444), R. and F,, (0.9441), A, and NPV (0.9747), along with MCC
(0.9175) and less value of FPR (0.0276), and FNR (0.0577) is provided
by BMMCA-DenseNet. Therefore, the performance metrics attained by
BMMCA-DenseNet showcases the effectiveness of the sentiment classifica-
tion work. The below Figures 5.6(a) and 5.6(b) outlines the performance
analysis concerning the metrics S,, P,, and R, for the proposed as well as
the existing techniques.
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Table 5.5 Results of the proposed BMMCA-DenseNet with existing tech-
niques

(a)

Performance; RNN NB SVM ANFIS | Proposed
metrics(%) BMMCA-
DenseNet
Sp 0.7609 | 0.7447 | 0.7685 | 0.7407 | 0.9713
P, 0.7035 | 0.4072 | 0.5372 | 0.4814 | 0.9444
R. 0.6753 | 0.4083 | 0.5871 | 0.4841 | 0.9441
F. 0.6903 | 0.4054 | 0.5912 | 0.4831 | 0.9441
A, 0.8606 | 0.6098 | 0.6913 | 0.6543 | 0.9747
(b)
Performance] RNN NB SVM ANFIS | Proposed
metrics(%) BMMCA-
DenseNet
NPV 0.8166 | 0.7096 | 0.7684 | 0.7403 | 0.9747
FPR 0.2462 | 0.2592 | 0.2315 | 0.2592 | 0.0276
FNR 0.5199 | 0.5435 | 0.4629 | 0.4814 | 0.0577
MCC 0.2042 | 0.1019 | 0.3055 | 0.2777 | 0.9175
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The proposed BMMCA-DenseNet gives 0.9441 value for the R,., whereas
the other techniques, such as RNN, NB, SVM, and ANFIS, provide 0.6753,
0.4083, 0.5871, and 0.4841 respectively. Regarding the precision metric, the
proposed BMMCA-DenseNet gives the value of 0.9444. In contrast, the exist-
ing methods RNN, NB, SVM, and ANFIS have values 0.7035, 0.4072, 0.5372,
and 0.4814, respectively, that are less when compared to the BMMCA-
DenseNet. Similarly, for the specificity metric, the highest value of 0.9441 is
evaluated by BMMCA-DenseNet that is greater than the other techniques.
The graphical representation for performance evaluation of the proposed
method by comparing with other existing methods in terms of specificity,
precision, and recall is given in Figures 5.6(a) and 5.6(b).

By examining all the classifiers, NB and ANFIS are analyzed as the
lowest classifiers, and average performance is exhibited by SVM. The pro-
posed BMMCA-DenseNet presents superior performance for the classifica-
tion among all the techniques. Figures 5.7(a) and 5.7(b) exhibits the out-
comes regarding the metrics such as F,,, A., NPV, and MCC. The proposed
BMMCA-DenseNet exhibits the highest values of F-measure along with ac-
curacy on evaluating F,, and A, for all the techniques, that are F,,(0.9441),
A, (0.9747). The existing techniques like RNN (F,,- 0.6903 & A.-0.8606),
ANFIS (F,-0.4831 & A.-0.6543), NB (F},-0.4054 & A.-0.6098), and SVM
(F,-0.5912 & A.-0.6913) exhibits the lowest values. The graphical depic-
tion of performance evaluation of the proposed method by comparing with
other existing methods in terms of F-measure and accuracy is given in Figure
5.7(a).

The proposed BMMCA-DenseNet achieves the high-performance accu-
racy that is revealed by its outcomes. Likewise, the superior outcomes are
exhibited in Figure 5.7(b) by NPV and MCC of BMMCA-DenseNet i.e.,
0.9747 for NPV and 0.9175 for MCC whereas RNN gives 0.8166 of NPV
and 0.2042 of MCC, NB gives 0.7096 of NPV and 0.1019 of MCC, SVM
gives 0.7684 of NPV and 0.3055 of MCC and ANFIS provides 0.7403 of NPV
and 0.2777 of MCC. These values are less while equating with BMMCA-
DenseNet, and also the major consistent statistical rate is MCC. When the
prediction achieves good outcomes in all the confusion matrix classes pro-
portionally to the size of negative and positive elements on the dataset, the
high score is produced by MCC. Thus, BMMCA-DenseNet accurately classi-
fies the polarity of data in both visual and textual analysis, as demonstrated
from the outcomes. The graphical depiction for performance comparison of
the proposed method with existing methods in terms of FPR and FNR is
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displayed in the Figure 5.8.
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Figure 5.8 Performance comparison of the techniques regarding FPR and
FNR

The performance evaluation metrics such as FNR and FPR are utilized for
analyzing the error provided while classifying the data. When these measures
give less value, the lowest error is attained by the techniques while performing
classification. BMMCA-DenseNet exhibits 0.0276 and 0.0577 of FPR and
FNR, respectively. But the existing RNN, NB, SVM, and ANFIS methods
provide 0.2462, 0.2592, 0.2315, and 0.2592 of FPR and 0.5199, 0.5435, 0.4629,
and 0.4814 of FNR respectively, that are higher than BMMCA-DenseNet.
Thus, the outcomes exhibit that the proposed BMMCA-DenseNet obtains
the uppermost classification accuracy and lowest error rate while executing
sentiment analysis of data taken for both modalities.

The efficiency comparison of the proposed BMMCA-DenseNet with the
existing method, i.e., ABCDM [80] in the literature about precision, recall, F-
measure, and accuracy, are given in Table 5.6. The proposed work acquires
the value of 0.9444 while the existing method attains the value of 0.8369
considering the precision metric. Similarly, for the recall metric, the proposed
method gets the value of 0.9441 while the existing method achieves only
0.8112. The proposed technique acquires values of 0.9441 and 0.9747, while
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Table 5.6 Results of the proposed BMMCA-DenseNet with existing tech-
nique ABCDM in terms of Precision, Recall, F-measure, and Accuracy

Performance | Proposed ABCDM ([80]
metrics BMMCA-
DenseNet
P, 0.9444 0.8369
R, 0.9441 0.8112
E, 0.9441 0.8209
A, 0.9747 0.9275

the existing method attains values of 0.8209 and 0.9275 for the F-measure
and accuracy metric, respectively. The efficiency comparison of the proposed
BMMCA-DenseNet with the dataset source [188] about precision, recall, F-
measure, and accuracy are given in Table 5.7. From both Table 5.6 and 5.7,
it is evident that the proposed BMMCA-DenseNet outperforms the existing
technique and dataset source.

Table 5.7 Results of the proposed BMMCA-DenseNet with dataset source
in terms of Precision, Recall, F-measure, and Accuracy

Performance Proposed Flickr Dataset

metrics BMMCA- [188]
DenseNet

P, 0.9444 0.8216

R, 0.9441 0.8103

F, 0.9441 0.8357

A, 0.9747 0.9154

Figure 5.9 exhibits the performance analysis of the proposed BMMCA-
DenseNet concerning ROC. To achieve the highest ROC performance, TPR
must be high, while FPR must be minimal. The highest ROC value is at-
tained by the proposed BMMCA-DenseNet when TPR is 0.9351 and FPR is
0.04124. Likewise, for the AUC metric, the maximum AUC performance is
obtained when specificity is 0.947845 and recall is 0.9578. The AUC perfor-
mance of the proposed classifier is exhibited in the form of graphical repre-
sentation in Figure 5.10.
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5.4 Conclusion

This chapter provides a detailed description of the proposed system. An in-
tegrated framework, called Visual-Textual Sentiment Analysis (VITESA) is
proposed in this research. In this framework, Brownian Movement-based
Meerkat Clan Algorithm centered DenseNet (BMMCA-DenseNet) is pro-
posed for executing the SA utilizing the visual-textual data. The proposed
work carries out visual analysis together with textual analysis for polarity
classification. The proposed method attains greater accuracy and a lesser er-
ror rate than the existing techniques. Consequently, the experimental evalua-
tion concludes that the proposed method outperforms other existing methods
and achieves remarkable performance. This work can be extended by includ-
ing the data containing neutral polarity for sentiments and exploring its effect
on the evaluation metrics. The next chapter concludes the thesis and also
discusses the future scope.
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CHAPTER 6

CONCLUSIONS AND
FUTURE DIRECTIONS

This chapter gives concluding remarks on the thesis by highlighting the main
contributions of this research work. Sentiment analysis for multiple modal-
ities is a challenging and motivating problem. Social media users usually
combine text and images to express their opinions on websites, blogs, and
online portals to provide reviews, ratings, feedback, thoughts, and recommen-
dations. This thesis concentrates on the sentiment analysis of social media
data, including textual and visual information. It has been done by proposing
a novel framework that integrates social media contents for robust sentiment
analysis. The proposed method exploits the text and image data and achieves
better performance in sentiment prediction.

This chapter concludes the thesis by highlighting the main contributions of
this research work. This chapter commences with explaining the outcome of
each chapter and then discusses contributions of the visual-textual sentiment
analysis for social media data. Later, it focuses upon the future scope of the
work.
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6.1 Conclusions

Multimedia content having textual and visual data has become an existing
overall social media platform these days. Sentiment analysis is a promising
field of research that works on data from multiple modalities to augment sen-
timent prediction accuracy. With the increase of social media networks and
platforms over the years, the world has gained a significant transformation.
Sentiment analysis is the best tool to determine whether the assessment is
positive or negative.

This work focuses on developing a novel sentiment analysis framework
for social media data containing images with textual information. The main
emphasis is investigating how the communication between text and images
can be demonstrated systematically using both the modalities efficiently and
effectively. The focus is to augment the performance of sentiment predic-
tion using multiple modalities rather than a single modality system. The
primary motivation of research in sentiment analysis is the progressive in-
crease of public notions and sentiments over social media platforms. With
the emerging growth of various social media channels, it is becoming feasible
to automate and determine public opinion on a given topic, news, product,
or event.

This work has analyzed the previous work done in the field of sentiment
analysis. The various techniques for the sentimental analysis of social media
data are discussed in this work. The expected outcome of the research is a
novel sentiment analysis framework for visual and textual social media data.
The result enhances the text-image communication systematically to improve
sentiment prediction utilizing both information sources. This work shows the
performance improvement of text and image correlation and might impact
the sentiment classification accuracy. The results will influence social media
users and their opinions about any entity that leads to a better decision-
making process. The proposed method has improved the overall performance
in terms of various parameters like accuracy, specificity, recall, precision, etc.

This research work has presented a novel VITESA (Visual-Textual Sen-
timent Analysis) framework that utilizes the BMMCA-DenseNet method for
analyzing the sentiments utilizing the visual-textual data. The social media
data collected from Twitter is used in the proposed framework. The tex-
tual and visual features are extracted by using the proposed adaptive ELMo
and ICOA approaches, respectively. The features extracted from images and
text are fed to the proposed BMMCA-DenseNet classifier and intended to
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categorize the data into positive and negative polarity. The performance
of BMMCA-DenseNet is compared with existing algorithms, namely, AN-
FIS, NB, SVM, and RNN, and various performance metrics are evaluated.
The proposed BMMCA-DenseNet attains greater accuracy and also a lesser
error rate as compared to the existent techniques. The work achieves the
most satisfactory outcomes aimed at the remaining measures. Consequently,
the results conclude that the proposed classifier categorizes the visual-textual
data’s polarity comprising 97% accuracy and various other metrics with min-
imal error.

This thesis has been able to accomplish textual-visual sentiment analysis
of social media data by utilizing the features of text and images and thus
also proposing the framework and algorithms for the same.

6.2 Future Scope

This research work provides a novel and coherent framework that employs a
visual-textual-centered approach for sentiment analysis of social media data.
The framework developed for this work concentrates on procuring user re-
views and interpreting the sentiments associated with them. We hope this
thesis will help better understand the various associated challenges in the
sentiment analysis work for multiple modalities and highlight the imminent
future directions in this field.

e This work aims to provide in-depth knowledge regarding the devel-
opments that occurred in sentiment analysis research work. How-
ever, investigation of recent publications on sentiment analysis research
conducted in this work helps determine the progress achieved in the
last many years. Yet, it is not sufficient for determining the ongoing
progress, as advances in this domain are still occurring day-by-day.
Due to these advances, it is tough to obtain the exact idea about the
ongoing sentiment analysis research around the globe.

e Multimodal sentiment analysis is the modified dimension of the classical
text-dependent sentiment analysis that oversteps text analysis bounds
and incorporates other visual and audio information modalities. It
can include combinations of two distinct modalities (bimodal) or three
different modalities (trimodal). The work can be prolonged in the
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forthcoming future by employing the sentiment analysis classifier aimed
at the other multimodality data, i.e., audio, video, etc.

The social links among social images convey not only facts but also cues
about sentiment and emotions. In future work, the effect of social links
among corresponding social images can be explored in the sentiment
analysis of social images. Thus, the sentiment analysis of the impacts
of social images, i.e., people linked and tagged with images, symbols,
and gifs used, can be better explored further as a future direction.

This work can be extended by including the data containing neutral
polarity for sentiments and exploring its effect on the evaluation met-
rics. The social media data consists of a lot of information that can
not be considered positive or negative. These kinds of sentiments and
posts are difficult to analyze effectively. Therefore, the exploitation of
a computational approach for analyzing this aspect would be precise
and productive.

The framework implemented in this work can also be adapted for the
datasets obtained from other domains. The domain adaptation of the
classifiers is complex because some domains are too formal or produce
lengthier text than other domains. So it becomes difficult to han-
dle such kind of data. Moreover, computational analysis of domain-
independent data regarding sentiment analysis research progress would
help provide more knowledge and better ideas about current and future
developments in sentiment analysis worldwide.

The utilization of hybrid classification techniques also necessitates fu-
ture attention. Sentiment analysis of social media data can be better
analyzed by using the combination of different algorithms. Various al-
gorithms are developed based on optimization techniques. The study
can further be extended to analyze other optimization algorithms for
augmenting the accuracy of sentiment classification.

This research field included future work having experimentation per-
formed with other deep learning models with extended datasets. It
should also include many other domains like political, sports and restau-
rant reviews etc. and analyze them to develop a general system to be
used in different application areas for the further enhancement of the
society.
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e Future work in the field of textual and visual sentiment analysis can be
enhanced by analyzing with weka and other visualization tools. These
tools and platforms can be used to achieve better performance of dif-
ferent methodologies and enhance the system’s overall accuracy.

e The progress of research work in the sentiment analysis field for the
content of different languages can also motivate future researchers. It
becomes easy to collect and analyze the data due to its accessibility
from various sources for any language. But there is a need to perform
a lot of work to understand the conduct of multiple Indian languages
as well as to enhance the sentiment analysis accuracy. Also, the lack of
available labeled datasets for sentiment analysis of different languages
points to future work in this field. The annotated datasets can be
analyzed by implementing deep learning techniques to attain better
performance in this field.

The outcomes of this research can further impact the investigations in the
field of sentiment analysis for social media data, thereby opening new prospects
of research and extending its scope further in the developing world of intel-
ligent systems.
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APPENDIX A

The Appendix Section is the step by step explanation of the entire re-
search process. This section is basically used to show the proposed framework
which includes the snapshots of the following steps:-

e Data pre-processing
e Features Extraction

Feature Selection

Textual and Visual Sentiment Analysis

Performance Evaluation by various metrics

Comparison with state-of-art methods
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