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ABSTRACT

In the era of digital signal processing, like gragshand computation systems,
multiplication-accumulation (MAC) is one of the e operations. A MAC unit is a
vital component of a digital system, like differéfT algorithms, convolution, image
processing algorithms, etcetera. In this researotkywarious MAC architectures,
along with its sub-blocks such as adder and midtipare reviewed thoroughly. The
study shows that the efficiency of a MAC unit, aowith its sub-blocks is mainly
dependent upon the speed of operation, power dissip and chip area of the circuit
along with the complexity level of the circuit. Marof the researchers have also
emphasized on optimization of these design coms&rad make the MAC efficient.
Earlier studies have stressed on increasing theiexf€y of the overall MAC unit,
whereas some have presented the techniques togeroeimnarkable efficiency of the
sub-blocks. In this research work, the effectiverefghe MAC is further improved by
adopting both the approaches, i.e., the overdilitecture of the MAC unit is optimized
by applying a novel algorithm and the performantéhe sub-blocks of the MAC is
maximized by choosing hybrid design techniqueshm@gies such as block enabling
and pipelining are adopted in the proposed MAC igecture to make the overall unit
efficient. A novel Universal Compressor based Mulikir (UCM) architecture is also

proposed to make the sub-blocks of the MAC morieiefit.

The proposed UCM vyields a high-speed operation, aedce, the enhanced
performance is reported. The novel design of UCMunalyzed using the Cadence
Spectre tool in 90 nm CMOS technology, which igHar prototyped on the Nexys-4
Artix-7 FPGA board. Also, a Process-Voltage-Tempera(PVT) variation analysis is
performed on the UCM architecture using Cadence AQHor proper validation,
which results in faster operation in ultra-low slyppoltages (less than 0.9 V) for
higher-order bit multiplication. In comparison toallace tree-based architecture (in
0.6 V to 0.9 V supply voltages), the proposed desigs reduced the delay by 0.73%
and 5.05% for 5 x 5-bit and 9 x 9-bit operatiorspestively.



The novel architectures for Unsigned MAC (UMAC), digmed Synchronized MAC
(USMAC), Signed MAC (SMAC), and Signed Floating4poMAC (SFMAC) are
designed using proposed UCM architecture. The dedigrchitectures are simulated
on CMOS 90nm technology using Cadence Virtuoso.e TIMAC, USMAC, and
SMAC can accommodate two 8-bit inputs and prodadéelit output. Additionally, an

extra bit is used in the case of SMAC architecfareepresenting a signed number.

On the other hand, each input of the SFMAC repitasien is of 13 bits, in which two
bits are reserved for the sign bits of the numbdrits exponent. Remaining eleven bits
are used for 8-bit binary representation and Zkftonent representation. Therefore,
the input numbers in the proposed SFMAC have agrérogn —(0.11111113)% 2 to
+(0.11111111)x 2 and hence, the range of the inputs in a decimabaun system is
from —(7.96872) to +(7.96872). The performance of UMAC, USMAC, SMAC, and
SFMAC architectures are compared on the basisweépat 2V supply voltage, 20 ns
simulation period, and 333.33 MHz clock frequendyis inferred that the SFMAC
results in maximum static and average dynamic paweomparison to other proposed
MAC architectures because the transistor counEMAC is 2.5 and 5 times more than
SMAC and USMAC architecture respectively. Furthemep@ power comparison of
SFMAC architecture at different CMOS technologi€SMC 130 nm and GPDK 90
nm) in a specific input vector is studied at a @reocy of 83.33 MHz. Finally, a
performance comparison of the proposed MAC archites and the existing
architectures are discussed in detail, which shegrsficant improvement in terms of

static as well as average power.

Keywords: Compressor-based Multiplier; Low power; High spebdiéxys-4 Artix-7
FPGA; Cadence Virtuoso; Signed-Floating-point MA8lock Enabling; Clock
Gating.
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CHAPTER 1: INTRODUCTION

The invention of the TRANfer-reSISTOR (transistby) William B. Shockley, Walter
H. Brattain, and John Bardeen at AT & T Bell laliorees had changed the electronics
industry dramatically and opened the way for theaadement of the Integrated Circuit
technology. Jack Kilby designed the first IC at a@xnstruments in early 1960, and
since then, there is an evolution of different gatiens of IC technology. The types of
generation are based on the transistor count, agc8SI| consisting of 10 to 100
transistors, MSI consisting of 100 to 1000 tramsgtLSI consisting of 1000 to 10000
transistors, and VLSI consisting of more than 106@@sistors. The fifth-generation,
which has emerged recently as ULSI for which tmgeeof transistor count on a single
IC chip is not defined yet. Further miniaturizatienyet to come, and there must

inevitably be more revolutionary progress in apmpdythe ULSI technology.

Silicon CMOS technology has become the dominant ui@turing process for
relatively high performance and cost-effective VILRISI circuits over the past several
years. This development's ground-breaking essemcgemonstrated by the rapid
growth in which the number of transistors on a knthip integrated into circuits.
Though transistor count (i.e. the area) is the arinreason for such development,
energy efficiency and high-speed designs are aigoprimary concerns for the
designers. Therefore, the typical design conssahtvVLSI/ULSI circuits are power,
delay and area. Any digital system's performanaaaasured concerning the power,

delay and area. Design constraints can be explaiséollows:

* Timing Any circuit has specific timing requirements. icait with optimized
delay is the prime concern for VLSI designers.
* Area A circuit’s size can’t exceed the threshold lintitere, circuit size refers

to the backend design or final layout.



* Power A circuit must have the capability to save as mas the power it can.
But the VLSI designers must be careful while mirzimg the power of digital

circuits because a decrease in power consumptiomede the circuit slower.

There is an inverse relationship between the amdaime constraints. The design has
to be parallelized (which usually means that largecuits have to be designed) to
optimize timing (faster circuits) constraint for specific technology. Designers
typically have to compromise on circuit speed teate smaller circuits. Figure 1.1

shows the inverse relationship.

Area

Timing

Figure 1.1: Area versus Timing trade-off

In addition to design constraints, the optimizatidtarget technology is influenced by
operating environment variables such as 1/0O deldyge strengths and output loads.
To ensure that the circuits are configured fordppropriate operating environment,
operating environment factors must be input ineltdgic synthesis tool.

1.1NEED FOR LOW-POWER DESIGN

The popularity of portable devices and the requeeito limit the power consumption
(and therefore heat dissipation) in heavily-dens&SNULSI chips have resulted in
quick and revolutionary advances in low-power desiger the past few years. Mobile
applications necessitating low-power dissipatiord dngh throughput, let's say

notebook PCs, mobile communication devices, and$@Fe the driving forces behind



these innovations. In most of these cases, low poaesumption requirements need
to be met along with equally challenging targetsigh chip density and high speed.
Therefore, the low-power IC design surfaced asreeti@al and fast-developing area
of CMOS circuit design. Usually, the restricted teat life places very stringent
demands on the portable system's overall poweriragants. New types of
rechargeable batteries say "Nickel-Metal HydridéMN)" are being produced with
better energy storage capacity than the tradititiizkel-Cadmium (NiCd)" batteries.
Still, there is no prospect of a significant in@ean energy capacity in the foreseeable
future. The energy density (which is the energyestunit weight) provided by new
advancement in technologies (such as NiMH) is apprately 30 Watt-hour/pound,
which is quite lesser considering the growing aggtlons of portable systems. Scaling
down the energy dissipation of ICs by improving duonality is, therefore, a

significant task in the development of portableides.

In high-performance digital systems, such as migogssors-microcontrollers, DSPs,
etcetera, the need for low-power circuit developimsralso becoming a significant
concern. Targeting higher chip density and highiecgssing speed contributes to the
development of high-clock rate in very complex gits. If the chip's clock speed rises
then the chip's energy dissipation, thereby indngathe temperature linearly. As the
dissipated heat has to be efficiently removed tntasn the temperature of the chip at
an optimum level, the packaging cost, cooling armathextraction becomes an
important aspect. A few elite microchips structunedhe mid-1990s (such as, Intel
Pentium, DEC Alpha, PowerPC) which operates ireguency ranging from 100-300
MHz, and the total average power is ranging fronrb@Q0ON. ULSI's reliability is one
more critical factor to look after for the desigmeeers, as it emphases to the demand
for energy-efficient design. There is a near cotinecbetween electronic circuit
maximum power-dissipation and reliability concelike electro-migration and system
degradation caused by the carriers. Additionalig,thermal stress caused by chip heat
dissipation is also a significant issue to lookeafin terms of reliability. As a
consequence, increasing power-consumption is alsticat for improving

performance.



The procedures used in digital systems to achieweplower consumption vary from
device to device, technology to technology or datbar to algorithm level. The
standard system features (say threshold voltageicel dimension and interconnection
properties are essential factors in reducing powensumption. Circuit level
approaches such as a careful selection of cir@sitgd logic family, decrement in the
total number of voltage transitions and clockingraaches can be used to minimize
transistor-level energy dissipation. Measureseaatichitecture level include intelligent
power management of different system componemnislipe and concurrent usage, and

bus layout design.

Lastly, a good set of data processing algorithras e¢duces the power consumed by
the device as it reduces the number of switchinigigcfor a particular task.

1.1.1Causes for power dissipation

The energy or power dissipation in CMOS based itgdsi categorized into three main

categories, namely,

1. Switching or Dynamic power consumption
2. Short circuit power consumption

3. Leakage power consumption

A fourth power element, namely static power, woallsb be considered if the device
or chip contains circuits other than standard CMfates that have direct current paths

between Wp and \ks

Switching or Dynamic power consumption:

Dynamic power is the dissipation of energy duringwatching activity which means

that a CMOS logic gate's output node voltage maksgitch that consumes electricity.
For digital CMOS circuits, as energy is collecteahf the \bp to charge the capacitance
at the output node, dynamic power is dissipatece dhtput node voltage usually
transitions from O to Yo during the charging cycle, and the power usedtlier

conversion is relatively independent of the cirsuiinctionalities.



Short-Circuit Power Consumption:

The dissipation of the dynamic power describedhenlast sub-section is simply due to
the power needed to charge the parasitic capaeitenthe circuit, and the dynamic
power is non-dependent on the input signal's afidimes. Now, in a situation where

a CMOS logic gate is controlled with finite risd/fme on the input waveforms, both

the N-Channel MOSFETs and the P-Channel MOSFETikardesign may conduct

momentarily and concurrently for a small duratidime during the transitions. This

eventually forms a direct current path betweenvbg and the ¥és

Leakage Power Consumption:

The N-Channel MOSFETSs and the P-Channel MOSFET® insgigital designs using
CMOS circuits usually have reverse leakage currastsell as sub-threshold currents
with non-zero values practically. In a chip coniagnh an enormous number of
transistors, these flows of current can add tddked energy or power dissipation even
when the transistors are not performing any tramsietivity. Primarily the processing
parameters determine the scale of the leakagentsriehe leakage current components
found in N-Channel MOSFETs and P-Channel MOSFE®s ar

A. Reverse-diode leakage current

B. Sub-threshold leakage current
1.2FACTORS AFFECTING HIGH-SPEED DESIGN

The delay for a CMOS based circuit relies on trergé-discharge rate at the output of
all capacitors. The capacitance of all capacitormected to the circuit is due to two
elements called the parasitic capacitance andadde tapacitance. The propagation

delay () of a CMOS inverter is given by equation 1.1.
Tp = ZCL/KVdd (11)

The delay in propagation (in general "propagatielay’) is the time taken to transfer
a signal to the output from the input. Typicallyis defined between the 50% points,
as shown in figure 1.2. The propagation delay efitigic gate is the mean of the output

signal switching from logic low to highrg;y) and high to low1py;). As shown in
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figure 1.2, the dotted lines, i.e. the ideal inpubutput which has immediately changed
from low to high and high to low. But practicallgny system can't change abruptly
from logic high to low or vice versa. Thereforeeit# is a requirement for rise and fall
time. Rise time is the time taken by a signal tange from 10% to 90% of the final

value; whereas the fall time is the time taken Isygmal to change from 90% to 10%

of the final value.

input

output

time

Figure 1.2: Rise-fall time during input output tsétions

For CMOS inverter, as shown in equation 1.1, thepagation delay varies directly
with the changes of load capacitance and variesrg®ly with the value of 'K'. The
same relation can be obtained for the output tsémsin bipolar technology. The
relationship of propagation delay and load capac#ais shown in figure 1.3 in
graphical representation for three logic families, ECL, CMOS and TTL. As the
graph depicts, the delay is low at low capacitanoethe CMOS logic family in
comparison to TTL logic. The main reason for themeas the load capacitance is an
external capacitance, and it doesn't include ttexnal capacitance of the logic gate.
The internal capacitance for CMOS devices is sm#tian bipolar devices because a
CMOS device takes considerably smaller space ifay@ut than the bipolar device.
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Hence the larger size of the device offers higheui capacitance. However, as the
load capacitance is much bigger than internal lo@placitance, its influence is not

visible in the propagation delay.

Relative
delay
r 10T
CMOS
8 e
6 -

TTL/BiCMOS

4 |
2 -
L
} f >
OpF S0pF Extemal Load Capacitance

Figure 1.3: Propagation delay versus load capamtéor different logic families

On the other hand, the practical value of K is nsgaificant for bipolar devices than
CMOS devices. Therefore, with larger load capaciathe propagation delay for
CMOS devices are more than that of TTL devices.sTlfua large capacitance to be
driven, i.e. the system has large fan-in, then laiptevices are preferred. On the other
way around, if the system has low output capacégaocdrive, (i.e. < 30 pF), then
CMOS can be preferred. For ECL logic family, théaglerersus capacitance shows that
these devices are fastest among all three sinceld&fit systems don't enter saturation.
Therefore, a circuit with higher speed and lower@oconsumption is always desired.
Moreover, as there is a trade-off between the povegisumption and delay, the

performance of a circuit is mostly evaluated imterf Power-Delay Product (PDP).



1.3INTRODUCTION TO MULTIPLY & ACCUMULATE (MAC)
ARCHITECTURE

Today’s portable devices are capable of doing infageing to face recognition, an
audio signal enhancement to voice recognition asduge-based control to biometric
authentication. All those functionalities are theplecations of Digital Signal
Processing (DSP). A large number of mathematicadraipns are performed
repeatedly and quickly on a series of data sampld3SP algorithms. Most operating
systems and general-purpose microprocessors canessfglly execute DSP
algorithms. Still, because of power efficiency doaisits, they are not suitable for use
in portable devices such as PDAs and mobile phddesever, the rapid growth of
portable electronics has introduced the significdrallenges of low power and high

throughput for VLSI/ULSI design engineers.

Among the other digital blocks, Multiply and Acculate (MAC) unit plays a vital role
while evaluating the performance of a DSP block.il&/performing convolution,
filtering or any other DSP operations, it is alwagsired to use an efficient MAC unit.

The efficiency of a MAC unit is measured in ternfi$veo factors:

1) Speed of operation

2) Overall power consumption [1, 2]

The essential operation of the MAC is to fetch ithyguts from the input devices or
memory and process it through the multiplier blackl provide the result to an adder
which sum-up the current multiplier output with freviously accumulated result and
then again accumulate the result in an accumulatpster. Generalized block diagram
of 8 x 8-bit MAC is shown in figure 1.4. The MACchitecture contains the main
functional blocks as multiplier, adder and registecumulator. The multiplier
performs the multiplication operation over the timput operands; the adder performs
the addition of the result of the multiplier withet result of the previous cycle and the
register or accumulator stores the sum for nextecgddition. Different approaches for
multiplication as well as the addition for MAC opé&on is described in detail in the
literature by [3, 4] etcetera. Mathematically, thy@eration of the MAC is to generate



the product of two operands And Y and add the result with the previously stored
result from the last multiplication in a single ckoperiod [5]. The operation of MAC

can be expressed, as mentioned in equation 1.2.

F=YULXY, (1.2)
Where ‘I’ denote the range of the values.

8-Bit Input 8-Bit Input

8-Bit Multiplier

16-Bit Output

A 4

16-Bit Register

16-Bit Output

A 4 y

17-Bit Adder

A 4

17-Bit Register

17-Bit Output

A 4

Figure 1.4: Generalized block diagram of 8 x WiC

A high-speed MAC architecture which promises withoptimized area is proposed in
[1]. It uses 4:2 compressor circuits to improveespdn 2012, a novel architecture for
the multiplier is proposed by [6]. In 2013, a noasthitecture using modified Wallace
tree multiplier is proposed by [7]. The implemeitatis done for 64 bits. Modified
Braun multiplier is used to implement a basic MAG@tun [8]. The implementation is
done on NCSim and RTL Compiler. A low power Baugbhaléy multiplier-based unit

is proposed in the year 2014 by [9]. A pipelineddzharchitecture has been proposed
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in this work. Split MAC architecture is explained [10]. A technique to compress the
partial product using "interleaved adders” and adiined hybrid Partial-Product-
Reduction-Tree (PPRT)" schemes are proposed inntbik to enhance the speed of
operation further. There are several architectergdained in the past by various
designers. However, all these different architext{0% of them in the literature) are
designed with the help of Hardware Descriptive Leages (HDL) such as Verilog or
VHDL. The main disadvantage of using HDL is that thasic blocks, those are to be
used while designing any architecture, use thegfieed system defined primitives
(standard PMOS-NMOS implementation). Because athyteven after using smart
and efficient structural designs, the architeclags in certain aspects. The main reason
for such a shortcoming is the non-optimization a$ib building blocks viz. multiplier,
accumulator and adder.

1.3.1Multiplier

In DSP architectures, multiplication is the fundamaé¢ operation. Multipliers require
large area (because of partial product generationg, latency and consume relatively
higher power than adder/subtractor circuits. Any ltiplier-based system's
performance is evaluated based on the optimizatidhe primary design constraints
(explain later in this chapter). The reason for slaee is that the multiplier is the
slowest unit in the arithmetic system. Hence, maaimg the speed of operation of the
multiplier along with optimization of power and ares the primary concern for any
system design. However, the trade-off between andaspeed & power and speed are
unavoidable. Therefore, minimizing one of designstmaint (power, delay or speed)
may have the possibility to increase the other bfmeover, as mentioned above, the
hardware requirement in multiplier circuit is enaus. Hence, low power design is a
challenge as it has become the authoritative meagar designing the power-efficient
multiplier designs for high speed and compact desiicAs mentioned earlier, the
multiplier is one of the central units for desigmia power-efficient circuit, where the
multiplier block decides the efficiency of the DSPerefore, extensive research work
has been performed on low power multiplier desigvith different area-speed

constraints.
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Figure 1.5: 4-bit Wallace tree multiplier

Table 1.1: Comparisons of performance parametewdiffierent logic styles

Multiplier Logic Delay Power PDP No. of

Type Style (ns) (LW) (fJ) Transistor
CMOS 8.300 10.73 89.06 384

Array CPL 4.337 24.70 131.82 368
DPL 4.667 19.72 92.03 448

CMOS 4.247 10.68 45.35 384

Tree CPL 4.105 23.61 125.25 368
DPL 4.526 19.87 89.93 448

Australian computer scientist Chris Wallace proploadast multiplication technique
in the year 1964 [11]. The hardware requiremertis architecture is very high, but it
reduces the delay substantially. The architectuoenjses to get the products and
guotients within a time of 1 pus and 3 ps respeltiifet is used in diode-transistor
logic. The architecture proposed in [11] can bedusbere a high-speed design is a
primary concern, not the regularity of the struetdfigure 1.5 shows the conventional
Wallace tree architecture. As mentioned by [122012, “The Wallace tree multiplier

is faster than an array multiplier because its liteig logarithmic in word size, not
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linear”. The only disadvantage of Wallace tree iplitir is that its irregular structure.
In the recent past, many attempts are made to gntif Wallace tree structure, but a
hand full of attempts are made to make the degigular. The performance comparison
of array multiplier and Wallace tree in differeaglc style is given in table 1.1 [13].

1.3.2Accumulator

An accumulator or register is a temporary storagere the internal as well as final
arithmetical and/or logical results are stored.hWitt an accumulator or register it
becomes very crucial to store the outcome of eacheaxery operation (summation,
multiplication, shift, etcetera) to the main memofhe main reason to use the
accumulator or register is to read the stored otatae immediate previous cycle and
to use it in the next operation because mathentaijmerations often take place in a
stepwise manner, using the results from one operadis the input to the next.
Moreover, the main memory access is slower thaessotg an accumulator or register
repetitively; which eventually decreases the spienperation of the circuit. But it is
to be noted that, though the technology used foesging large main memory is slower
but its design cost is cheaper than that of anraatator or register as the memory.

W_/ RIJar

DATA

W> DFF

Figure 1.6: Basic accumulator or register circuit

The fundamental element constituting an accumulatoa register is a D-flip-flop
which can store a 1-bit of data. Two AND gates withck input are also used. Hence,
the register cell has three inputs, namely "writ@@gation of read"”, "clock" and "D".
The output of the block is Q. Figure 1.6 showsdimgle-bit register [5].
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1.3.3Adder

An adder is also known as summer is a logic cinathiich adds two numbers. Adders
or summer circuit is used not only for addition blgo for multiplication, updating the
addresses, increment/decrement operations, tabiteesetcetera. The adder operation
is performed in binary number systems, but the adda also be applied on BCD,
excess -3 etcetera. Adders are of two types:

* Half Adder: It adds two 1-bit binary numbers and the outpués‘sum’ and
‘carry’ values. For ‘sum’ output is the XOR of thwo inputs whereas, the
‘carry’ output is the AND of the two inputs. Haldider is used rigorously in full
adder circuit, multi-bit adder circuit, multiplierrcuit etcetera.

* Full Adder: It performs addition operation on three 1-bit vhles and
produces the ‘sum’ and ‘carry’ outputs. It take® iaccount the carry input also.
Most of the n-bit adder architectures utilize fatiders. The multiplier, adder-
cum-subtractor circuit etcetera use the full aduleuit rigorously.

1.3.4Block enabled technique & pipelined architecture

As the feature size is scaled down, low powereasmiost critical issue in today's VLSI
design. Block Enabling is one of the most elegawt eassic technique for reduction
of dynamic power, a significant contributor in top@wer consumption of any VLSI

circuit [13].

denamic = Linternal + VDZD-fclk- a. CL (1-3)

The mathematical expression for dynamic poweraswshin equation 1.3, where pé’

is the supply voltage, i’ is the clock frequencyg' represents the switching activities
at nodes and ‘C represents load capacitances. Block enablingnigcie facilitates
saving of electrical power used by digital signadgessors by reducing the switching
activity ‘a’. The power-saving is ensured in this techniquadtivating the design block
as and when required. For this, initially, the gtefar each building block of the
architecture needs to be calculated. Every builditeck of the architecture gets

enabled only after the desired delay required &t tock to produce the output
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correctly. The successive blocks are disabled uhél inputs are available to the

respective block and thus saving power [14].

The basic idea of pipelining comes from everyddg. |For example, water pipe
continuously sends water without waiting for theevgreviously sent to be out, which
leads to a reduction in critical paths. In DSP,epipng either reduces the power
consumption at the same speed or increases thk spmed. In the buffered and
synchronous pipelined architectures, "pipeline siegs” are introduced between the
functional blocks, and are synchronized (usingoalcpulse). The delay between each
clock signal is set in such a way that when thésters are clocked, the data stored in
it is passed to the next stage. The representafigipelined architecture with block

enabling technique is shown in figure 1.7.

Previous output

A h Pipeline N
Functional synchronous >
s Output Buffer Synchronous

Block Skt
—

Edges of clock

Positive Edge
Clock

Detector
(PED)

Figure 1.7: Pipelined and Block enabled Architeetur

The main objective of the research work is to itigese various pipelined MAC
architectures which are efficient in terms of thgplementation of the high-yielding
signal processing architectures and also to hassetepower consumption. This is
because, the power consumption, speed and higliHygetates are always interlinked
with the DSP systems. Initially, a 1 x 1-bit fixpdint unsigned MAC unit is designed
in full custom IC design platform (using Cadencertvso) with appropriate

geometries to produce optimized power, area, atalydS&imilarly, using the same
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concept, a 1 x 1-bit floating point signed/unsigh®iC unit is proposed and later the
work is extended till 8 x 8 bit fixed-point signedsigned number and 8 x 8 bit floating-
point signed/unsigned number. Full custom IC degutatform is chosen for this
research work to optimize the essential and funddémhéuilding block.

1.4 SIGNIFICANCE OF THIS RESEARCH

As discussed earlier in this chapter, the multipied accumulator are the critical
components of MAC architecture [1-9]. As the effiaty of the MAC is dependent
upon the efficiency of the multiplier (mainly), efficient multiplier (in terms of typical
design constraints) design can further improvise dfficiency of a MAC unit.
Moreover, the existing multipliers in the literagufl1-13] are mostly based on the
Wallace tree algorithm. It is claimed that the nplikrs based on the Wallace tree
reduce the steps involved to add the partial prizdugtill, it uses half adder or full
adder for the addition of partial products whicbrgases the complexity of the circuit.
Further, any electronic circuit can be designetilaydifferent approaches, namely the
top-down approach and the bottom-up approach dmajp-down approach, the designs
are implemented by focusing mainly on the outpfitiehcy of the overall design. i.e.
importance is given on the implementation of thecpss or algorithm, not on the
optimization of primary cells. On the other hamdthe case of the bottom-up approach,
the whole digital architecture is designed starfnogn its primary cell, i.e. importance
is given on optimization of the primary cell as iaxad on the practical implementation
of the algorithm. In the existing literature, falistom circuit design for the MAC unit
has never been proposed [1-9]. Additionally, syanfration, clock gating techniques
and pipelining can further enhance the speed ofatipe and minimize the power

consumption.

Therefore, in this research work, a universal casgor (N:M of any size) based
multiplier is proposed to use it as the core of phgposed MAC unit to improve the
efficiency. Additionally, a full custom IC approaghth synchronization, clock gating
techniques and pipelining is adopted in the desigtine proposed MAC to optimize
the overall architecture which eventually provisesch more efficiency in terms of

power as well as delay.
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1.5ROADMAP OF THE THESIS

Chapter 2 offers a detailed review of literaturedzhon adder, multiplier and MAC
architectures. It has presented the recent devaogin these areas in recent years.

Based on the literature survey, the objectivesisfriesearch work are framed.

Chapter 3 shows the design and implementationeohtivel UCM architecture, which
promises higher speed at ultra-low supply voltg¢gess than 0.6V). A novel universal
compressor (N:M of any size) is used for the additof partial products while
designing the multiplier. The multiplier is named Bniversal Compressor-based
Multiplier (UCM). The prototype of the proposed ripiier is implemented on FPGA.
The UCM architecture is applied for developmentsliferent architectures of MAC
for fixed-point unsigned/signed, and floating-poimsigned/signed operations in

chapter 4 and 5.

Chapter 4 discusses the UMAC, USMAC and SMAC aedhires which are
specialized in unsigned, synchronized-unsigned symthronized-signed operations
respectively for fixed-point inputs. The novel UGI¥thitecture explained in chapter 3
is used for designing the MAC architectures. Thapgrcal outputs of the UMAC,
USMAC and SMAC architectures shows the accuracthefdesigns and advantages

of one over another.

Chapter 5 discusses the implementation of the SFM&Bitecture, which is capable
of performing signed/unsigned fixed-point or sighesigned floating-point MAC

operation on given 8-bit inputs. The SFMAC arcltitee is the further extension of the
MAC architectures proposed in chapter 4. The blexébling technique is deployed
along with pipelining to optimize the power consuiop of the proposed SFMAC

architecture.

Chapter 6 consists of the detailed results andidson of the proposed architectures.
A comparative analysis is also shown in this chapte

Finally, the conclusion of the thesis, its impodarand its future works that can be

adopted, are addressed in chapter 7.
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CHAPTER 2: REVIEW OF
LITERATURE

As mentioned in the previous chapter, the esseatialiponent of a MAC unit is a
multiplier; on the other hand, the integral companef a multiplier is an adder or
summer. Therefore, this section is explained in {pasts; namely i) Adder and

Multiplier and ii) Multiply and Accumulate unit.

2.1 ADDER AND MULTIPLIER

(Wallace, 1964):A m x n bit multiplier using combinational logim(one gating step)
is proposed. The proposed architecture promisegetathe products and quotients
within a time of 1 us and 3 ps respectively ifdtused in diode-transistor logic.

Moreover, a rapid square-root process is also desali[11].

(Itoh, et al., 2001): In this work, a rectangular styled Wallace-treehéecture is
proposed. As stated, the partial products are gatgé into two groups and summed

up separately in top-down and bottom-up directid$.

(Onomi, et al., 2001):A Wallace-tree multiplier architecture suitable fopeline
scheme is proposed in this research, where "cang-adders are used for the addition
of partial products”. In this proposed work, théhaus have claimed for removing the

irregularity present in a conventional Wallace taeehitecture [16].

(Liao, Su, et al., 2002)A CSA portioning algorithm is proposed in this pgpehich

is applied to the Booth-encoded Wallace-tree allgori As stated by the authors, "by
taking into various data arrival times, a brancd-aound algorithm is proposed and a
heuristic to partition an n-bit carry-select adddéo several adder blocks so that the

overall delay of the design is minimized" [4].
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(Guevorkian, et al., 2005):An architecture targeting mobile multimedia systeis
proposed in this paper by introducing a “MAVIP”, wh is a “reconfigurable extension
derived from a high-radix multiplier structure". MAVIP may be configured "either
to a processing unit with DSP-specific operationshsas multiplication, multiply-
accumulate, parallel addition, MIN/MAX, etcetera @ne/another ASIC such as a

matrix-vector multiplier, FIR filter or SAD accebior” [17].

(Kuo, et al., 2008):Low power high-performance latch adder-based \Wallaee
multiplier has been proposed. The proposed tecksitpased tree multiplier provides
22.3-23.7% of lesser delay and 5.5-3.3% of lessmwep consumption than the

conventional traditional latch-adder technique-dasee multiplier [18].

(Chen, et al., 2008):Canonical Signed digit multiplier is proposed witte help of
Wallace tree adder is proposed. CSD requires ttotileip table for fetching the data
from memory. Hence the speed of operation has iwggko Finally, the FPGA

implementation is done [19].

(Yi, et al., 2009):In this research work, a modified booth algoritierstudied and
proposed which yields a variable bit-length muiépl The proposed multiplier can
perform "a 32 x 32-bit or dual 16 x 16-bit or fa8irx 8-bit multiplications, which
greatly enhance the parallelism of the multiplieFhe overall implementation is
performed in Verilog HDL [20].

(Nachtigal, et al., 2010):In this research work, reversible design of sifglecision

floating-point multiplier is proposed which uses technique called "operand
decomposition approach”. To design a "reversible 24-bit multiplier", the operands
are partitioned into three groups consisting oft8 each. Therefore, the "24 x 24 bit
reversible multiplication" is performed using nitreversible 8 x 8-bit Wallace tree

multipliers” and then the outputs are summed tdlgefinal result [21].

(Singh, et al., 2012):Various logic style-based "1-bit full adders" ahAND2
function” are designed in this paper and used ésighing 4 x 4 unsigned arrays and
tree multiplier. The full adders and AND2 functiane designed in different logic
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techniques such as CMOS logic, CPL logic and DRJiclstyle to improve the area,
power, delay and PDP [13].

(Rao, et al., 2012):An improved version of tree-based Wallace tree tipligr
architecture using Booth Recorder is proposedigwiork. This proposed architecture
reduces the latency and area of Wallace tree rhaltipvith the help of the Booth
algorithm and compressor adders. The overall impteation is performed in Verilog
HDL [12].

(Sousa, 2013)in this paper, an improved version of modul® €2I) multipliers is
proposed. The efficiency is achieved by “manipulgthe Booth tables and by applying
a simple correction term” in the existing moduld' (2 I) multiplier algorithm.
Moreover, the author states in the paper that tteposed multiplier is almost as
efficient as those for ordinary integer multiplicat’ [22].

(Khan, et al., 2013):The complexity of Wallace tree multiplier redugedhis research

work without compromising with the delay. As full@er is used gregariously in
Wallace tree multiplier (in partial product redwactias well as in the form of carry-
propagation-adder), an "energy-efficient CMOS &dter" is used at the place of full

adder standard cell to reduce power, area and {&8y

(Kshirsagar, et al., 2013):For simultaneous arithmetic operation and theesftw

increase the speed of operations, a “four-stagaipipg at the intermediate nodes” is
discussed in this proposed work. The architectsrdesigned in Verilog HDL and
simulated using Cadence Spectre tool at TSMC 45echnblogy. Cadence RTL

Compiler is used for detailed analysis of the atrf24].

(Jayaprakash, et al., 2013):This paper proposed a novel "low-power hybrid full
adder" which consumes deficient power. The saneenspared with its conventional
counterpart (28T). The power consumption is foundoé low in this design. The

implementation is done on MOSIS 90 nm Technolody}.[2

(Bhattacharyya, et al., 2014)A hybrid full adder based on CMOS and transmission
gate technique is proposed in this paper. The dasi@lso extended till 32-bit full
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adder operation. The implementation of the cirudone in Cadence Spectre tool in
90 nm and 180 nm CMOS technology [3].

(Paradhasaradhi, et al., 2014)The "Modified CSLA (MCSLA)" is proposed in this
paper, which is designed using "Common Boolean ¢'ogind implemented using the
Wallace Tree Algorithm. The implemented MCSLA isyqmared with regular CSLA

architectures. The proposed work requires lessariarcomparison to normal Wallace

tree multiplier [26].

(Luu, et al., 2014):An unsigned 32-bit multiplier for best timing penfieance with the
optimized area is proposed in this research pdper.architecture uses "a modified
Radix-4 Booth encoder, a modified Wallace Tree added a Carry Look Ahead
adder" [27].

(Reddy, et al., 2014)in this paper, a Gate Diffusion Input techniquedzhlow-power
multiplier for 8-bit operation is proposed. The wetion in power and area is achieved
by using “Booth encoding and Wallace tree techrii@sethis algorithm generates the
minimal number of partial products for signed numipeiltiplication and provides an
efficient way to add the partial products [28].

(Srinitha, et al., 2015):A VHDL based high performance Fused Add-MultidhAM)
unit architecture is proposed in this research wdhe proposed architecture uses 4:2

compressor block instead of full adder/half ad@&.[

(Jaiswal, et al., 2015)A MUX based full adder is proposed in this reskaticle and
then, the work is further extended for designing/allace tree multiplier. Because of
the optimization of the adder, the performancéhefrhultiplier has got improved. The
architectural design is done in Verilog, and thactionalities are confirmed using
Quartus |1 [30].

(Shoba, et al.,, 2017)A “CslA and Binary to Excess 1 Converter (BEC)" based
multiplier is proposed in this paper. Because efuke of the BEC, the total number of
adders is reduced by n/4 than orthodox additior®eh(here 'n' is the width of the
input). Moreover, a Vedic multiplier is used asasd® multiplier which requires lesser
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area and lesser delay. Additionally, Gate Diffusioput (GDI) logic style is used for
designing the proposed multiplier. The functioryalitf the proposed multiplier is
analyzed and verified by Cadence Spectre Tool inmi3CMOS technology. From the
comparative analysis, it is found that the propasedtiplier requires 17% lesser PDP
than its close competitor. The Monte Carlo simolais also performed to analyze the

performance in extreme conditions [31].

(Ozcan, et al., 2018)A "Montgomery multiplier" which works iterativelg proposed
in this work. A digit of the multiplier is multipid by the digits of the multiplicand in
every iteration. And the result is stored in anuacalator. Each time the total number
of multiplier and multiplicand is reduced by the Mgomery method. As stated in the
paper, the total number of iterations requiredamplete the multiplication process is
eight cycles, and therefore it saves some hardweseurces. The prototype of the
architecture is implemented on the Virtex-7 FPGArod32].

(Rose, et al., 2019)A DML multiplier which is capable of performing éhmixed
operation mode (i.e. a mixture of the static/dyramode) is proposed which promises
to offer "better performance and energy trade-ioffomparison to the standard CMOS
based designs. In fact, "the use of the dynamicariod higher precision operations
ensures higher performance as compared to theasth@MOS circuit (16% gain on
average) at the cost of higher energy consumptibn'comparison with standard
CMOS implementation, the proposed DML's mixed-manféers 15% of EDP
improvement in a varied range supply voltage. Aadied PVT analysis is also carried

out to ensure the performance at extreme condif@8is

2.2MULTIPLY AND ACCUMULATE UNIT

(Suzuki, et al., 1996):A FADD core is proposed in this design. The coas heen
fabricated in CMOS 0.5um technology. LZA technigseaused for normalizing the

numbers. HDL is used for the overall design [34].

(Pillai, et al., 2000):A floating-point low power multiply-accumulate umstpresented
in this work. Transition activity and data path aienplified to reduce the power
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consumption. A 4 state FSM model is used to reptabe switching activity. Due to

data path simplification, the latency and delayrackiced [35].

(Natter, et al., 2000)A signed VHDL based MAC is proposed in this workeTdesign

is also implemented on FPGA board. The proposed MNAgOrithm uses "recursion
formula in terms of new input-independent variabl@$ie correctness of the proposed
MAC is verified on MALAB and MAX plus Il [36].

(William, et al., 2001): The technique proposed in the paper reduces takernotmber
of partial product by a factor of two if applied ‘teigned-binay (SB) number". The

work is also extended for FPGA hardware [37].

(Plessis, et al., 2002Field Programmable Gate Arrays (FPGAS) are rapgdiying
popularity for signal processing applications. Nplitation, addition and Multiply-
Accumulate (MAC) are the most important buildingdXs in signal processing. This
paper will compare a number of structures to fihnd bptimum configurations for

minimum delay, size and cost in an FPGA [38].

(Huang, et al., 2002):A "novel limited resource scheduling (LRS) algonithbased

MAC for "DWT-processor" is proposed in this workivén a set of architecture
constraints and DWT parameters, the LRS algorittam generate four scheduling
matrices that drive the data path to perform thelDddmputation, and the performance
has also been investigated. Because the regi$teiR diltering are reused for the inter-
octave storage, the MAClevel DWT architecture maguire less extra inter-octave

memory than the traditional architecture [39].

(Premkumar, et al., 2002):In this paper an alternative multiply accumulatésufor
the pulse shaping filters that use a new repreSentr their coefficients is proposed.
Consequently, these new structures are fast, eficknd dissipate less power. The
filters proposed take into account constraints,hsas, inter symbol interference,

response characteristics etc. in their design naetlogy [40].

(Tian, et al., 2002): In this paper, an algorithm of 32x32 multiply andA®I
instructions’ VLSI implementation with 32x8 multipt-accumulator in DSP
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applications is presented. The 32x32 multiplicatienachieved by 4 times 32x8
multiplication. The result of 32x8 multiplicatioeisves as a partial product of the next
32x8 operation, when the result’ of such four nmlitation is accumulated, we get the
result of 32x32. The 32x8 multiplication is onlyptemented by the hardware Booth
multiplier [21[31. The algorithm of multiply and M&instructions’ implementation is

the better trade-off between serial multiplier goakallel multiplier [41].

(Liao, et al., 2002):A high-performance and low-power 32-bit multiplyeamulate
unit (MAC) is described in this paper. In the prepd architecture, one-cycle
throughput for 16-bit 16-bit and 32-bit 16-bit MAGstructions was achieved at very
high frequencies. To handle media streams moreiaftly, the single-instruction-
multiple-data (SIMD) and the multiply-with-implicaccumulate (MIA) features were
added [42].

(Kao, et al., 2002)This research develops a theoretical model to prédiw dynamic

power and subthreshold power must be balancedéoagi optimal operating point that
minimizes total active power consumption for difiet workload and operating
conditions. A 175-mV multiply-accumulate test chiping a triple-well technology
with tunable supply and body bias values is meastoweexperimentally verify the

tradeoffs between the various sources of power. [43]

(Suvakovic, et al.,, 2003):A mechanism to minimize non-adiabatic dissipation
adiabatic circuit is explained in this research kvoks stated, “the non-adiabatic
dissipation is minimized by architectural designalving a small number of complex
logic gates”. For designing complex adiabatic gat@sdered Binary Decision
Diagrams (OBDD)” is used. Finally, an optimizedlatecture “for adiabatic parallel

multipliers” is explained and its power consumptismlso estimated [44].

(Shim, et al., 2003)This paper shows the usage of MAC in Very High<pBigital
Subscriber line. A detailed analysis is also penkd for DMT (Discrete Multitone)
and SCM (Single-Carrier Modulation) used in VDSLefy high-speed Digital
Subscriber Line). The work is further extendedgbneate the memory requirement for

the proposed design in addition to conventional gemity measures [45].
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(Li, et al., 2003): This paper describes a reconfigurable architectire high-

performance pipelined 32-bit Multiply-Accumulate IUMAC). which is designed for
a powerful embedded Digital Signal Processor (DSBRg proposed MAC unit can
carry out two 16-bit multiplications in one clockate. The 32 x 16. 32 x 32. 32 x
16+80 and 32 x 32+80 operations can be implemeintédio clock cycles. These

characteristics allow the DSP being applied effitliein different situations [46].

(Grossschadl, et al., 2003)A 32-bit MAC unit for RISC processor is presentedhis

research work. The proposed MAC unit can perfovargety of operations including
(32 x 32)-bit signed/unsigned multiplication, (32 32+64)-hit signed/unsigned
multiplication-accumulation, and (32 x 32+32+32)4iultiplication-accumulation on

unsigned integers [47].

(Kataeva, et al., 2005):Paper explains about RSFQ DS Processor, mainky iose
removal of interferences from any signal. The aufiroposed MAC unit for floating
point Multiplication-Addition. The Multiply-Accumute unit comprises of three-unit
namely parallel-multiplier, combiner and registar accumulator. The combiner
evaluates the sum of the sums and the carries MavSB bits of the multiplier. The
simulation is verified in VHDL [48].

(Bunyk, et al., 2005):Describes a MAC unit specific for programmable 8gass
filtering. As explained in the paper, the clockguency of the presented architecture is
20 GHz and it can perform 2.5 billion MAC instruats/sec. For doing such analysis,
the data sample is considered to be of 7-bits died toefficient is considered of 16-
bits which is arriving in bit-serial mode. The silaion is verified in VHDL. Basically,
this MAC unit is application specific. It consisté a D flip flop (to act as a shift
register), clocked AND gate and T flip flop for eding purposes [49].

(Cardoso, et al., 2005)in this work, minimization of Accumulator unit MAC for
block matching motion estimation is proposed. THeGR implementation and

mathematical models are discussed in this papér [50

(Danysh, et al., 2005):This paper presents a “64-bit fixed-point vectoA™

architecture capable of supporting multiple prexisi. The “vector MAC” has the
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ability to perform “one 64 x 64, two 32 x 32, fol6 x 16, or eight 8 x 8-bit
signed/unsigned multiply accumulates” using fundataléy the same hardware as a
scalar 64-bit MAC and with only a slight incremeémtdelay. The proposed design is
implemented using Verilog HDL in Synopsys tool [51]

(vangal, et al., 2006): A “pipelined single-precision Floating-Point Multiply
Accumulator (FPMAC)” consisting of accumulator adix-32 and internal carry-save
addition is explained in this research work. Adxhally, an improved version of
“Leading-Zero Anticipator (LZA) and overflow predicn logic” required in carry-

save addition is also explained [52].

(Kataeva, et al., 2007):A “RSFQ digital signal processor design based worid

RSFQ-CMOS memory” is proposed in this paper. Thé&®@Bnsists of an “RSFQ
multiply-accumulate Unit, memory caches and synaiziadion block, partitioned into
multiple chips, and a large CMOS memory”. The MA@t us shown as an internal and

essential unit in the RSFQ architecture [53].

(Voronenko, et al., 2007):This work provides an algorithm for fused multiply
accumulate instruction. In this paper, a generdlizecedure to alter any transform
algorithm into an FMA algorithm is explained [54].

(Abdelgawad, et al., 2007)In this work 8-bit, 16 bit and 32-bit MAC is proped and
implemented on Xilinx ISE and on FPGA board. Thsigie shows improvement in

area and power. 4:2 compressor circuits are usethie@ the multiplier circuit faster

[1].

(Xia, et al., 2009):The novel design is implemented in ModelSim in TGO nm
CMOS technology. Here “4-pipelined high-performarspdit Multiply-Accumulator
(MAC)” architecture is proposed. In order to acl@evigher speed, a novel partial
product compression technique using interleaveésdthd a “modified hybrid Partial-
Product-Reduction-Tree (PPRT)” is also proposed. séeted by the author, the
proposed MAC can perform “1-way 32-bit, 4-way 16-4igned/unsigned multiply or
multiply-accumulate operations and 2-way Paralleultiply Add (PMADD)

operations” [10].
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(Shanthala, et al., 2009)in this research work an 8-bit MAC unit is propdsesing
Cadence Virtuoso 180nm Technology. Clock gatingesth is used to optimize the
power consumption [14].

(Shanthala, et al., 2009):In this research work an 8-bit pipelined MAC urst
proposed using Cadence Virtuoso 180nm Technologyrious adder/multiplier

circuits are compared and implemented for the MB&].[

(Hoang, et al., 2010)A Multiply-Accumulate (MAC) architecture which caperate
on 2's complement numbers are explained in thiepaphe author claims that the
proposed architecture is a high-speed and powmiasft MAC which uses
“accumulation guard bits and saturation circuitryfhe implementation is done
basically on VHDL and designed in 65 nm 1.1V céltdry [56].

(Quan, et al., 2010)This paper presents a 32-bit vector multiply-acclateu(MAC)
architecture capable of supporting multiple prexisi The vector MAC can perform
one 32x32, one 32x16, two 16x16, four 8x8 bit sigmesigned multiply-accumulate
using Booth encoding algorithm and Wallace treem@ssing. A reconfigurable Booth
encoding array is implemented using 8x8 Booth asithe basic element, and longer
bit modes are obtained by combining these elensalestively. This MAC unit can

also perform multiply between scalar and vectorapés [57].

(Jain, et al.,, 2010): This paper describes energy efficient and recordigje
fused/continuous Multiply-Accumulator (MAC) architere for single-precision
Floating-point and 16-bit signed integer operantlsis eight-stage pipelined and
single-cycle throughput MAC design contains advel pipelined multiplier, followed
by fast sparse-tree adder and single cycle acctondteop with delayed normalization
logic [58].

(Hsieh, et al., 2011):In this paper, an APC (Adaptive Power Control)teys is
proposed which performs on power gated circuitridse proposed architecture is
tested using a standard MAC fabricated in UMC 90stamdard CMOS process. The
basic implementation is done on RTL compiler [2].
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(Kouretas, et al., 2012)A novel low-power approach to perform additiontsabtion

in LNS (Logarithmic Number System) is explainedthins research work. The paper
also explains the impact of such low power addisahtraction circuit used in LNS on
digital filter VLSI implementation. The implemeniat is done in UMC 90 nm
standard CMOS process [59].

(Esmaeili, et al., 2012)A “Low-Swing Differential Conditional Capturing ip-Flop
(LS-DCCFF)" is presented in this work. The flipflexplained in this work is capable
of operate in a low swing LC resonant clocking sebeand utilizes reduced swing
inverters at the clock input. The verification bétoperation is done using LS-DCCFF
in a dual-mode MAC. The dual-mode MAC is fabricatedTSMC 90 nm CMOS
technology. Here, the optimization of the MAC usiinot performed but a technique
to improve the performance of the MAC using LS-DE&G$ explained [60].

(Deepak, et al., 2012)tn this work a novel multiplier circuit is propasesing which
a MAC unit is designed. Cadence NC Sim and RTL atanpre used for doing all

these analyses [6].

(Maechler, et al., 2012):VLSI based architecture is proposed based on MAC.
Basically, this paper shows the importance of MAGts application [61].

(Zhang, et al., 2012):A pipelined architecture for discrete wavelet sfanm is

presented. The objective of this study is to deaigigh-speed VLSI architecture which
has a high operating frequency with smaller cloekiquls. The architecture also
achieves an efficient utilization of the hardwayarreasing the inter as well as intra-

stage computational parallelism for effective usabipelining [62].

(Mooney, et al., 2013)An “ASIP (Application-Specific Instruction-set Ri@ssor)” is
designed, implemented, and evaluated in this rese@ork. The proposed dual MAC
is implemented on FPGA and its performances artiated in a “closed-loop power

converter system”. A dual MAC Data Path is alsgops®ed in this design [63].

(Marr, et al., 2013): A Statistical analysis of computations/ unit eryeng different
processor over a period of 30 years is performedigpaper. The analysis shows that
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the energy efficiency improvement rate has declstetply in the recent a few years.

An energy efficient asynchronous pipeline technigueresented in this work [64].

(Jagadees, et al., 2013)n this work a novel multiplier circuit is propasasing which
a MAC unit is designed for 64-bit input. The ovérdIAC unit design operates at a
frequency of 217 MHz. The overall power dissipationnd to be as 177.732 mW [7].

(Abdelgawad, 2013):n this research work an ASIC implementation 82abit MAC
unit is proposed, which reduces the requiremeri.®¥ of the total area, 9% of the
power, and 13% of the delay compared to the comaitMAC unit. The simulation
is done 0.18um CMOS technology using HDL [65].

(Francis, et al., 2013)in this work a modified Braun Multiplier is usedtlvbypassing
technique to design the overall MAC. Designs arplé@mented in 0.13um CMOS
technology. TG, DPL etcetera logics are used t@mddbe full adders in the circuit [8].

(Amaricai, et al., 2014):A “Floating-point multiply-add fused architecturist IEEE
16-bit or IEEE 32-bit (half precision or single pigon respectively) is discussed. The
architecture is designed by amalgamation of theiplichtion and addition/subtraction
blocks required for mantissa data calculation single operation. This has provided
an efficient usage of DSP blocks in Field Programim&ate Arrays (FPGAS). The

architecture is also implemented on FPGA [66].

(Warrier, et al., 2014): A Baugh-Wooley algorithm based pipelined MAC atebiure
using a 16x16 bit multiplier is proposed. The Clgeking technique is also used at the
idle pipeline stages to reduce the power consumpfldve author claims that, the
proposed architecture consumes 30-80% lesser pthaer the conventional MAC
architectures. At the end various MAC units avddah the literature are compared.
The implementation is done in 65nm CMOS using HBO'SMC library [9].

(Burg, et al., 2014):A novel architecture for adaptive systems is presein this
paper. The architecture mainly stresses upon tersy whose exact specifications are

not known. Here a Walsh-based architecture modptaposed which is better than
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MAC based architecture. But the Walsh-based arcihite needed a vector table from

which it refers its values. So basically, it isdiaf look up table technique [67].

(Ahish, et al., 2015):A “partial product reduction block” is proposed time work,
which is used for optimizing the area, power anthy®f the multiplier used. The
partial product reduction block uses different nabit adder row wise instead of the
conventional adder which performs column wise. praposed technique has reduced
the delay power and area by 46%, 39% and 17% [68].

(Akbarzadeh, et al., 2015) A modified pipelined modulo "™+ 1 modified booth
multiplier is proposed. The design is further egleh for implementing a moduld 2
1 MAC architecture. The CMOS transistor level inmpéntation of multiplier as well
as MAC has shown significant improvement in powsd BDP [69].

(Chen, et al., 2015)A compact architecture for performing MAC opeoatfor “PWM
signals”. The presented architecture consists‘dual scale counter and a 2D MAC
operator”. The proposed “2D MAC” operator is congzhwith the MAC operator from
the FPGA IP which has an 8-bit resolution. The ltegveals that 2D-MAC reduces
the chip area with comparable power than FPGA (. [7

(Cini, et al., 2015) In this research, a MAC unit is proposed whickugable for “6-
input LUT” based FPGAs. No pipelining structureleployed as the design uses “(6,3)
counters” in partial product reduction. The progb88AC takes 16x16 bit input and
produces 40-bit output which has sign extended ignificant improvement is
reported when the proposed MAC is equated withrdwtitional MAC algorithms and

redundant carry save architectures [71].

(Gerlach, et al., 2015)The proposed work explains a real and “compldxacMAC”
which uses same amount of multiplier as it is besed for implementing “complex
valued SIMD MAC” and butterfly operation. The prgeal architecture is evaluated in

terms of power, area and performance [72].

(Kumar, et al., 2015) A “novel FPMAC” is proposed in this work which wks with
optimal computation to make it faster. The propdssign promises for lesser power
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consumption. Proposed architecture is implementedXilinx ISE (14.5) and
synthesized using CMOS 90 nm technology librarpgissynopsys Design Compiler
[73].

(Priya, et al., 2015):This research work evaluates 3 MAC architectumesisting of
array, booth and Wallace tree multiplier which kead an incorporation in PID
controller. The simulation is performed in ModeMsand it is synthesized in Xilinx
ISE. The result suggests that the MAC unit with M@ tree consumes lesser power
and area [74].

(Narasimhan, et al., 2015)An “optimized co-processor unit”, targeting spaxfly
for Digital Signal processing application is preteehin this work. The co-processor
hardware consists of MAC unit, control unit and2aldt output accumulator as the
leading operative blocks. Vedic as well as boothtipiier is used for designing the
proposed MAC architecture. The MAC unit takes tv@elilt inputs or one 32-bit input
and produces one 32-bit output [75].

(DeBrunner, et al., 2015):For FIR filter implementation a fused MAC unit is
developed which truncated multiplication techniqudsich uses the accumulation
technique. As because of truncated multiplierpiver and area are reduced. Different

types of truncated multiplication approaches haenipresented in this study [76].

(Basiri, et al., 2015):In this paper, a floating-point MAC circuit is ws® design the
2"d order IIR filters and thereafter th&rder IIR filter is used rigorously to design a
configurable & order IIR filter. The & order IIR filter is used to perform “oné& @rder

or three 29 order or one % order and one"? order IIR filter operations in parallel”.
The performance of the proposell érder IIR filter is evaluated in CMOS 45 nm
technology and the result shows that the propo¥eorder IIR filter requires 58.4%

less power than conventional MAC based architediife

(Nandal, et al., 2015)A series of LUT is used in the place of MAC in {hr®posed
work. A technique called “Distributed Arithmetic i)’ is used. The FPGA based
implementation of FIR filter is also discussedhistwork. A parallel FIR digital filter

is used for high-speed and low-power operationg DI technique calculates the
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partial products without using a conventional npliér for fixed-point number. The
analysis on the proposed architecture shows ad$pgkd and low-power design. The
proposed filter is implemented in VHDL. The propdseethod has reduced the number
of LUT used by 60%, occupied slices by 40% and remalb gates by 50% [78].

(Anitha, et al., 2015): In this work Vedic multiplier and reversible logicare
implemented. Using these finally 32-bit MAC arcbitere has been designed. The
implementations are done using Verilog HDL in CameRTL. Not implemented for
signed fixed/floating point number [79].

(Karthikeyan, et al., 2016):A modified full adder is used in the research watkch

reduces the power and area requirements. For éstgnéhe power, CNTFET
technology is used in HSPICE simulation. Accordiegthe author, “a model is
developed for nanoscale devices and circuits, dwetyboth CMOS technology and
CNTFET technology with the aim of guiding nanosaddeice and circuit design”. The

new design offers large device speed than convaadtatesigns [80].

(Babu, et al., 2016):A low power high through put architecture is prepo in this
work. Fixed point implementation has been donesfgned number. The design has

been implemented in Cadence Virtuoso 90 nm teclgyds).

(Dhindsa, et al., 2016)The core design units of Multiply-Accumulate atelture are
optimized for energy-efficient architecture desigeing clock gating scheme is
presented in this work. Moreover, the MAC unit esined with synchronization to
work in single clock cycle due to which the overgleed of operation has enhanced.
The implemented design in Cadence Virtuoso as ageMNCSim using 90 nm CMOS
technology. Finally, the design in analog platf@ana digital platform is compared and
the result shows that the digital approach of tesigh offers six times more power

consumption than in analog design environment [81].

(Garland, et al., 2017):A MAC unit that uses weight-sharing CNNs is expéal in
this research work. A binning approach is used wlaecounter counts the frequency
of each weight and place it in a bin. The accunedlaalue is multiplied thereafter. The

hardware requirement for multiplier is reduced bs adders and selection logic
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replaces the multiplier. The detailed compariscowshthat the presented architecture

requires lesser area and lesser power comparigpn [8

(Jeon, et al., 2017)A novel architecture called “HMC-MAC” is presentéd this
paper. As the name suggests, a MAC architectumgalemented in the HMC. As stated
by the author, “a conventional HMC works indepernlyeio maximize the parallelism,
and HMC-MAC is based on the conventional HMC withmwodifying the architecture

much. Therefore, a large number of MAC operati@arstee processed in parallel” [83].

(Ananthalakshmi, et al., 2017):A novel “reversible floating point fused arithneeti
unit architecture” is proposed in this work. Theprsed architecture is also satisfying
“IEEE 754 standard”. Adiabatic logic technique aamith reversible logic styles offers
a power efficient proposed design. In the propatesign the hardware is reduced and
latency is improved by employing fused elements@dembmposing the operands in the
realization respectively. To test the operatiothefproposed design FFT and FIR filter
are realized which the key requirements in Digignal Processors. The result shows
that the proposed architecture utilizes a smallenlver of gates, requires less quantum
cost and produces lesser number of garbage outfw datency [84].

(Kamp, et al.,, 2018):Design optimization for Complex Multiply AccumuéatCell
(CMAC) are presented in this research work. A nmighaling technique is used to
converts a complex multiplication into single indegnultiplication. The FPGA based
implementation is done on Xilinx ultarscale+ whiphomises to save power and
therefore the cost [85].

(Lv, et al., 2018): An architecture required in modern FPGA is presénh this
research study where a customized 32-bit floatmgtmlata is used. The 32-bit data is
used for multiplication and accumulation. The costed 32-bit floating point data
representation is compared with 32-bit IEEE stath@i@8].

(Zhang, et al., 2018):A fixed/floating point MAC unit is proposed in thresearch
work which can be applied for the applications sashdeep learning algorithm. The
said architecture supports 16-bit floating pointitiplication (half precision) and 32-
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bit accumulation (single precision). The presemi@thitecture requires 4.6% more area

than a half-precision MAC unit. The implementatisrdone using VHDL [87].

(Chen, et al., 2018)This paper implemented RPR-MAC. The paper alsoifsogntly
proves that signed-integer-multiplication in 2’smgement format can make RPR
much more efficient. Signed integer multiplicatio further extended for MAC
operation by “proposing RPR implementations” thaptiove the “error correction
capabilities with a limited impact on circuit ovedd”. The tested result of the proposed
design shows that the Mean Square Error can béfisagtly reduced by using this
technique [88].

(Ryu, et al., 2018):A “pipelining method” that eradicates some of the-flops for
designing a MAC is proposed. In machine learningeberator operations, MAC
processing plays a vital role. A pipeline structalways helps in reducing the “length
of the critical paths”. At the same time, to in@edhe pipelining, the flip-flop count
must be increased which, consequently increasarégeand power consumption. The
result shows that the proposed MAC architectureireg 20% lesser power and area
each than the conventional pipelined MAC [89].

(Patil, et al., 2018):In this research paper, a “radix-4 booth multipbased MAC
unit” is proposed which improvise the delay of MAC unit. (6,3) counter is used for
reduction of the partial products. The proposed MA@t takes 16X16 bit input
produces 40-bit output. The proposed MAC is sinedan Xilinx ISE and implemented
in Spartan-6 FPGA board [90].

(Patil, et al., 2019):In this review paper, a comparison study is pentd on MAC

unit based on different kinds of multipliers anddexs. The functionality of the
multiplier is to produce the result based on thétiplication of the inputs whereas, the
adder unit sum up the current product with the joev result. The study gives a
broader picture regarding speed of operation ameepoonsumption of different MAC

architecture available in the literature [91].

(Camus, et al., 2019)A comparison is performed for run-time configuaAC

units. The circuits are synthesized in a 28nm CM&®nology. The comparison is
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performed in terms of power and throughput in orteridentify the optimized

architecture for neural network [92].

(Zhang, et al., 2019):A MAC unit using the “posit number format” in detgarning
application is presented in this paper. Additionadl “posit MAC unit generator” is
written in C language. A detailed analysis is perfed for area, delay and power in ST

Microelectronics 28 nm technology with varied bititt [93].

(Senthilkumar, et al., 2019):A discrete wavelet transforms which can be usdtien
field of biomedical signal processing is implemehtising Vedic mathematics. Instead
of using CMOS, FIinFET and CNTFET technologies aeduin this architecture. The
basic architecture of DWT architecture requireseaduock, multiplier block, MAC
block and additionally, in-order store the co-aéid, RAM or ROM blocks. The core
of the SOC is designed using Vedic mathematicasuifhe usage of CNTFET has

reduces the power consumption by 95% [94].

(Tung, et al., 2020):In this paper, we propose a low-power high-speqxtlpie

multiply-accumulate (MAC) architecture. In the posed MAC architecture, the
addition and accumulation of higher significances laire not performed until the PPR
process of the next multiplication. To correctlyaeith the overflow in the PPR

process, a small-size adder is designed to accterthia total number of carries [95].

(Nahmias, et al., 2020)n this research paper several proposed tunabkepicdMAC

systems are discussed, and provide a concrete csmpédetween deep learning and
photonic hardware using several empirically vakdatievice and system models. It
also shows significant potential improvements aligital electronics in energy, speed,

and compute density [96].

(Zhang, et al., 2020):In this paper, a new flexible multiple-precision ltqply-

accumulate (MAC) unit is proposed for deep neusdivork training and inference.
The proposed MAC unit supports both fixed-point raiens and floating-point
operations. For floating-point format, the proposett supports one 16-bit MAC
operation or sum of two 8-bit multiplications pka46-bit addend. Verilog HDL is used

for designing the overall MAC architecture [97].
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2.3MOTIVATION & TECHNICAL GAP

MAC unit performs the essential mathematical openat in the digital signal

processing systems. Since the MAC unit speed ded¢ide DSP's speed, the primary

consideration of the research done in recent tinaassfocused mainly to enhance the

speed of the MAC unit. Also, as the DSPs are table in portable electronics, a

constraint on power consumption forces to optinenergy efficiency. Therefore,

power dissipation is another primary concern inNM#%C operation. Hence, from the

detailed literature review it can be summarized: tha

1.

2.

As discussed earlier in this chapter, the multiphied accumulator are the critical
components of MAC architecture. As the efficientyhe MAC is dependent upon
the efficiency of the multiplier (mainly), an effemt multiplier (in terms of typical
design constraints) design can further improvise eéfficiency of a MAC unit.
Moreover, the multiplier proposed in the literatare mostly based on the Wallace
tree algorithm. It is claimed that the multiplidrased on the Wallace tree reduce
the steps involved to add the partial productdl, 8tuses half adder or full adder
for the addition of partial products which incresige complexity of the circuit [4,
12, 15, 18, 23, 24, 26-28, 30]. On the modified Mt tree multiplier proposed in
the literature uses compressor-based circuits qufz3 only) to reduce the steps
involved to add the partial products. Therefore iiniversal compressor (N:M of
any size) is applied to the multiplier for the aduh of partial products, it can further
improve the efficiency.

Any electronic circuit can be designed by two défg approaches, namely the top-
down approach and the bottom-up approach. In freltovn approach, the designs
are implemented by focusing mainly on the outpfitiehcy of the overall design.
i.e. importance is given on the implementationhaf process or algorithm, not on
the optimization of primary cells. On the other tiaim the case of the bottom-up
approach, the whole digital architecture is degigstarting from its primary cell,
i.e. importance is given on optimization of thenpairy cell as well as on the
practical implementation of the algorithm. In theedature, full custom circuit

design for the MAC unit has never been proposed @&stnof the available
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architectures in the literature have used HDL bagguioach [7, 56, 60, 69, 75, 87].
Moreover, almost 99% (80 out of 81 papers) of tlahitectures available in the
literature have neither implemented for signed afy@n nor floating-point designs.
Therefore, the practical applicability of such desneeds to be further tested.
Hence a full custom IC approach can provide a nmgte efficient MAC in terms
of power as well as delay.

3. Synchronization, clock gating techniques and pipedj can further enhance the
speed of operation and minimize the power consuong48, 81]. Simultaneously
all these techniques are neither adopted nor destfor any of the MAC explained
in the literature. Though some architectures initeeature have used the clocking
signals for the accumulation of data only (in tegister or accumulator), most of
the architectures haven't used any clocking sighay. circuit in asynchronous

mode can't be implemented in a real-time applicatio

2.40OBJECTIVE OF THE RESEARCH

Delay and power optimization are very much esskfaraany kind of digital circuits.
As the MAC unit is the heart of a DSP, it is alwagsnanding to use an efficient MAC
architecture. In this research work, the focusivery on the optimization of the basic
building blocks. Based on the technical gap idesdifthe objectives of this proposed
research work are defined as:

. To design & implement a novel multiplier architegtuand analyzing its
performance using Cadence Virtuoso 90 nm Technology

II. To design a novel 8 x 8 bit signed/unsigned MAG#ecture for fixed-point
numbers using Cadence Virtuoso 90 nm Technology.

lll. To design & analyze a novel 8 x 8 bit signed/unstgsynchronous MAC
architecture using clock gating scheme for fixetipoumbers using Cadence
Virtuoso 90 nm Technology.

IV. To design a novel 8 x 8 bit signed/unsigned MAChiecture for floating-
point numbers using Cadence Virtuoso 90 nm Teclgyolo

V. To design & analyze a novel 8 x 8 bit signed/unstgsynchronous MAC
architecture using clock gating scheme for floafpognt numbers using

Cadence Virtuoso 90 nm Technology.
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CHAPTER 3: UCM-A NOVEL
APPROACH FOR DELAY
OPTIMIZATION

3.1INTRODUCTION

Multiplication has a vast field of applications Buas digital signal processing,
multimedia systems, arithmetic operation, digitahenunication, etcetera. The process
of the multiplication can be segregated into twtegaries, nhamely “partial product
generator” and “final sum/carry generator using emddircuits”. Therefore, the
multiplication process requires more hardware resesi and processing time in
comparison to the primary adder/subtractor cirduita simplified view, a multiplier
requires AND gates (for partial product generatiam) adder circuits (half adders and
full adders) for the addition of partial produatsyield the final result. Figure 3.1 shows
the simplified operation of a multiplier. As peretHiterature, various multiplier
algorithms/architectures are proposed in the gast) as booth encoder, Wallace tree
adder, array multiplier, modified booth multiplieretcetera [4]. All these
algorithms/architectures use different approachesake the multiplier operation more
efficient. For example, booth multiplier or moddi®ooth multipliers are algorithmic
approaches where the main focus is on reducingotaé number of partial products.
On the other hand, as explained in [4], the effitddition of the partial products is
the key advantage in Wallace tree multiplier. Hemo@mbination of both can provide
a better result.

There are various multiplier circuits explainedtie literature, which mainly focuses
on the issues of power consumption, delay of thieijphier circuit, and lesser area [11-
13, 15-18, 20-24, 26-28, 30, 58ut as per studies, it is found that area and peed
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of operation are the two most conflicting designstaaints. Hence increasing the speed
of operation enhances the area requirement. Oothige hand, as day by day, the size
of the transistor is decreasing, the area cannatrbe a significant issue in today's
digital systems. The power consumption and delagy mdrticular circuit depends upon
the supply voltage (). A slight increment in the supply voltage incresghe overall
power consumption, but at the same time, it deeetise delay of the circuit. Hence
there is always a trade-off between power conswumptind delay of a circuit.
Therefore, the supply voltage plays a vital rolel@signing a low power circuit. l.e.,
for a low power design, an optimized supply voltegyeeeded to be chosen so that the
output logic is valid, and the power consumptiobase minimum with a comparable
delay value. As per the literature survey, it isrfd that most of the multiplier design
uses Wallace tree multiplier as the underlying atgm and in the majority of the cases,
the basic Wallace tree multiplier algorithm hasrbe®dified to get better results [4,
12, 15, 18, 26, 30]. The reason for the same isth@Wallace tree algorithm is the

simplest way of designing multiplier with optimizddlay/power consumption.

AN reeeeeenmessenmene A AL A
X BN .................... B2 Bl B()
N 2 T AsBy AiBy AgBy
N0 - T A,B; AB; AoB,
N 2 S AB, AB, AgB,
ANBN ....................... AQBN AlBN A()BN
Py oo emeeeesemesmeseaseesmesesessmesenns P, P; P, P P,

Figure 3.1: Basic multiplication operation

In this chapter, a high-speed multiplier architeetwith a minimal value of supply

voltage is proposed. In the implemented architegtiire supply voltage is minimized
to reduce the power consumption of the circuit muthcompromising the speed of the
multiplier circuit. The study mainly focusses o thptimization of the partial product
addition. The reason behind the same is that, ddigh product generation, the booth

algorithm produces a better result than any othdtiptication approach. Secondly, as
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discussed above, the majority of the multipliere Wgallace tree adder for partial
product addition. Hence, an optimized and efficigattial product adder, which can

replace the Wallace tree algorithm, can yield éeoehultiplier.

3.2WALLACE TREE MULTIPLIER ARCHITECTURE

The conventional Wallace tree multiplier algoritisrdivided into three stages:

Stage 1: partial-product generation.
Stage 2: addition of partial products which creasesn' and “carry' terms separately.
Stage 3: a final adder, which is generally a fdsieato add the ‘sum’ terms and ‘carry’

terms together to yield the final result [27].

In stage 1, the partial products are the AND proadicach multiplier bit with each
multiplicand bit. It can be implemented either IBing conventional two-input AND
gate to find the partial product of each multipidaand multiplier or by using advanced
booth multiplier to reduce the total number of @érproducts. With the help of"2
order booth algorithm, the number of the partiaidurct is reduced to half (approx.) of
the bit width of the multiplier [15].

In stage 2, the partial products are added usinfydualer/full adder. The partial

products with "N’ rows are grouped in sets of thmes each. Any rows that are not
part of the group of three rows are transferratiemext level without any modification.
In the groups of three rows, full adders are apptee the columns containing three
partial products, and half adders are applied & dblumns containing two patrtial
products (in the groups of two rows) [13]. The eohs with only one partial product
are transferred to the next level without any miodtfon. For the next level calculation,
use the sum and carry output of the full adder/adter of the previous level along
with the remaining partial products. The same pdace is followed until and unless

there are only two rows left.

In stage 3, the remaining two rows are added elijpersing an n-bit RCA or by using
a fast adder such as carry look-ahead adder, sategt adder, etcetera. Figure 3.2
elaborates the operation of the Wallace tree midtialgorithm in detail, where 'a0'-

‘a8’ are representing the multiplicands; 'b0'-&58' representing the multipliers; 'q0'-
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'q80" are serving the partial productsi"® representing the sum; 'Cxx’ is representing
the carry outputs of half adder/full adder and xG&serving the ripple carries at the
final stage. Moreover, as shown in figure 3.2, thetangles with three variables

represent full adder, and the rectangles with tewdables represent half adder.

a8 a7 a6 a5 a4 a3 a2 al al
x b8 b7 b6 b5 bd b3 b2 bl bho

g8 1 g7 | a6 | a5 g4 g3 | 92| q1 ] q0
ql7| q16| q15| q14 | 913 | g12| 11| g10| q9
q26 | q25| 24| 923 | 922 | 21| q20| q19| g18
q35] 934 [ 933 932 | q31| 930 | 29| q28 | q27
1STSTAGE qd4 | 943 942 | q41] 940 | q39] q38 | q37 | 936
q53 | 952 | 951 | g50 | q49 | q48 | 947 | q46 | 945
q62 | q61 | q60 | 959 58 | 957 | q56 | g55| 954
q71 | q70 | 969 | q68 | q67 | g66 | 965 | 964 | 963
q80 | 979 | q78 | q77 | q76 | q75| q74 | q73 | q72

426 | SO8 | SO7 | SO6 | SO5 | S04 | SO3 | SO2 | SO1| SO0 g0

€08 | CO7 | CO6 | CO5 | CO4 | CO3 | CO2 | CO1| COO
53 518 S17) S16 | S15| S14 | S13 | S12 | S11{ S10| q27

2ND STAGE
C18 ] C17 [ C16| C15 | C14| C13| C12| C11| C10
q80 | S28 | S27 | S26 | S25 | S24 | S23 | S22 | S20 | S20 | q54
C28 | C27 | C26 | C25 | C24 | C23| C22 | C21] C20
S17 | S38 | S37) S36| S35 S34 | S33 | S32| S31| S30 SO0 q0
q53 | S18 | C38) €37 [ C36| C35| C34| C33 | €32 | C31] C30
3RD STAGE

S50 S49 548 | SA7 | S46 | S45| S44 | 543 | S42 | S41] 540 | C10
C50 C49 (48 (47 C46 (45 (44 C43 C&2 Ca1 c40

S50 | S49 | S48 | S70 | S69 | S68 | S67 | S66 | S65 | S64 | S63 | S62 [ S61| S60 S30 SO0 q0
4TH STAGE C50 | C49 | C48 | C70 | C69 | C68 [ C67 | Co6 | C65 | Co4 | C63 | C62 | C61 | C60
C47 | CA6 | C45 | CA4| C43 | C42| C41| C40

C50 | S92 | S91 | S90 | S89 | S8 [ S87 | S86 [ S85] S84 | S83 | S82 | S81| S80 S60 S30 SO0 qO
5TH STAGE C92) C91 | C90 | C89 | C88 | C87 | C86| C85 [ C84| C83 | (82| (81| C80
CR11| CR10| CR9 | CR8 | CR7 | CR6 [ CRS| CR4 [ CR3| CR2 | CR1| CRO

RESULT P17 P16 P15 P14 P13 P12 P11 P10 P9 P8 P7 P6 P5 P4 P3 P2 P1 PO

Figure 3.2: Wallace tree multiplier for 9 x 9 bithiplication

3.3DESIGN PROCESS OF UCM ARCHITECTURE

A universal N:M bit compressor-based multiplierpi®posed in this research work.

Where ‘N’ and ‘M’ are the number of inputs and aitiprespectively. The process flow
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of the proposed UCM design is shown in figure 28 shown in figure 3.3, the novel
architecture is designed in Cadence Virtuoso 90aMOS technology as well as in
Verilog HDL. The power and delay analysis are earout from virtuoso-based design,
whereas the Verilog HDL program is used for FPGét@iyping.

I Architectural
design/description
Design in
Cadence Virtuoso Design using
90nm CMOS Verilog HDL

technology

A4 v v A4

v q
Al A Al Al Al A
Power analysis Delay analysis Logic Implementation Bitstream
Y Y Y synthesis using generation FPGA

using Cadence using Cadence Vivado design s g V“’?d" using Vivado prototyping
spectre tool spectre tool e design suite oo st

Result

Y 0
Significant
improvement in
delay with
parative power
dissipation

FPGA based
prototype

Figure 3.3: UCM architecture design process flow

3.3.1UCM architecture

Although the Wallace tree multiplier is much fastiean the array multiplier [30], it
requires a large number of adders. Secondly, théa@éatree multiplier is highly
irregular and complicated. So, to overcome thegula structure, several modified
Wallace tree algorithms are proposed in the litesal4, 12, 15, 18, 23, 24, 26-28, 30].
All these multiplier algorithms are based upon A tree algorithms. Hence
replacing the Wallace tree algorithm may furthepiave the result of the multiplier.
Another critical point here is, instead of usin@ditional Wallace tree adder,
compressor circuits such as 3:2 compressors otaghfpressors, etcetera can be used
for partial product addition. But as there is agiloiity of using the same compressor
again and again for doing addition (same as Wallaseaddition), the same wouldn't
be much useful. The UCM architecture is designeshasvn in figure 3.4, where the
rectangles with three variables represent full aditie rectangles with two variables
represent half adder, and the rectangles with rtitae three variables represents a

compressor circuit. The architecture of UCM is cosgd of three stages. The stage 1

41



and stage 3 of the novel UCM architecture remagnstime as that of the Wallace tree
algorithm, since whether it is partial product getien or the addition of intermediate

‘sum’ or ‘carry’ terms using a simple adder these de selected according to the
designer's requirement. Therefore, it is more aditito substitute stage 2, i.e., the

addition of partial product, which separately proelsi‘'sum’ and ‘carry’ terms.

a8 a7 a6 a5 a4 a3 a2 a1l al
x b8 b7 b6 b5 b4 b3 b2 bl b

081 q7|a6| a5 a4 a3) 92|91l q0
ql7]|q16| ql5]| q14| q13| q12|q11}q10] 99
26| q25| q24]| 23| 22| q21]| 920|q19] q18
1ST STAGE g35] 34| g33| 932| 31| q30| q29| q28|q27
44| q43]| g42| g41| 40| 39| 38| q37]| q36
53 | q52| q51| q50| q49| q48| q47| q46] q45
q62 | g6l | g60| 59| 958] g57] q56| q55] q54
q71| q70 | 969 | 68| q67| 66| q65| 964| 063
q80 | q79| q78 | 977 | q76|q75|q74| q73| q72

q80 S15 S14 S13 S12 S11 S10 S09 S08 SO7 SO6 SO5 S04 SO3 S02 SO1 qO
2ND STAGE C29| C28| C26 | C24 | C22|C20|C17 C14 C11 CO9 CO7 CO5 CO03 CO02 CO1
C27 | C25| C23|C21|C18] C15|C12 C10 CO8 CO6 CO4
C19] C16| C13

q80 | S15| S14 | S13|S12|S11|S10|S09]|S08|S07|S06]S05 S04 SO3 SO2 SO1 qO
3RD STAGE C29 | Sx5| Sx4 | Sx3 |Sx2|Sx1|C17| C14]|C11| C09] CO7| CO5| CO3 CO2 CO1
Cx5 | Cx4 | Cx3 | Cx2 | Cx1| Cx0] Sx0] C12] C10| CO8| CO6| CO4

Sy11|Sy10| Sy9 | Sy8 |Sy7|Sy6]Sy5|Sy4|Sy3|Sy2|Sy1]|S05|S04|S03]S02|S01 qO
4TH STAGE Cy10| Cy9 | Cy8 | Cy7 | Cy6| Cy5] Cy4| Cy3| Cy2| Cy1| Cy0| Sy0| C03|C02|CO1
CR13| CR12| CR11|CR10| CR9| CR8| CR7| CR6| CR5| CR4| CR3| CR2| CR1| CRO

RESULT P17 P16 P15 P14 P13 P12 P11 P10 P9 P8 P7 P6 PS5 P4 P3 P2 P1 PO

Figure 3.4: UCM architecture for 9 x 9 bit multgation

3.3.2Addition of partial products

While adding partial products, the partial produarts arranged in such a way that the
summation of multiplicand and multiplier's bit ptosin is identical. The summation of

the location of the bit can be called a ‘weight gpecific partial product. For example,
in figure 3.4, 'q35', 'q43', 'q51', 'g59', 'q67Hdq75" are aligned in a single column
because of the fact that the weight for all of plagtial products mentioned is eleven,
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i.e. 'q35'="a8'.'b3', 'q43'='a7'.'b4’, 'q51'="Bb".ktcetera. Thus, the summation of the bit
position is either 8 + 3 or 7 + 4 or 6 + 5, whishegqual to 11 in all situations. Hence,
its alignment is critical for the addition of paitiproducts. Once the partial products
are properly aligned, the next move is to addfate partial products that fall into that
specific group. At first, the total number of stagend levels need to be determined for
adding a specific column. Each stage consists piaof AND-XOR gates, and the
total number of stages is counted from top to Imotto one level. The total number of
first level stages is 'i-1', where 'I' is the tataimber of partial products to be added in

a specific column.

On the other side, the horizontal AND-XOR pair coimthe total number of levels
needed for the design. From a different angleant loe found that the total number of
levels required in a design is the total numbeAND-XOR pairs provided in the
bottom-most stages, i.e., the number of AND-XORg#irough right to left. In each
level, the total number of stages required is deerdged by one from its preceding
level's total number of stages. The total numbéewdls 'n' needed in a specific column
for I number of partial products is given by etjoia 3.1 and 3.2.
2n-1>1 (3.1)
= 2" > i+1

= n(log2) = logo(i+1)
> /0g10(1+1)
n = ————————————

]0g102
orn= log,(i+1) (3.2)

where i and "n' are natural numbers starting fio& 3, ...... w. Ifthe 'n' value resulted
in the fractional part, then its next higher naturamber is to be considered. For
example, for adding three partial products in aiowl, the total number of levels i$n
log, (3 + 1), so n=2. Similarly, suppose i=8, i.e.znlog, (8 + 1), and it is evaluated
as n=3.16. As 'n' should be a natural number, @&st migher natural number is
considered and therefore n=4. Figure 3.5 show$dse block diagram for K stages
and L levels. As shown in the figureg’AA 1, ‘A2’ up to ‘Ak’ are the partial products;
the term Yo' is the sum and *Y, Y 2, 'Y 3,....., “YL' are the carries. The algorithm
shown in figure 3.5 is, therefore, in simple wordg, N-bit compressor circuit that

generates the sum of a particular column and simgheultiple carries.
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Figure 3.5: AND-XOR gate arrangement with K staged L levels

3.3.3Special cases
* Inthe last level, only the XOR gate is used indtebthe AND-XOR pair
* When i=2, only one level is used to get the sumardy. In this scenatrio,
the carry is the data output from the AND gate.
* Fori=1, the input itself is the sum (output), andoes not generate a carry.
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It is worth noting that the output through leveislthe sum of the partial products
present in a particular column, and the outputshef rest of the levels are the
corresponding carry bits, i.e., level 2 to level Upon obtaining the sum as well as
carry bits of all columns, the next move is to #uElsum bits with the previous column's
carry bits. For this, any of the practical algami$y such as the DADA algorithm,

Wallace tree algorithm, or even ripple carry addan be used as the number of rows

has significantly decreased.

3.4CONCLUSIVE REMARKS

The novel UCM architecture is a universal methoddompressor design, which is
dominantly used in multiplier architecture. The gassor architecture is capable of
N:M bit compression; therefore, it can be direapplied to a multiplier with N x N
bits. Moreover, the UCM architecture has reducedctbmplexity of the Wallace tree
multiplier because of the novel compressor algoritfihe application of the UCM on
MAC architectures is shown in chapters 4 and 5. ddwer-delay and PVT analysis of

UCM architecture is shown in chapter 6.
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CHAPTER 4: UNSIGNED/SIGNED
FIXED-POINT MAC ARCHITECTURE
(UMAC, USMAC & SMAC)

4.1 INTRODUCTION

The DSP devices are used in many applications, ascimage processing, speech
encoding, audio mixing, etcetera. The MAC unit glag critical role in these
applications since the input signals must be mitdtipand then added with the previous
result. The primary MAC unit includes a multiplisymmer (or adder), and register.
MAC's arithmetic operations can be performed on titerent number systems: a)
fixed point and b) floating-point. There are sigraeal unsigned numbers in the fixed-
point representation, which are to be multiplied #men added, but at the same time,
the fixed-point number system is not sufficientificgent for performing arithmetic
operations on reasonably large numbers. Theretbezg is a requirement for the
floating-point number system. The floating-pointmher system is the combination of
the mantissa term and the exponent terms. Soniergk the real numbers in a floating-

point number system is represented as equation 4.1.
N=MxBF (4.1)

where ‘M’ is the mantissa, ‘B’ is the base, and tE£ is exponent. Therefore, all such
design aspects of fixed, as well as floating-poimtbers, must be considered when

constructing a MAC unit.

On the other hand, the function of the MAC unitesned, as shown in equation 4.2.

Z =32y aib; (4.2)
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The equation 4.2 represents that a MAC unit perfonmultiplication of two numbers
and add the result with the previously stored valié&e primary building block for the
MAC unit, as discussed earlier, is multiplier ardtler. For the MAC block to be
efficient, the MAC unit's multiplier and adder bkscmust be efficient in terms of
power, speed, and area.

A N-bit B N-bit

PP-Generator

Summation
Network

2 N-bit Adder

1

2 N-bit Accumulator

Z (2N+1)-bit

Figure 4.1: Basic MAC Unit

4.2 BASIC BUILDING BLOCKS OF MAC

The basic building block of the MAC unit is represal in figure 4.1 [14]. The
multiplier block collects and multiplies two n-hinputs, and produces the 2N-bit
output, which is further processed to the regiataimulator unit. The register
temporarily stores the data and sends the datetadder as an input. The adder sums
up the register unit output together with the acaglator register accumulated value,
which is the result of the previous cycle. Thug BMWAC unit's overall output is taken
from the accumulator register output. Hence, theQvit architecture consists of an
N-bit multiplier, 2N bit register, (2N+1) bit addeand two (2N+1)-bit accumulator

registers (one for storing the output value andbther for reading the previous output).
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4.2.1Multiplier

As explained earlier, the processing elements of QMMainly involve the
multiplication of two numbers; therefore, in sucipés of processing systems, the
multiplier is required. In the literature, variodiast and effective multipliers are
described. The Array Multiplier is a basic multgrlihat follows the product generation
and addition principle. But this architecture beesrbulkier with higher PDP when the
total number of summation levels increases. Thetisol to this problem is to use the
“Wallace tree multiplier based on the structuré\tllace tree”. In 1964, C.S.Wallace
proposed the Wallace tree multiplier, which “getesathe product of two numbers
using purely combinational logic, i.e., in one ggtstep”. This work has also outlined
a rapid square-root process [11], as explainedgurd 4.2. However, in the Wallace
tree multiplier, every partial product is addedhe top to bottom direction. Therefore,
the total number of adders increases in a conveaitigVallace tree multiplier. A
rectangular styled Wallace tree multiplier is pre@a in which the “partial products are
divided into two groups and added in the oppositection to overcome this problem.
The partial products in the first group are addedmvard, and the partial products in
the second group are added upward” [15]. On therdtand, in the literature, a phase
mode parallel multiplier is also proposed [16]. Tinesented multiplier has a “Wallace-
tree structure comprising trees of carry-save-aifbeithe addition of partial products”.
This structure has avoided the use of the irre@ifarcture of the conventional Wallace

tree; therefore, it is much appropriate for pipeloperation.

A couple of architectures in the literature alsouiged on adder cell optimization. As
adder is an essential unit in multiplier or dividére main focus of the optimization is
on the addepart The literature proposes a carry-select-addenopdition technique in

which a “carry-select-adder partitioning algorithn®' used for the Wallace tree
multiplier using booth encoded techniques, whicloisd to be much efficient [4]. By

considering different data arrival times, a “brafactd-bound algorithm” is proposed,
and a generalized technique to separate an n-bit-salect-adder in several small
blocks of adder unit is introduced so that the aWNedelay of the design can be

minimized. In a separate approach by [22], an imgdoversion of modulo (2+ 1)
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multipliers is proposed in 2013. The efficiencyahieved by “manipulating the Booth
tables and by applying a simple correction term'the existing modulo (2+ 1)
multiplier algorithm. Moreover, the author statleatt'the proposed multiplier is almost
as efficient as those for ordinary integer multation”. On the other hand, in 2012, a
comparative analysis is done by [13] for desigrarmgultiplier using “complementary
MOS (CMOS) logic style, Complimentary Pass TramsigCPL) logic style, and
Double Pass Transistor (DPL) logic” style. A singlecision reversible floating-point
multiplier is proposed by [21] in the year 20102A-bit multiplier is proposed in this
work by decomposing the whole 24 bits in threeipog of 8 bit each.

W1 W7 W9 Wis W24 w27 w33 w33

LEVEL 7

7o LeveL 6

LEVEL 5

LEVEL 4

LEVEL 3

LEVEL 2

LEVEL 1

| cARRY PrROPAGATING ADDER |

:

FINAL SUM

Figure 4.2: Wallace tree multiplier (addition ofrfia products)

4.2.2Adder

An adder is also known as summer, is a logic dithst adds two numbers. An adder
or summer circuit is used not only for addition blgo for multiplication, updating the
address, increment/decrement operation, tableesdatcetera. The adder operation is

performed in binary number systems, but the adaleatso be applied on BCD, excess
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-3, etcetera. In the literature, various full addeshitectures are proposed. In 2013, a
“novel low power hybrid full adder using MOSIS 9@nrtechnology” is proposed,
which consumes meager power [25]. The design beiogosed is compared to its
conventional full adder, which consists of 28 tiatmss. A hybrid 1-bit full adder is
introduced in a different approach, which uses I@MOS and TG logic styles [3]. The
entire design is implemented in both 90 nm techgland 180 nm technology. The
proposed design offers very little power at 1.8y voltage and moderately low
delay. Figure 4.3 shows the adder, as describg].in

» 4

L

Figure 4.3: Full adder design which uses both CM@& TG logic styles

4.3EXISTING ARCHITECTURES OF MAC UNIT

In 2007, an 8-bit, 16-bit, and 32-bit MAC is propdsand implemented on the Xilinx
ISE and FPGA boards [1]. The design shows both @ndagpower improvements. 4:2
Compressor circuits are used for faster desighehtultiplier circuit. Using Cadence
Virtuoso 180 nm Technology in [55], an 8-bit MAC itis proposed. For the said MAC
architecture, several adder/multiplier circuits al®o compared and implemented. In
2012, a multiplier in which the terms are rearrah¢e reduce the "total number of

partial products by 25%" is proposed and shownigaré 4.4. [6]. The proposed
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multiplier is further used to offer a MAC architaot. Also, cadence NC Sim and RTL

compiler are used to do the analyses.

0 az az cx&by dw cy dy dz
0 0 ax cwlay az dx cz 0
0 0 cw&ay by cx*by bz 0 0

Figure 4.4: Partial product addition matrix

A N-bit B N-bit

PP-Generator

Summation
Network

2 N-bit Adder

Z (2N*+1)-bit

Figure 4.5: 32-bit MAC architecture and its ASICpi@mentation

In a different approach in [7], it suggest a muigipcircuit using a modified Wallace
tree multiplier and carry-save-adder. Further, aQ/device is also designed for 64-bit
input, operating at 217 MHz and consuming a totssidation of 177,732 mW of
power. Abdelgawad has proposed an ASIC implememiati the 32-bit MAC in [65].
The proposed architecture has reduced hardwarelerityp thereby reducing power
consumption and decreasing delay, which decreagearea by 5.5%, power by 9%,
and delay by 13% compared to conventional MAC aechire. Figure 4.5 displays the
block diagram of the proposed design by Abdelgawae. simulation is performed in
180nm technology using HDL.
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In 2013, a new MAC architecture based on a modiieglin multiplier with a bypass
technique is proposed [8]. Designs are implemem&MOS technology of 130 nm.
The full adders in the circuit are constructed gsi®s logic, DPL logic style, etcetera.
In [9], it is suggested that a pipeline MAC arcbitee consisting of a 16-bit multiplier.
The multiplier that is implemented is based on Bagh-Wooley algorithm. The
proposed architecture is found to be more powaeciefft, which is 30 percent to 80
percent lower than traditional MAC architectureaplementation is performed in the
TSMC library using HDL in 65 nm CMOS technology. 2015, the authors have
implemented a Vedic multiplier and various logicsed reversible designs in [79].
Using these, finally, a 32-bit MAC architecture hmeen designed, as shown in figure
4.6. The implementations are rendered in CadendeuRihg Verilog HDL.

Multiplicand Multiplier

l |

32x32 Vedic Multiplier

64 Bit Adder

Y

64 Bit Accumulator

Figure 4.6: 32-bit MAC architecture

As adiabatic architecture offers little energy giation, a MAC unit using adiabatic
logic is proposed by [44]. Using a smaller numbecamplex logic gates, the non-
adiabatic dissipation is optimized, and the comjppaastudy of the proposed MAC
with the existing designs is also discussed. Omther hand, in 2009, the authors have
implemented a novel design in ModelSim in TSMC @9 @MOS technology in [10].
Here “4-pipelined high-performance split Multiplyedumulator (MAC)” architecture
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is proposed. To improve the architecture's opegatspeed, a partial product
compression circuit based on "interleaved addersl a hybrid "Partial-Product-
Reduction-Tree (PPRT)" is proposed. The benetfihisfMAC is that it can perform 1-
way 32-bit or 4-way 16-bit signed/unsigned "mulgipi MAC operation” and "2-way

parallel multiply-add operations”. Figure 4.7 shadtws architecture discussed in [10].
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Ry | Rlzl | | RI22 | Ry

i l \ 4 v
\32-bit adder /\ 3x48-bitadder / \_32-bit adder

—

\ 64t adder /
ke }——

Figure 4.7: Pipelined MAC architecture

In 2009, the researchers have proposed an 8-bit M#Cusing 180 nm technology
[14]. Various adder/multiplier circuits are compadwend implemented for the MAC. As
the circuit designed by [14] is without a clockrsady it faces a synchronization issue.
In 2014, a multiply-added floating-point unit fasw-precision formats is proposed
[66]. To achieve this architecture, which is reqdiin the processing of mantissa data

in a single operation, the multiplication and aiditsubtraction operations are fused.
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The architecture is implemented on the FPGA bdar@005, the paper by [48] have
discussed regarding RSFQ DS Processor, specifinalyg to eliminate interference
from any signal. The author suggested the incotmoraf multiplication-addition in
the MAC for floating-point operation. The suggesMAC module consists of three
units, i.e., a parallel multiplier, combiner, anttamulator, as seen in figure 4.8. The
combiner performs the “summation of sums and cariem M-MSB bits” of the

multiplier. In VHDL, the simulation is verified.

A
ND . »| Data storage
EOS or EOU —| ™! iy

>

—
-

EOD
Multiplier

Data storage

&

Combiner

e

—_— Accumulator

&

Combiner

Figure 4.8: The RSFQ DS processor architecture

A MAC unit specific for “programmable bandpasseiihg” is described in [49]. This
MAC device is clock-able at 20 GHz frequency and parform “2.5 billion MAC

operations/second for 7-bit data”. In VHDL, the alation is tested. Authors have
suggested a "block matching motion estimation" metfor the minimization of the
accumulator unit in MAC [50]. This paper also expl® the implementation of the

MAC on FPGA and its mathematical models. In [%i],architecture of "64-bit fixed-
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point vector MAC" is proposed, which supports npl#iprecisions. The MAC vector
can perform “one 64 x 64", “two 32 x 32", “four X616”, or “eight 8 x 8" bit signed
or unsigned multiplication and accumulation using $ame hardware as the scalar 64-
bit MAC architecture. The proposed design is imgated using Verilog HDL in the
Synopsys tool, as shown in figure 4.9. A two-cyRlAC architecture with efficient
power-delay is proposed in [56]. The proposed &chire includes accumulation
guard bits and saturation circuitry as well asupports two’s complement numbers.
Implementation is performed on VHDL and conceivedaicell library of 65 nm at
1.1V.

33

%.‘g:_» accumulator (C)

o2

E\D multiplicand (A) multiplier (B)

v 0

e Partial Product Generator (PPG)

R

Partial Product Reduction Tree
(PPRT) ’ 4

—

L Final Carry—Propagate Adder (CPA)

'

result (R)

Figure 4.9: Fixed-point vector MAC architecture

4.4PROPOSED MAC ARCHITECTURES

The proposed MAC architectures focus primarily lo@ signed/unsigned architecture
for fixed-point inputs based on the synchronizeacklthat are enabled with proper
pipelining. The block enabling is a power savehtegue that temporarily triggers a
circuit, and the circuit becomes disabled afterwddst of the energy/power can be
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saved because of this basic phenomenon. The seeasdn why synchronization is
introduced is to avoid unnecessary data loss. Becawper synchronization is not
available, the data being processed in the pregelliock may get lost while
transferring the same to the next block. Third amukt importantly, the processing
through pipelining is the digital system's ultimagzessity as it improves the system's

performance tremendously.

As the two core blocks are multiplier and addedetailed analysis is done while
selecting the appropriate circuits. The delay-cuomgr efficient design is given
critical importance whilst selecting the adder. Amentioned in chapter 1, the
simultaneous minimization of delay and power constion of any circuit is not
possible because of the trade-off between thesed@smn constraints. Therefore the
‘delay-cum-power efficient design’ here signifiee bptimization of one of the design
constraints while minimizing the other or vice \&ers'he adder circuit proposed in [3]
is used in the proposed MAC design, as it is foumte the most suitable for delay-
cum-power efficient design. On the other hand tated in section 4.1, it is found that
although the array multiplier is considered tolee most straightforward algorithm for
multipliers, it generates a very high delay comga@ the Wallace tree multiplier.
Whereas, the Wallace tree multiplier in rectanguslgte is the best option since it
divides the partial products into two groups anddeefaster than the conventional
Wallace tree multiplier [15]. But the irregular wtture is the most significant
disadvantage of Rectangular styled Wallace treeiptier. Therefore, the novel UCM
architecture (proposed in the previous chapterichvhas a better performance in terms
of delay in comparison to the Wallace tree muléiplis chosen as the multiplier for the
proposed 8-bit MAC architectures.

4.4.1Proposed Unsigned MAC architecture (UMAC)

The unsigned architecture is nothing more than eotiwnal MAC architecture. For n-
bit inputs, as discussed earlier, it consists af-#it size multiplier, a (2n+1)-bit adder,
and a 2n & (2n+1)-bit register or accumulator. F&gd.10 and figure 4.11 shows the
detailed block diagram and the output waveform lé tUMAC architecture,

respectively.

56



N-Bit Inputl lN-Bit Input

N-Bit Multiplier

2N-Bit Output

2N-Bit Register | CLK 1
2N-Bit 0utput1 1—
(2N+1)-Bit Adder
(2N+1)-Bit Register [ CLK 3

(2N+1)-Bit Outputi

Figure 4.10: Proposed architecture of UMAC
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Figure 4.11: Output waveform of the proposed UMAChaecture
4.4.2Proposed Unsigned Synchronized MAC architecture (UBAC)
The critical disadvantage of UMAC architecturehattthe synchronization mechanism
is not available, due to which the appropriateradsthis architecture is in doubt. It
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creates precise results, but it is challengingetify the output waveform. Besides, the
static power consumption for the UMAC architectigreery high due to the lack of the
block enabling technique. Since the UMAC architezteequires no synchronized
mechanism, only the registers are synchronized wiitltk pulses that make the
multiplier and adder blocks active throughout timawation. Hence the rise in the

consumption of static power.

N-Bit Inputl lN-Bit Input

N-Bit Multiplier < CLK O

2N-Bit Output

2N-Bit Register < Clk1

2N-Bit Output |

(2N+1)-Bit Adder <LK2

(2N+1)-Bit Register <LK3

(2N+1)-Bit Output

Figure 4.12: Block diagram of USMAC architecture

USMAC architecture is proposed to rectify the esrof UMAC architecture. The add-
on to the USMAC architecture is that the individdakign blocks are connected to the
clock pulse with a PED block and a Latch block tetedt the clock edges and
temporarily store the processed data, as showgumef 1.7, respectively. Due to the
minor modification in the architecture, all the uks can now be read and validated.
Moreover, USMAC's static power consumption is aiseager compared to UMAC
architecture, since each block of the USMAC archites is synchronized with the
proper clock pulse. On the other side, it also addgipelining framework for proper
data latching. The clock signal to the individulddk of the USMAC architecture is
provided with sufficient delay to control the pip& process, as an incorrect data
latching may result in undesirable results at thalfoutput. A delay of 500 ps is thus

maintained between the!land 29 blocks and so on. Figure 4.12 and figure 4.13,
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respectively, display the block diagram and thepoutvaveform of the proposed
USMAC architecture.

<
rw
o
-
2
]
s
= = Q
=4 =4 =
o
o
b
-~
o
pue— . —wad] | po—"c —vag - w
" o~
S
a
]
w
-
~
2
3
&
o
p— e - o
~
@
w
S = vy
o ~ £
w
@
A
o £
E k=
i
VV\
=
Il 3 (=4
e L
- w
'_ -t
= A
-
-
= o
- - o
-
£
S
o
2
<
=
L <2
poe— 2 —val L
o
=1
S
=4
P
]
o
-
- O
=
= @
DAY <
] o o) o~ —
- g X X (2
7 = = = =
— < < <
= i = = =
- e e e e e
=] = o o~ ~ ~ ~ ~
> = = @ @ @ @ ]

Figure 4.13: Output waveform of the USMAC architeet
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4.4.3Proposed Signed MAC architecture (SMAC)

In SMAC architecture, care is taken of the MAC @ex for positive, as well as the
negative number. Multiplexers are used in this igecture for choosing positive and
negative numbers. For the multiplication of negatimmbers, the negative values are
expressed in 2's complement form. For proper dattzhing, a gap of 500 ps is
established between each block, as described prévéous sub-section. The proposed
SMAC architecture block diagram and output wavefane shown in figure 4.14 and

figure 4.15, respectively.
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Figure 4.14: Block diagram of SMAC architecture
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4.5 CONCLUSIVE REMARKS

The novel MAC architectures for unsigned/signededbpoint architectures are
explained in this chapter. As shown in this chgpgtee UMAC architecture (designed
for unsigned MAC operation) has the limitation abgucing the result accurately
because of the non-availability of synchronizati®his problem is rectified by the
USMAC architecture, where the unsigned MAC is syanlzed using a clock gating
technique along with pipelining. Finally, for sigheMAC operation, SMAC

architecture is proposed, which is capable of pariog the multiply-accumulate
operation on positive as well as negative inpitse MAC unit with floating-point and

signed input (SFMAC architecture) is explained hajuter 5.
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CHAPTER 5: MUX BASED SIGNED
FLOATING -POINT MAC (SFMAC)
ARCHITECTURE

5.1INTRODUCTION

The actual MAC block is not just limited to the do-point number system. For
applications such as image processing, speech iaigcodudio mixing, etcetera,
floating-point MAC architecture is much neededtHa literature, different approaches
are adopted for designing effective floating-pd#AC architectures. In [52], one of
the notable floating-point MAC architectures is posed, where &ipelined single-
precision Floating-Point Multiply Accumulator (FPMA" consisting of the
accumulator in radix-32 and internal carry-saveitamis explained. Additionally, an
improved version of “Leading-Zero Anticipator (LZAnd overflow prediction logic”
required in carry-save addition is also descriféw: FPMAC is shown in figure 5.1.

- T AN | Scan Reg |—*

/
| FPMAC < — } | Scan Out
| 132 |75 | .
| \V | FIFO | FIFO | FIFO
| k X ) | & A B C
Q:
| Y
I g —| FIFO
| o i
: + Accumulator | i Control
™
| I
| Final add & | H
| T normalize | T
\ 7~ 32
N - Scan Reg ——
Scan In

Figure 5.1: Pipelined single-precision FPMAC
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A floating-point MAC architecture is proposed inetlyear 1996, where an LZA
technique is used for a FADD core, as shown inrédai2. This logic carries out the
simultaneous execution of the “pre-decoding for nmaization” along with a
summation of the significand [34]. The rounding igten, in parallel with the shifting
of the normalization, is also proposed in this @edture. The CMOS logic is used for
implementing the primary circuits for the desigis.drea penalty of the FADD core is
found to be as low as 30% of the traditional LZAthoel. The FADD core is fabricated
by 0.5 um CMOS technology at a supply voltage 8f\3.
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Figure 5.2: An LZA logic for floating-point additiooperation
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A “Floating-point multiply-add fused” architectufer IEEE 16-bit or IEEE 32-bit (half

precision or single precision respectively) is dsged in [66]. The architecture is
designed by the amalgamation of the multiplier aadder/subtractor required for
mantissa data calculation in a single operatiorichvhas provided an efficient usage
of DSP blocks in FPGAs. The architecture is alsplemented on FPGA. The

architecture is shown in figure 5.3.
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Figure 5.4: RSFQ DS Processor

In [48], as shown in figure 5.4, explains about RIPS processor, mainly used for the
removal of interferences from any signal. The augpmposed the MAC unit for

floating-point multiplication-addition. The MAC unconsists of a three-unit parallel
multiplier, combiner, and accumulator. The “comliperforms a summation of sums

and carries from M-MSB” bits of the multiplier. Tlsemulation is verified in VHDL.

In this chapter, a multiplexer-based MAC architeetis proposed, which is capable of
performing multiply and accumulation on signed fling-point inputs. For this, a novel

input-data format is introduced, which takes 9bmiary data with the MSB as the sign
bit and 4-bit exponential input with the MSB as éx@onential sign bit. Therefore, the
size of the novel input-data format is 13-bits. Btwrer, the SFMAC architecture uses
multiplexer circuits rigorously for selecting amoagpositive or negative number. The
next section and its sub-section explain the SFMAcDitecture in detail, which mainly

consists of input format representation, EA blde€C block, ESC block, etcetera.
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5.2SFMAC ARCHITECTURE

The architecture has a separate number representalie initial considerations for the

proposed SFMAC architecture are as mentioned below:

1. The architecture uses sign-magnitude as well asoRgplement representations to

represent positive as well as negative numbersuing exponent terms). The
overall inputs and output of SFMAC are represeritedign-magnitude form,
whereas for internal calculations, the same daaanverted into 2's complement
form. The final output of the proposed MAC architee (MAC output) is 16-bits,
and the sign bit of the result is identified by t62’ bit.

The inputs to the SFMAC are two 8-bit binary nhumbamanged in a format, as

shown in figure 5.5 below:
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Figure 5.5: Input format representation of SFMAC

The size of each input of the SFMAC representaitoh3 bits, in which two bits
are reserved for the sign bits of the number andxponent. The sign bit can be '0’
or '1' based on positive or negative number reptasien, respectively. Remaining
eleven bits are used for 8-bit binary representatiad 3-bit exponent representation
in binary. One significant point here to note iattthe & bit of the exponent in
binary representation is by default made as 'GAlee, to represent a 2-bit number
in 2's complement form, it requires 3 bits. The ganof 2’s complement
representation is given by equation 5.1.
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—@2" Y to+(2" = 1) (5.1)

Where ‘n’ is the number of bits.
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Figure 5.6: The novel SFMAC architecture
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Therefore, in this architecture, the exponent tean range from -4’ to ‘+3'.
Hence, the input numbers can have a range froml1:{01111) x 23 to
+(0.11111111) x 2** and thus, the range of the inputs of the currdf/SC
architecture in a decimal number system is from3§875)o to +(7.96875).

. The inputs to the SFMAC architecture should beredtéen decimal point only. For
example, instead of providing the inputs to the $&Mas (001) and (010, the
numbers should be entered as (0.0010Q0602" and (0.010000Q) x 2*3,
Similarly, (101} and (10) should be represented as (0.10100900)2" and
(0.1000000Q) x 2*? respectively to process it through the SFMAC.

. The EA block performs multiplication of the expotenf the inputs. Therefore, it
basically adds the exponents (42" = 2"™M)_ Though the inputs to the EA block
is of 4 bit each (including one sign bit), it pregs the result in 5 bits as the addition
of two 2-bit number can produce a maximum of 3result and for representing a
3-bit binary number in 2's complement form, it riggsl 4-bits. On the other hand,
the MSB bit (i.e., B bit) is the sign bit of the result.

The primary content of the SFMAC architecture are:
* Exponential Adder (EA)
e 8-bit multiplier
e 16-bit register
* Exponent Comparator Circuit (ECC)
« Exponent Shifter Circuit (ESC)
* 16-bit adder and

e 2:1/4:1 multiplexer of different sizes

The overall architecture of SFMAC is shown in fig&.6.

5.2.1Exponential Adder (EA)

As mentioned above, the EA block performs the rplidtation of the exponential terms

of the inputs. The size of each exponent is 4¢hit,of which one bit is reserved for

sign representation. The EA architecture is shawfigure 5.7, and the following steps

are followed in the EA block:
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Figure 5.7: Exponential Adder (EA) architecture

Based on the sign bit, the exponents are represens complement form.

True/2's complement form of both the exponentsaalded using a 4-bit adder

block.

As the inputs to the adder block is in true or@mplement form, the sum term

of the adder doesn’t provide an exact result. Tioeeethe output of the adder

block is further processed through a 4-bit 4:1 ipléker to represent the result

in sign magnitude form. The outcome of the 4-bit shultiplexer is based on

the following conditions:

* If the “XOR’ output of both the sign bit and camybit of the adder block is
either '00' or '11' then pass, the adder outpelf its the output of the 4-bit

4:1 multiplexer.
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* Else the output of the 4-bit 4:1 multiplexer is tB&s complement
representation of the adder block.
iv) The output of the EA is in sign-magnitude form onlyhe final sign bit of the
EA block is based on the ‘XOR’ value of the sighddithe exponent 1, exponent
2, and the carry bit of the adder block.
V) A PED-latch block pair is used at the output ofrea@otput bits to make the EA

block synchronized.
5.2.28-bit multiplier

The multiplier block used in this case is the nd¥€M architecture, which is explained
in detail in chapter 3. The additional circuitryaths added to the multiplier is the
synchronization. As used in the EA block, a PERHdtlock pair is used at the output

of each output bits of the multiplier.
5.2.316-bit register

Generally, due to fluctuation in the inputs, thetpon changes, and it is almost
impossible to track the output. The primary uséhefregister is to hold the data until
the next cycle is processed. Here, 16-bit registeesused at the final output and
immediately after the multiplier. The main contehthe register is a D flip-flop and a
data selection circuit consisting of basic gaté® Basic design of the register is already

elaborated in chapter 1.
5.2.4Exponent Comparator Circuit (ECC)

As shown in figure 5.8, the inputs to the ECC & product of the exponents (EA
output, i.e., 5-bit) and the output exponent of pievious cycle (5-bit in size). The

major point to consider here is that if both thpunterms to the ECC block carry the
same sign, then the actual difference among théstthe arithmetic difference between
the numbers. Whereas, if both the inputs carresffit signs, then the actual difference
among the two is the arithmetic sum of the two nembFor example, the actual
difference between '+a' and ‘+b’ is ‘a-b’ or ‘b-&Vhereas, for -a’ and '-b', the actual

difference is 'a-b' or 'b-a' only. But if the inpwdre '+a' and ‘-b’ or ‘-a’ and ‘+b’ then
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the actual difference is going to be ‘a+b’ or ‘b+&he operation of the ECC block is

as follows:

A (Exp of product of current inputs) B (Exp of previouscycle output)

2's Complement 2's Complement

MUX 1

Sign bit of B
(MSB)

Sign bit of A
(MSB)

[oT 8@y | [T AB@bin |

Exponent Comarator
Circuit with both exponents ‘ ‘

positive or negative
Sign bit of A
(MSB)
I I Sign bit of B

(MSB)

XOR Gate

RES (5 bit)

Figure 5.8: The ECC architecture

i) Based on the sign bit, the inputs to the ECC greesented in 2’s complement
form.
i) The operation of the ECC is further segregated asethe sign bits of the
inputs as follows:
a. If both the sign bits are different, then add theuits of the ECC to produce
a 4-bit output (i.e., discard the carry bit) but@atluce the 8 bit as '1' if the
product of the exponents of the inputs is negabuéthe previous exponent
is positive. Make the'Sbit as '0' in the other circumstances.
b. If both the sign bits of the inputs to the ECC saime then find out the input
which is higher among the two and find the diffaemetween the inputs

as per the following procedure:
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* For finding the higher number, compare both the loenms bit by bit,
i.e., start comparing from MSB to LSB, as showfigure 5.9.

* For finding the difference, use the 2's complemapproach. The
difference produces a 4-bit output (i.e., discdre borrow bit) but
introduces the®bit as '0' if the product of the exponents ofitiputs
is higher than the previous cycle exponent. Male3hbit as ‘1' in
the other circumstances.

* In this architecture, multiplexers are used to carafhe inputs.

i) This operation produces a 5-bit output, which réhfer used for performing the
binary shifts.

o] AB@bip | 1] BA@bi) |

B —
A(0).B(0)' /

'00000 ' Iol A-B (4 bit) | |1 | B-A (4 bit) |
A(0) xnor

B(0) _\_ /
0
I A(1).BQy _\_ _— /

A(1) xnor B(l) MUX 7

o] AB@bity | J1] B-A@bi) |

A(2).B(2) 1 0
A MUX /
A(2) xnor

BSZ) > 1

o] AB@bip | Ji1] BA@bi) |

A(3).B@3) _\: 1 — 7

A-B =A+(2's complement of B) A(3) xnor 1
=4 bit result (discarding the carry) B3 MUX
B-A =B+(2's complement of A)

=4 bit result (discarding the carry) '

N

N

RES (5 bit)

Figure 5.9: The ECC with same sign bit
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5.2.5Exponent Shifter Circuit (ESC)

The ESC block is responsible for shifting the seraflumber (either the product of the
8-bit inputs or the previous cycle MAC output) Inetamount of difference between
the exponents of these two. The inputs to the B8€klare the 5-bit output of the ECC
block, a 16-bit product of the inputs, and 16-lailxe of the previous cycle output. The
step by step procedure is as follows:

Add 15-bit '0" to theMSB of "Prev_Output’ *
Add 14-bit "0’ to the MSB of 'Prev_Output’ mmiuiiiiies-
Add 13-bit '0' to the MSBof 'Prev_Output’ *
Add 12-bit '0' to the MSB of 'Prev_Output' muiuiiiisee-
Add 11-bit '0' to the MSBof 'Prev_Output’ miiiiisse-
Add 10-bit '0" to the MSB of 'Prev_Output’ *

Add 9-bit '0" to the MSBof 'Prev_Output' muiuiiiee-
Add 8-bit '0" to the MSB of 'Prev_Output' muiiiiims- 16:1

Add 7-bit '0" to the MSB of "Prev_Output’ - MUX
Add 6-bit '0' to the MSBof 'Prev_Output' IESiues-

Add 5-bit '0" to the MSB of 'Prev_Output' IEESEEgEIS=- UM S—
Add 4-bit "0’ to the MSBof 'Prev_Output' puuiiiimee-
Add 3-bit '0" to the MSBof 'Prev_Output' IR
Add 2-bit '0" to the MSB of 'Prev_Output’ EESEgRIIe-
Add 1-bit '0' to the MSBof 'Prev_Output' IEESESgRIISe

Pass 'Prev_Output' as it is ISR

'NUM' or
"Prev_Output'

'Prev_Output’ mmt

>¢ Shifted "NUM' or
2 'Prev_Output’
=

Add 15-bit '0' to the MSB of "NUM ' pumtuiiiise-
Add 14-bit '0' to the MSBof "NUM ' HSuiiines- 1
Add 13-bit '0' to the MSB of 'NUM ' Smiuiiiee=-
Add 12-bit '0' to the MSB of 'NUM ' sumumiiises-
Add 11-bit "0’ to the MSB of "NUM 'HEuiius=- RESH]
Add 10-bit '0' to the MSB of "NUM'SESniiiise=-

Add 9-bit '0' to the MSB of 'NUM' S
Add 8-bit '0' to the MSB of 'NUM ' Smuiises-
16:1

Add 7-bit '0" to the MSB of 'NUM' pmiuiiiises- MUX
D,

Add 6-bit '0' to the MSB of 'NUM' SEuiRmes-

Add 5-bit '0' to the MSB of 'NUM' SEiiises-

Add 4-bit '0' to the MSB of 'NUM' Smiiiiues-
Add 3-bit '0' to the MSB of 'NUM' mmiumiiisss-
Add 2-bit '0’ to the MSB of 'NUM' muuiiiiimee-
Add 1-bit '0' to the MSB of 'NUNI' SESuiiNee--
Pass 'NUM' as itis i

RES[3]

RES[2]

RES[]]
RES[0]

Figure 5.10: The ESC architecture
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i) As shown in figure 5.10, the identification of thraaller number is made based
on the ECC output (5-bits). If the MSB of the ECIGdk output is '1', then the
product of the inputs is shifted towards the rigyithe equivalent decimal value
of the remaining 4-bit binary of the ECC block auttgOn the other hand, if the
MSB of the ECC block output is '0', then the pregi@utput is shifted towards
the right by the equivalent decimal value of thema@ing 4-bit binary of the
ECC block output.

i) The input to the ESC block, which need not be stifts identified by the same
MSB of the ECC block output.

5.2.616-bit adder

The adder block is again a synchronized block, (ités clocked). The outputs of the
ESC block are processed through a 2's complemenk laind a 2:1 Multiplexer for
representing a positive or negative value. For g@tanif the shifted output of the ESC
block is negative, then the 2’s complement valunefshifted output of the ESC block
is considered. Similarly, the non-shifted outputieg ESC block is negative, then the
2’'s complement value of the non-shifted outputhe ESC block is considered. The
shifted or non-shifted number can be the produc¢hefinputs or the previous output.
Therefore, to distinguish the same, tielit of the ECC block output is considered.
The rest of the adder block is the same, as exgdamchapter 1. Additionally, the PED
and latch pair is used for synchronization.

5.2.72:1/4:1 multiplexers of different sizes

As the algorithm doesn’t use any programming apgrpéor solving the conditions,

multiplexers of various sizes with multiple or dedits is considered.

5.2.8Explanation of SFMAC using binary values
Let us consider an example to elaborate on theatiparof the proposed architecture.
The input numbers are as follows:

Input1=001001011, Inputl exponeriG00
Input2=101010001, Input2 exponeriS01
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The MSB (9" bit) of inputl and input2 is the sign bit, which highlighted in bold.
Similarly, the MSB (¥ bit) of inputl-exponent and input2-exponent is $ign bit,
which is highlighted in bold as well. In this exaepinputl and inputl-exponent are
positive & input2 and input2-exponent are negat®a.the other hand, the previous
output00000000000000000 with exponentC@90. Therefore, the previous output, as
well as its exponent, is positive. The executiepstas per the example mentioned

above are as follows:

1. Based on the inputs, the product of the two inpgN&/M) is calculated as
10001011110111011 (in 16 bit). As one of the inpuinbers is negative, the
resultant is negative.

2. The exponent of the NUM is the addition of the exgrats of the inputs. The NUM
exponent result i40001 (-1). The NUM exponent is represented in § bécause
the addition of two 2-bit numbers can produce alt@s 3-bit. Moreover, a negative
3-bit number requires 4 bits to represent. Addlbn the " bit is used to signify
the sign bit.

3. If the exponents of the NUM and previous outputs @mpared, then it can be
observed that the exponent of NUM is -1 and expboéprevious output is +0.
Therefore, the NUM is smaller than the last outpnt] hence, the NUM is shifted
by 1 bit from the left to get the updated NUM18&900101111011101.

4. The shifted NUM (i.e.,10000101111011101) is added with previous output
00000000000000000 which produces a result 18600101111011101 with
exponent a0000. The same is shown in HEX code as -0BDD%irRthe output
curve at the ?'rising edge of clock 8, as shown in figure 5.11.

5. In the next cycle, as the input doesn't change NU&1 remains the same, i.e.,
10001011110111011. On the other hand, the latesewal inputl-exponent and
input2-exponent ar&011 andd010. Therefore, it produces the NUM exponent as
10001 (-1).

6. As the NUM in this cycle is smaller than the prexgocycle output (as the last
output's exponent is more significant than NUM engatt), the NUM is shifted by
1 bit towards its right, which produces the updatkéM as10000101111011101
with updated NUM exponent &000.
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7. The updated NUM and previous output are added aodupe the result as
10001011110111010 with the exponen0@800. The same is shown in HEX code
as -17BA x 2%in the output curve at thé"3ising edge of clock 8. The simulation
waveform is shown in figure 5.11.

8. The clock in this SFMAC architecture is applied anpipelined manner, as

mentioned below:
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Figure 5.11: The simulation waveform of the SFMACHétecture
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. The pipeline mechanism using the clock is ensuyeathvating the consecutive
blocks. A single clock signal is applied with adik clock period. But the

consecutive clocks are differed by a delay of k4Time reason for the delay is
to latch the previous block’s output effectivelythe input for the next block.

The delay of clock signals is calculated by the imasn propagation delay of

the individual blocks of the SFMAC architecture,ighhis given by the equation

5.2.

TClock_delay = max( TDelay_EA' TDelay_UCM: rer e ey TDelay_regZ) (5'2)

Taelay £a IS the propagation delay of the EA blocksq, ycum is the propagation
delay of the UCM and so on. The propagation defatldlocks of SFMAC is

shown in table 5.1.

Table 5.1: Propagation delay of the internal bloakSFMAC architecture

Block Delay (in ps) Inference
o The maximum delay from #to Pis, considering
Multiplier 433.7 . .
all inputs as high.
_ Delay from the positive edge of the clock to any
Register 123.6
of the output
Delay from A to OUTis, considering all inputs as
Full Adder 22.4 _
high
Delay from Exp3to ExpOUT,
EA Block 268.9 ps considering Expl as positive & Exp2 as

negative

ESC Block (along
with ECC block)

With same sign bits of both the exponents (a

[72)

1367.5 negative or positive) in the ECC block and
maximum bit shift in the ESC block

2:1 MUX 12.6 With the critical path from ‘S’ to Y’

4:1 MUX 18.9

Maximum delay occurred either ingSo ‘Y,
‘Sy"to 'Y’ or ‘'S’ to Y’
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b. As there are a total of nine clocked blocks in #nishitecture, the amount of
total delay required is eight times 1.4 ns (1.418= 11.2 ns). This means a set
of inputs latched at time O ns is evaluated andlyces the output only after
11.2 ns. Therefore, the clock period is fixed ah&Zor 83.333 MHz operational
frequency), so the execution of the last clock Etching on the first clock
doesn’t get overlapped.

The EA block is enabled with clock O.

The multiplier block is enabled with the clock fyrsal.

Clock 2 signal is used as a clock signal for théit@egister for the multiplier.
There is no clock applied to the ECC block, whicbduces 5-bit output.

Clock 3 is applied to the ESC block, which yields shifted/non-shifted NUM
or previous output. Parallelly the same clock isduso the 2:1 MUXs for
updating the select line of the 16-bit 2:1 MUXs wpdate the true or

=~ ® 2o o

Q

complemented NUM/Previous output.

h. Clock 4 is applied to the 16-bit 2:1 MUXs to upddte true or complemented
NUM/Previous output.

I. For adding the true or 2's complement form of gufhon-shifted 16-bit inputs,
Clock 5 is applied.

J.  The 16-bit 2:1 MUX block is activated on the edgéslock 6, which choose
between the true output of the full adder outpuher2’s complement output of
the full adder output. The carry bit of the outpb@ithe full adder is applied as

the select line.

Table 5.2: The operation of the 16-bit 4:1 MUX lhse the two select lines

XOR of I/P Sign bit of the '
) ) _ Operation
sign bits previous output
0 0 No change or true form
0 1 Pass the output of the 16-bit 2:1 MUX as such
1 0 Pass the output of the 16-bit 2:1 MUX as such
1 1 2’'s complement
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k. The output of the MAC block is based on the setectif XOR of the sign bit
of the inputs and sign bit in the last output. Tyt for the 4.1 MUX (16-bit)
is the output of the 2:1 MUX (16-bit). The inputs the 4:1 MUX (16-bit) is
latched at the positive edges of clock 7. The dmereaof the 4:1 MUX is
explained in table 5.2.

|.  Finally, a 16-bit register is used at the outputhed the internal glitches doesn't
change the output value. The 16-bit register bleanabled with clock 8.

5.3CONCLUSIVE REMARKS

The novel SFMAC architecture for signed-floatingmpdAC operation is explained
in this chapter. The circuit is implemented on Ga#eVirtuoso CMOS 90 nm as well
as in TSMC 130 nm technology. The internal buildlrigcks of SFMAC are also
explained in detail. The step-by-step working pohee of EA block, ECC block and
ESC block are also explained in this chapter. Tperation of SFMAC is also explained
with the help of an example also. Earlier in ther&ture, a full-custom based approach
has never been adopted to design the floating-myinthronized MAC architecture
from the primary or leaf cell. The proposed SFMAChitecture shows the simplicity
of the design which primarily uses multiplexerddferent sizes.
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CHAPTER 6: RESULTS & DISCUSSION

The multiplier/MAC unit shown in chapter 1-5 is ilemented on Cadence Virtuoso.
Additionally, the UCM architecture is also protoggpbon the Nexys-4 Artix-7 FPGA
board. Based on the performance of the architegititeedetail analysis is done in this

chapter.

6.1IMPLEMENTATION OF UCM ARCHITECTURE & FPGA
PROTOTYPING

The existing multipliers in the literature are nip&tased on the Wallace tree algorithm
[4,12, 15, 18, 23, 24, 26-28, 30]. It is claimbdttthe multipliers based on the Wallace
tree reduce the steps involved to add the panttalycts. Still, it uses half adder or full
adder for the addition of partial products whicbrgases the complexity of the circuit.
To overcome the shortcoming of Wallace tree muéiplthe UCM architecture is
proposed which uses universal compressor of Ni®t $his has ensured the proposed
UCM architecture as much faster than the Wallaee tultiplier. Moreover, the
proposed UCM architecture is implemented in Cadaficeioso 90 nm technology.
This has customized the internal building blockstleé UCM and hence, highly
efficient. To compare the implemented UCM with Vda# tree multiplier and array
multiplier, the architectures are designed on Ceeérirtuoso 90 nm technology as
well as Verilog HDL (for implementing it on NexysAktix-7 FPGA board). The result
shows that the UCM is much more efficient in supgitage as low as 600 mV for 5-
bit as well as a 9-bit multiplier. The reason fopiementing a 5-bit and 9-bit multiplier
is to show the complexity and accuracy handlingacép of the algorithm (for which
an odd number of inputs are taken). Due to lowetlegsupply voltage, not only the
speed of operation is improved in comparison with\tVallace tree algorithm, but the

power consumption has dropped substantially.
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6.1.1Power & delay analysis of novel UCM architecture

The tabular comparison of UCM and Wallace tree ipligt for 5-bit and 9-bit is shown
in table 6.1 and table 6.2, respectively. As theralways a trade-off between power
and delay, the average power consumption of the UE€Blightly higher than the
Wallace tree multiplier. For example, the average/gr (a total of static as well as
dynamic) consumption of the UCM at 600 mV supphitage and for 5 x 5-bit
operations is 20.32 uW, whereas, for Wallace tra#iptier, the same is recorded as
19.54 pW. Similarly, at 900 mV and for 9 x 9-bitevations, the average power
consumption for implemented UCM is 355.8 pW, whsrefar the Wallace tree
multiplier, it is 299.9 pW.

Table 6.1: Delay comparison of UCM versus Wallaee for 5 x 5-bit operation

Multiplier Delay at different Voo
Algorithms 0.6V 0.7V 0.8V 0.0V
UCM 2.769n | 2.701n 2.664 n 2.641n
Wallace tree 2.789n | 2.717n 2.677n 2.652 n
Array multiplier Invalid output:

Table 6.2: Delay comparison of UCM versus Wallaee for 9 x 9-bit operation

Multiplier Delay at different Voo
Algorithms 0.6V 0.7V 0.8V 0.9V
UCM 2.281n 2.21 n 2171n | 2.147n
Wallace tree 2.401 n 2.298n | 2.241n | 2.205n
Array multiplier Invalid output:

At the same time, there is a significant improvetadlelay for the implemented UCM
in comparison to the Wallace tree. The irregularcttire of the Wallace tree algorithm
is the leading cause of the lagging in delay. Astpe EImore formula, the wire delay
is proportional to the square of its length, are@rlationship is expressed by equation
6.1.

Ta=(RxCxL?)/2 (6.1)

Where ‘R’/C’ and ‘L’ are the wire resistance, cafance, and length, respectively.
Hence with an irregular structure with an increasagth of wire can affect the speed
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of operation of the circuit. On the other hand #iray multiplier could not produce
any result in such low supply voltages (below 1.0 to which its power and delay

analysis could not be performed.

2.80—- —a— UCM
—eo— Wallace tree

2.78
2.76
2.74

2.72 1

Delay in 'ns'

2.70
2.68
2.66

2.64

2.62

— T T T T T T T T T T T T T T T
0.6V 0.65vV 0.7v 0.75vV 0.8V 0.85V 0.9V 0.95V

Supply voltage

Figure 6.1: UCM and Wallace tree for 5 x 5-bit gigms at voltages below 1V

The graphical representation of the delay analgéiS x 5 bit as well as 9 x 9-bit
multipliers is shown in figure 6.1 and figure 6l2is clear from the graphical analysis
that in 5 x 5-bit as well as 9 x 9-bit multiplicati operation, the implemented UCM
takes lesser time to pass the signal from inptitéautput (critical path). As the supply
voltage drops further, the difference between thlaydvalues of UCM and Wallace
tree multiplier is significant, and it is much egitt in 9 x 9-bit multiplier. For example,
at 600 mV supply voltage and 9 x 9-bit multiplicatj the difference in delay between
Wallace tree and implemented UCM is 120 ps, ondtier hand, for 5 x 5-bit
multiplication, the difference in delay between tfw is 20 ps. Hence it can be
summarized that, as the multiplier size increasesdelay of the UCM is significantly

low than the Wallace tree multiplier at ultra-loupply voltage (as low as 600 mV).
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Figure 6.2: UCM and Wallace tree for 9 x 9-bit Ggigm at voltages below 1V

6.1.2Nexys-4 Artix-7 based FPGA Implementation

The FPGA implementation of the UCM on the Nexys#hxA7 FPGA board is shown
in figure 6.3. The FPGA realization is done forits fas well as 9 bits. Switches along
with buttons are used as the 18-bit inputs, whettea& EDs are used as 18-bit outputs
for verification of the implemented UCM. For 9-bitultiplier realization, 213 out of
63400 (approximately 0.33%) LUTs are used as logits, whereas 36 input-output
buffers (I0OB) are used out of which 18 are inputfdns, and 18 are output buffers. On
the other hand, for 5-bit multiplier realizatior? 4dapproximately 0.06%) LUTs are
used as logic units, and 20 input-output buffe@B( are used. The total on-chip power
for 9-bit, as well as 5-bit UCM implementation48.62 mW with junction temperature
as 25.2C.

6.1.3PVT analysis of UCM architecture

VLSl is an art of chip design, which turns speaifion into usable hardware. Cadence
offers software for both the front end and back prajects, where the GDS-II file is
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eventually sent for fabrication after comprehengsiesign steps. But the yield of the
fabricated designs is found to be very low duermcess complexity (i.e., pressure,
supply voltage, temperature, etcetera). The maasam for the loss of yield is the
variation of the fabrication parameter between wafed wafer. To improve design
yield, the IC should be in a position to sustaitrexe variation. Validation of the
design cycle through PVT and 3-sigma variation bees therefore, essential before

fabrication.
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Figure 6.3: FPGA realization of the 9 x 9 UCM

Table 6.3: Delay comparison of UCM versus Wallaee for 5 x 5-bit operations in
different corners

Corners in - UCM (in ns Wallgce UCM (in Wallgce
400, @ & +50° @ 600 mV) tree (in ns ns @ tree (in ns
Celsius @ 600 mV)| 900 mV) | @ 900 mV)
Nominal (27) 2.769 2.789 2.641 2.652
FF_0 (-40) 2.665 2.677 2.59 2.597
FF_1 (0) 2.684 2.698 2.601 2.61
FF_2 (+50) 2.709 2.725 2.616 2.626
FS 0 (-40) 2.75 2.766 2.623 2.632
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FS_1(0) 2.782 2.801 2.64 2.651
FS_2 (+50) 2.822 2.845 2.663 2.676
NN_0 (-40) 2.72 2.735 2.613 2.622
NN_1 (0) 2.749 2.767 2.629 2.64
NN_2 (+50) 2.786 2.809 2.651 2.663
SF_0 (-40) 2.728 2.746 2.617 2.627
SF_1(0) 2.76 2.782 2.635 2.647
SF_2 (+50) 2.802 2.829 2.658 2.673
SS_0 (-40) 2.826 2.849 2.658 2.668
SS 1 (0) 2.875 2.902 2.682 2.697
SS_2 (+50) 2.937 2.97 2.716 2.734

A PVT analysis is performed at different corneraqfFast, Fast-Slow, Normal-
Normal, Slow-Fast, and Slow-Slow) and three diffiéextreme temperatures (%40°
and +50 Celsius) to validate the performance of the UCkhdecture further. Table
6.3 and table 6.4 shows the delay comparison of lHDN Wallace tree 5 x 5-bit and
9 x 9-bit architecture respectively at 0.6V and0s@ipply voltage in different corners
along with variation in temperature (%40° and +50 Celsius)

Table 6.4: Delay comparison of UCM versus Wallaee for 9 x 9-bit operations in
different corners

Corners in - UCM (in ns Wall_ace UCM (in Wall_ace
40, & +50° @ 600 mV) tree (in ns ns @ tree (in ns
Celsius @ 600 mV)| 900 mV) | @ 900 mV)
Nominal (27) 2.281 2.401 2.147 2.205
FF_0 (-40) 2.171 2.239 1.138 1.195
FF_1 (0) 2.192 2.27 1.153 1.222
FF_2 (+50) 2.218 2.31 1.247 1.257
FS 0 (-40) 2.258 2.353 2.126 2.171
FS_1(0) 2.291 2.402 2.145 2.198
FS_2 (+50) 2.334 2.463 2.169 2.233
NN_O (-40) 2.228 2.322 1.235 1.252
NN_1 (0) 2.259 2.369 2.134 2.187
NN_2 (+50) 2.3 2.43 2.157 2.221
SF_0 (-40) 2.239 2.351 2.123 1.259
SF_1(0) 2.274 2.406 1.421 1.289
SF_2 (+50) 2.32 2.479 2.168 1.439
SS 0 (-40) 2.339 2.484 2.162 2.227
SS_1(0) 2.391 2.561 2.19 2.268
SS_2 (+50) 2.456 2.659 2.227 2.323
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Figure 6.4: PVT comparison of delay of UCM and \&edl tree for 5 x 5-bit
operations at 0.6V and 0.9V in different corners
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Figure 6.5: PVT comparison of delay of UCM and \&led tree for 9 x 9-bit
operations at 0.6V and 0.9V in different corners
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The graphs in figure 6.4 and figure 6.5 clearlyvghioat the delay in UCM architecture
is significantly improved compared to the Wallaeetarchitecture for 5 x 5 bit as well
as 9 x 9-bit multiplication. Most importantly, th&CM architecture proves to be the
better performer than Wallace tree architectureltaa-low supply voltages for 5-bit
multiplication at different corners and extreme pematures. On the other hand, the
delay of UCM has a much more significant drop coragado the Wallace tree at 600
mV (at different corners and extreme temperatui@sd-bit multiplication. While the
UCM architecture delay appears to be slightly highan the Wallace tree in the slow-
fast (SF) corner at -200°, and +50 Celsius for 9-bit multiplication at 900 mV. The
reason for the same might be the use of differeotgsses at the SF corner. The
minimum and maximum delay for 5 x 5-bit multiplicat using UCM architecture at
600 mV are 2.665 ns and 2.937 ns, respectivelghawn in table 6.3. Whereas 2.677
ns and 2.97 ns are the same for Wallace tree,ctagply. Likewise, 2.59 ns and 2.716
ns are the minimum and maximum delay for 5 x Srbitltiplication using UCM
architecture at 900 mV, which are 2.597 ns andfn&3respectively for Wallace tree.
It can be observed from table 6.4 that for 9 x t9+hultiplication using UCM
architecture at 600 mV, the minimum and maximunagelare 2.171 ns and 2.456 ns
respectively. In contrast, for the Wallace tree, thlues are 2.239 ns and 2.659 ns. On
the other hand, for 9 x 9-bit multiplication usitCM architecture at 900 mV, the
minimum and maximum delays are 1.138 ns and 2.82ispectively. In contrast, for
the Wallace tree, the values are 1.195 ns and 21823

6.2POWER, DELAY & AREA COMPARISON OF NOVEL UMAC,
USMAC, SMAC & SFMAC ARCHITECTURES

The proposed UMAC, USMAC, SMAC (fixed-point), andFiBAC (floating-point)

architectures are implemented at the Cadence \$0t90 nm technology. The power
consumption of the proposed designs is measured ti# Cadence Spectra tool. The
detailed report of the static power, average poard area are shown in table 6.5.
Static power is assessed for 2V supply voltagelendnierage power is measured for
20 ns simulation period and 333.33 MHz frequendye &rea, on the other hand, is

measured in terms of total transistor count.
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Table 6.5: Comparison of UMAC, USMAC, SMAC and SFRArchitectures with
2V supply voltage and 20 ns simulation period

_ Static power Average power (a_t Area (Total
Architecture (at Vop=2V) Vpp=2V and simulation number of
period=20 ns) transistors)
UMAC 3072 pW 2253 pW 455¢
USMAC 758 pW\ 2905 pW 5744
SMAC 1721 pWw 7317 pW 1092¢
SFMAC 4854 pW 26950 pV 2578:

As discussed earlier, UMAC architecture's statiwgroconsumption is the highest as
block enabling is not being used in this architext®n the other hand, since the SMAC
architecture area is about two times greater (mgeof the number of transistors) than
the USMAC architecture, the static and thus theayepower consumption of SMAC

architecture is higher than that of the USMAC amstture. Moreover, the static and
the average dynamic power are the highest for SFMAitecture, as shown in the
comparison table 6.5. The reason for the samesitotal number of transistor count in

SFMAC is almost five times higher than that of US®lAnd 2.5 times higher than that
of SMAC architectures. The graphical analysis svwhin figure 6.6.
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| I —

UMAC USMAC SMAC SFMAC

[ static Power Average Power Area

Figure 6.6: Graphical comparison of UMAC, USMAC, 8@ and SFMAC
architectures with 2V supply voltage and 20 ns &tmn period

Furthermore, table 6.6 shows a power comparis@FMAC architecture at different
CMOS technologies in a specific input vector. Theutation period is kept as 40 ns
because:
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1. the reset signal (active low) is low till 10.8 ns

2. the clock signals have a time period of 12 ns

Table 6.6: Comparison of SFMAC at supply voltagea&2M simulation period 40 ns
in CMOS GPDK 90 nm and TSMC 130 nm technology

Static Power in| Average power in pW Area (Total
Architecture MW (for (for Vpp=2V and number of
Vbp=2V) simulation period=40 ns) transistors)
GPDK 90 nm CMO<Technolog
SFMAC | 476.9 | 798( \ 2578
TSMC 130 nm CMOS Technolo
SFMAC | 2398.7¢ | 2599( | 2578

Therefore, till 23.2 ns, the output signal remain®’. The SFMAC architecture is not
only implemented in GPDK 90 nm but also in TSMC 189 CMOS Technology. The
power consumption of the implemented designs isutatled using Cadence Spectra
Tool.
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. Static Power

Average Power

Number of Transitors

Figure 6.7: Graphical analysis of the static powggrage power and area of SFMAC
in CMOS GPDK 90 nm and TSMC 130 nm technology

Figure 6.7 shows the graphical analysis of thecspatwer, average power, and area of
SFMAC in CMOS GPDK 90 nm and TSMC 130 nm technolofjye static power is
evaluated for 2V supply voltage, whereas the awerpgwer is measured for a
simulation period of 40 ns and at a frequency aB83VIHz. The average dynamic
power consumption of the SFMAC in TSMC 130 nm igher than GPDK 90 nm
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because the transistor sizing is higher in 130 echriology, which affects the load
capacitance (,,,4). The average dynamic power of a CMOS circuit ey by

equation 6.2.

Pavg = “TCloadVDDZfCLK (6.2)

Similarly, the static power consumption is also umction of device geometry.
Therefore, a circuit consisting of a higher dewiltmension has higher static power

consumption.
6.2.1Comparison with existing architectures

It is challenging to compare the proposed MAC asdtures with those that are already
available in the literature because most of thelabla architectures in the literature
have used HDL based approach. On the other haadprttposed architectures are
implemented in Cadence Virtuoso 90 nm environmiioteover, almost 99% (80 out

of 81 papers) of the architectures available inliteeature have neither implemented
for signed operation nor floating-point designsr Ewample, [1, 6, 8, 9, 79] etcetera
are unsigned-fixed-point MAC architectures, whicé enplemented on HDLs such as
Verilog or VHDL. Moreover, some of the architectsirbaven’t even specifies the
technology used in the design. Therefore, the coisma of proposed MAC

architectures with the existing MAC architecturedmmes challenging.

Though some architectures in the literature haw ubke clocking signals for the
accumulation of data only (in the register or acalator), most of the architectures
haven't used any clocking signal. For example7[8,74] etcetera are existing MAC
architecture but without proper synchronization.yAuircuit in asynchronous mode
can't be implemented in a real-time applicatiorer€fore, the practical applicability of

such design needs to be further tested.

From the literature, a few existing MAC architeesirare found suitable to compare
with the proposed MAC architectures. Though allapagters of comparison (such as
technology specified, operating frequency, supmlage, tool used, size and type of
MAC etcetera) are not matching but most of the patars are common while

comparing the existing and proposed MAC architegurTable 6.7 shows the
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comparison, where most of the architectures arepeoed with UMAC architecture,
and only one architecture (i.e. [87]), which is Iempented for floating-point signed
operation is compared with proposed SFMAC architectThe differences are visible
from table 6.7 that the architectures in [55], §nld [69] have a significantly higher
static as well as average power (in mW) than prepaiVIAC architecture. In [56] and
[60], the performance is evaluated in 65nm and @® technologies for 16-bit
operations at 1.1V and 1V, respectively. It isaclérom table 6.7 that the power
consumption of [56] is significantly higher than W@&. On the other hand, the
architecture in [60] operates in 1V supply voltagth operating frequency 100 MHz,
and therefore, a direct comparison can't be matteWWAAC. Though the architecture
in [75] is implemented in 180nm technology and 18ypply voltage for 16-MAC
operation, the power consumption is way more thantMAC architecture. For [80],
the implementation is done for 1-bit MAC operation32nm CMOS and CNTFET
technology, and hence, comparison with 8-bit UMAQ®ot relevant. The architecture
in [87] is compared with proposed SFMAC architeefuand the analysis shows that
the performance of SFMAC is much better in termpaer consumption.

Table 6.7: Performance comparison of Proposed M@Gitecture with existing
architectures

SI

No.

Existing Existing architecture Implementation

. - Power Consumption
work in description on

Pipelined Multiply
Accumulate Unit (fixed- Cadence
[55] point) in 180nm technology, Virtuoso 50.26 mW
1.8V at83.3MHz & & 8

bit operation

Multiply Accumulate Unit

7] (fixed-point) in 180nm
technology, 1.8V at 217

MHz & 64 x 64 bit operation

Verilog HDL 177.732 mW

Pipelined Multiply
Accumulate Unit (fixed-
[56] point) in 65nm technology, VHDL 8.2 mW
1.1V at 591 MHz & 16¢ 16

bit operation
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Multiply Accumulate Unit HDL in
(fixed-point) in 90nm Cadence’s
4 601 | technology, 1V at 100MHZ  HSPICE 1.506 mw
& 16 x 16 bit operation simulator
Pipelined Multiply HDL in Dynamic |  Static
5 (69] Accumulate Unit (fixed- Synopsys Power Power
point) in 180nm technology, Design
1.8V & 8 x 8 bit operation Compiler 3.627 mW, 2.010 mW
. . MAC MAC
Multiply Accumulate Unit using using
(fixed-point) in 180nm . Booth vedi
6 [75] technology, 1.8V at 5 MHz Verilog HDL 00 edic
& 16 x 16 bit operation 493.648 | 1765.241
mwW mwW
Multiply Accumulate CMOS | CNTFET
Unit(fixed-point) in 32nm Tech Tech
7 [80] CMOS & CNTFET | e
technology & 1x 1 bit 0.9902 | 0.6335
operation mwW mwW
Fixed/Floating-Point
Multiply Accumulate Unit in
8 [87] 90nm technology for 16-bit VHDL 14.07 mW
half-precision multiplication
Si Proposed Proposed architecture | Implementation Power Dissipation
No. | architecture description on P
Unsigned MAC architectur¢ ~ Cadence Static Average
1 UMAC | in 90nm tech., 2V at 333.33 Virtuoso 90nm | __Power Power
MHz & 8x8 bit operation CMOS 3.072 mW| 2.253 mW
Unsigned Synchronized Cadence Static Average
MAC architecture in 90nm| . Power Power
2 USMAC Virtuoso 90nm
tech., 2V at 333.33 MHz & CMOS
8x8 bit operation 0.758 mW| 2.905 mW
Signed MAC (synchronous) Static | Average
architecture in 90nm tech.| ,. Power Power
3 SMAC -1 Virtuoso 90nm
2V at 333.33 MHz & 8x8 bit
operation CMOS 1.721 mW| 7.317 mW
Signed Floating-Point MAQ .\ Static | Average
architecture in 90nm tech.| ., Power Power
4| SFMAC | 5y at 83.33 MHz & 8x8 bit| Y/ "u0s0 90nm
: CMOS 0.476 mW/| 7.98 mW

operation
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CHAPTER 7: CONCLUSION & FUTURE
WORK

7.1 CONCLUSION

The summary of this research work along with newsspulities for further
improvement is presented in this chapter. The ¢bgof this research work is to
design suitable low power high-speed MAC unit faned-floating operation. For
achieving the said objective, the Unsigned MAC (UMAarchitecture, the Unsigned
Synchronized MAC (USMAC) architecture, Signed MAEMAC) architecture with
synchronization and the Signed Floating-point MASFIAC) architecture with
synchronization are designed and implemented. Ashitiplier is said to be the heart
of the MAC architecture, a novel Universal Compoedsased Multiplier (UCM) is
designed and implemented. This work examines, d&asiand uses fast adder and
multiplication schemes in the design and develognwnproposed novel UCM
architecture. The prototype of the proposed UCMigecture has been implemented
on Nexys-4 Artix-7 FPGA board using Xilinx Vivad@ 2 and Xilinx ISIM simulator

for simulation.

Further, a detailed analysis of the novel UCM alariy Wallace tree multiplier and
array multiplier at ultra-low supply voltages (amvl as 600 mV) is performed on
Cadence Spectre tool in GPDK 90 nm technology ghiicant improvement in terms
of delay of the proposed UCM in comparison to Wal&ree multiplier is sighted. The
irregular structure of the Wallace tree algoritherihie leading cause for the lagging in
delay, as an asymmetrical structure with incredsegth of wire can affect the speed
of operation of the circuit. On the other hand, éineay multiplier could not produce
any result in such low supply voltages (below 1Vedo which its power and delay
analysis could not be performed. The UCM architectis further analyzed by
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performing a PVT analysis at different corners {Haast, Fast-Slow, Normal-Normal,
Slow-Fast and Slow-Slow) and three different exerdemperatures (-400° and +50

Celsius).

The block enabling schemes along with pipeliningssed to model the MAC design
power-efficient. Block enabling technique facilgatsaving of electrical power, used
by digital signal processors, by reducing the gwitg activity ‘o’. It ensures power
saving of the MAC architecture, by turning on adtional logic block only when
required. For achieving pipelining, the time betweach clock signal is set such that
when the registers are clocked, the data writtethém is the final result of the

preceding stage.

For proper implementation of floating-point MAC itementation, each input of the
Signed Floating-point MAC (SFMAC) is represented.Bbits, in which two bits are
reserved for the sign bits of the number, andxfoaent. The sign bit has a provision
to be represented in the form of '0' or '1' basedpositive or negative number
representation, respectively. Remaining eleven lkite used for 8-bit binary
representation and 3-bit exponent representatiorbimary. Therefore, the input
numbers have a range from —(0.111111%12"to +(0.1111111%)x 2> and hence,
the range of the inputs of the current SFMAC asddtiire in a decimal number system
is from —(7.96872) to +(7.96872). Different MAC architectures are designed and
analyzed using Cadence Spectre tool to validat@adtser/delay performance. The
CMOS 90 nm technology and TSMC 130 nm technologiesised for different MAC

architecture designs.

The comparison of power for the proposed UMAC, USBIASMAC and SFMAC

architectures are analyzed for a fixed input veutith 2V supply voltage and 20 ns
simulation period. The clock frequency is maintdirse 333.33 MHz. It is analyzed
from the comparison that the static power consumnpfior UMAC architecture

outperforms other proposed architectures as ndkldaabling is used in the UMAC
architecture. On the other hand, as the area GRMWC architecture is approximately
two times larger (in terms of the number of tratmsts) than the USMAC architecture,

the static and therefore the average power consomgtt SMAC architecture is higher
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than the USMAC architecture. The static and theaye dynamic power of SFMAC
are maximum among all other proposed architectbezmuse the total number of
transistor count in SFMAC is almost five times heghhan that of USMAC and 2.5
times higher than that of SMAC architectures.

Furthermore, a power comparison of SFMAC architectat different CMOS
technologies (TSMC 130 nm and GPDK 90 nm) in aifiganput vector is studied at
a frequency of 83.33 MHz. It is analyzed from tbenparison that the average dynamic
power, as well as the static power consumptiorhef3FMAC in TSMC 130 nm, is
higher than GPDK 90 nm because of the transistingi A detailed comparison is
depicted in chapter 6 to analyze the efficiencythe® MAC architectures over the
existing architectures. The comparison shows aifgignt improvement in terms of
static as well as average power for UMAC, USMAC,Ab0and SFMAC architectures

over the existing architectures.

7.2FUTURE WORK DIRECTIONS

At different abstraction level, a detailed powelca&tion can be done and hence the
possibility of power reduction can be consideraatttiermore, a parametric analysis,
along with Monte-Carlo analysis, will give a degdl picture of the proposed
architectures at extreme corners and extreme symblsige as well as temperature.
Much more optimization at the abstract level camprone the performance of the
proposed MAC architectures in terms of delay, poaret PDP. An optimized layout
design would provide an opportunity for post-layaitnulation and hence ASIC

fabrication.
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