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ABSTRACT 

The main objective of this thesis entitled “Mathematical Modeling of Black 

Carbon in Three Major Coal Mines of India” is to analyze the black carbon 

concentration level in the three major coal mine regions of India namely; Raniganj, 

Jharia, and Bokaro. We have selected these three coal mines for our study since; Raniganj 

is the oldest coal mine of the country operating since 1774. Jharia has the largest coal 

reserves of about 19.4 billion tons and is also known throughout the world as the 

„Burning coalfield‟ due to its underground fires from the past many decades. Bokaro is 

known as the „Steel city of India‟ for which the Bokaro coalfields play a very crucial role 

by providing its continuous supply of coal. Thus these coal mines play a vital role in the 

growth and development of the region and the nation by contributing to its GDP and 

employment in the region. But on the other hand, continuous opencast mining in these 

regions has led to worsening the air pollution problem in the region of their location and 

the neighboring states especially the IGP (Indo-Gangetic Plain) region, which is a hot 

topic of research nowadays. We herewith the help of Mathematics aim to develop an 

efficient forecasting model for the prediction of concentration for black carbon in the 

three major coal mines of India by using Statistical, Time-series, Wavelet, and Soft 

computing techniques. The results and analysis are based on continuous time-series data 

of black carbon concentration for the past 38 years, 05 months from Jan 1980 to May 

2018 over these sample sites. The data has been collected by NASA (National 

Aeronautics and Space Administration) via Giovanni website (http://nasa.gov/) and 

processing of the data is done by CSIR National Physical Laboratory, New Delhi. The 

work done in this study is divided into five chapters. 

Chapter 1 provides a brief introduction of the topic along with the literature 

review; starting with the introduction on; role and importance of coal in India, coal 

mining activities, Black carbon with its impacts on the health of the nation and the 

climate, and discussing the present scenario of PM (Particulate matter) and Black carbon. 

This chapter also highlights the various Statistical techniques like central tendency 
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measures, skewness measures, kurtosis, coefficient of variation, correlation, and 

regression analysis used for studying the nature of the time-series of the three sample 

sites. It also gives a brief introduction about the various time-series models, wavelet 

analysis, Fourier transforms, wavelet transforms along with some important types of 

wavelets. Soft computing based artificial neural network (ANN) and Adaptive Neuro-

Fuzzy Inference System (ANFIS) used in the last chapter are discussed in detailed to 

make it convenient to apprehend and understand the work done. In the later part of the 

chapter, we have discussed the various model fitting parameters used for the selection of 

the models along with the motivation for the problem and a brief introduction to our 

sample sites with the respective time-series. 

Chapter 2 begins with a formal introduction and review of the literature on 

statistical analysis. The statistical analysis of the problem is further carried out in three 

parts consisting of; basic statistical analysis, trend analysis, and correlation analysis of the 

problem. In the first part, basic statistical parameters as discussed above are used for 

analyzing the nature of the three time-series. In the second part, we have carried out a 

trend analysis of the problem after discussing the statistical parameters used like the 

Hurst exponent, Fractal dimension, predictability index, and trend percent for analyzing 

the behavior of the time-series. And in the third part, we have carried out correlation 

analysis using Karl Pearson's, Spearmen‟s, and Kendall‟s tau coefficient of correlation 

along with the cross-correlation function. The results conclude that for all the three time-

series the nature of the distribution curve is leptokurtic and the shape of the distribution 

curve is close to a normal distribution. The trend pattern is observed to be anti-persistent 

for the three time-series and there is a high degree of correlation in the data values of the 

three sample sites. The three time-series data were found to follow a seasonal pattern. 

Chapter 3 is based on the time-series analysis of the problem which is further 

carried out in two parts. The chapter begins with a review of the literature and an 

introduction to basic modeling concepts like the ACF, PACF, Box-Jenkins methodology; 

time-series models like the ARIMA, SARIMA. In the first part, the best-fitted time-series 
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model is developed using the popular Box-Jenkins methodology based ARIMA model. It 

was discovered that ARIMA (1,0,1)(0,1,1)12, model fitted very well to the data of the 

three time-series and it was used to obtain a time-series forecast of 5 years to the 

problem. In the second part, we have carried out an analysis of the volatility (conditional 

variance) using the GARCH models for the three time-series. The analysis was further 

carried out to find the best-fitted GARCH model to the problem and was used to obtain 

the forecast of conditional variance for the coming 5 years period. Model fitting 

parameters reveal that the models fitted very well to the time-series. 

Chapter 4 deals with the development of a Wavelet-ARIMA coupled model and 

comparison of its results with the time-series ARIMA model to decide the best-fitted 

model for forecasting among the two. The chapter starts with a review of the literature 

followed by a detailed discussion about the Fourier Transform, Wavelet transforms, and 

Wavelet-ARIMA coupled approach. The coupled model was developed after a suitable 

wavelet decomposition of the time-series for the three sample sites by Daubechies 

wavelet db8, level 3. This decomposition led the original time-series  s t  to be 

decomposed into three detailed parts 1 2 3, ,d d d  and an approximation part 3a  such that

3 1 2 3s a d d d     for all the time-series. These parts were further treated as individual 

sub-time-series and modeled with the ARIMA approach. The results obtained were then 

summed to reconstruct the time-series signal. The results obtained by the application of 

the ARIMA and Wavelet-ARIMA approach were then compared with each other. Based 

on the model fitting parameters it was found that the coupled approach gave superior 

results than the individual ARIMA model approach. The coupled model was then used to 

obtain a forecast for the coming 5 years period. 

Chapter 5 presents the soft computing analysis of the problem and development of 

the hybrid ANNFWCM model termed as the „Artificial Neural Network Fuzzy Wavelet 

Conjugation model‟. This model is formed by the conjugation of ANN, wavelets, and 

fuzzy-interface system (FIS). The chapter starts with the review of the literature, an 

introduction to various components of soft computing followed by machine learning 
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algorithms and their important types. After a detailed discussion of ANN and ANFIS 

models along with their various components, the hybrid ANNFWCM model is 

developed. The time-series data of Raniganj was decomposed with the help of wavelet 

decomposition and the individual sub-time-series were then treated with the ANFIS 

model. Gauss membership function along with the Mamdani technique was used for 

building the Fuzzy inference system (FIS). The FIS is then treated with ANN‟s 

Feedforward neural network (FFNN) based backpropagation approach with 1000 Epochs 

for training the signals. After appropriate training, the signals were tested with the actual 

observations. The results obtained finally conclude that the hybrid model performed far 

better than the time series ARIMA and Wavelet-ARIMA coupled approach and can be 

considered as an ideal tool for the prediction of black carbon concentration over the coal 

mine regions. 
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Chapter 1 Introduction 

“Coal kills- An assessment of death and disease caused by India’s dirtiest energy 

source” (Source: Goenka and Guttikunda 2014
[100]

) 

In this chapter, we introduce the topic and point towards the reasons for the development 

and motivation of the research topic. A brief explanation of the growth of the air 

pollution problem due to the coal industry in India, the impact of black carbon on the 

health of nation and climate, review of literature is done. The use of various research 

techniques like statistical analysis, time series models, fractal analysis, GARCH models, 

wavelet analysis, soft computing techniques and coupled approaches are used for 

obtaining accurate forecasts of black carbon concentration over the major coal mines of 

India to estimate the future black carbon, air pollution level due to coal mines.   

1.1 Role and Importance of Coal 

In the present scenario, India as such being the third largest and one of the fastest-

growing economies of the world, with over more than one billion of the population it 

becomes very difficult to catch up with ever-increasing demand for energy with limited 

available sources in the country (Hubacek et al. 2007
[118]

, Goenka and Guttikunda 

2014
[100]

, Agarwal et al. 2016
[12]

). Natural resources play a vital role in the growth and 

meeting the increasing demand of energy for every nation (Shih 2009
[253]

, Zou et al. 

2016
[305]

). The majority of the population living in villages uses livestock dung, 

agricultural wastes, wood as the major source of energy (Gautam et al. 2009
[97]

, 

Kaygusuz 2011
[133]

). While urban areas use natural gas, LPG, electricity, petroleum 

products, coal for their domestic, transportation, and industrial use (Sovacool 2011
[266]

).  

 Also, India is the fourth largest consumer of electricity in the world and more than 

400 million of the population suffers from regular power cuts across the country due to 

unreliable power sources (Jha et al. 2014
[128]

, Tripathi et al. 2016
[281]

). In this age of 

modernization, there is a continuous increase in the demand and use of these natural 

resources to meet the energy requirement of electricity for Industries, Cement and Steel 
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production units, Oil refineries, households, etc. Coal, hydropower, biofuels, nuclear 

power is the major sources of energy in India (Singh and Gu 2010
[255]

). Specifically, for 

countries like India where more than 75% of the total energy demand is accomplished 

from imported oil and gas (Sharma et al. 2019
[251]

).  

 In such, Coal plays a key role in fulfilling this ever-increasing demand, as India 

being the world‘s third-largest producer of coal after China and USA (Raghuvanshi et 

al. 2006
[219]

). It is the most widely available fossil fuel in the country and in the world. 

Coal is safe, reliable and has a relatively low cost; out of the total installed power 

capacity in 2014 of 250GW, nearly 148 GW comes from coal which is more than 59% of 

the total electricity production as given in Figure 1.1(a, b) (Central Electrical Authority 

report, June 2014
[52]

; Jan 2018
[51]

). As per the planning commission of India (Planning 

Commission, 2002-2007
[212]

), the total coal reserves in India are 245.69 billion tones out 

of which only 91.63 billion tones (approximately 38%) are a proven resource and only 

21% of this is extractable. In addition to this coal mining is one of the major industries in 

India contributing to the GDP as well as employment to several million of the workforce 

(Santra et al. 2014
[245]

).  

 Coal mining is one of the major industries in India that contributes a big role in 

the economic progress of the nation (Chaulya and Chakraborty 1995
[59]

). The total coal 

consumption is expected to increase by 2-3 times from 660 million tons/year in 2014 to 

nearly 1800 million tons/year in 2030 (Goenka and Guttikunda 2014
[100]

). Thermal 

power plants (TPPs) are the major consumers of coal which consumes about 75% of the 

total coal generated in the country (Singh et al. 2013
[257]

). To meet this huge demand for 

consumption the total coal generation capacity is expected to increase from 159 GW in 

2014 to 450 GW in 2030, which is nearly 3 times more than the present capacity 

(Goenka and Guttikunda 2014
[100]

). Also, coal prices are more stable than compared 

with oil and natural gas prices. Thus due to this growing demand for coal year by year 

has led to a continuous increase of new coal-fired power plants as shown in Figure 1.2 

(Goenka and Guttikunda 2014
[100]

), which on the other side led to worsening the air 
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pollution problem day by day. A Schematics of Coal-fired thermal power plants working 

resulting in the production of electricity, fly-ash, air pollution is represented in Figure 

1.3. 

 

Figure 1.1(a) Sources of electricity production in India based on the installed capacity 

and 1.1(b) Growth of installed power generation in India (Source: Central Electrical 

Authority report, Jun 2014
[52]

) 

 

Figure 1.2 Coal-fired plants of India in 2013-14 and likely to be operational until 2030 

(Source: Goenka and Guttikunda 2014
[100]

) 

1(a) 1(b) 
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Figure 1.3 Schematics of Coal-fired thermal power plant 

1.1.1 Coal Mining 

Coal mining is mainly carried by two main methods open cast mining and underground 

mining. In India, more than 92% of coal mining is done by opencast mining (Sahu et al. 

2017
[242]

) as shown in Table 1.1. Opencast mining is mainly preferred in India since it is 

economical than underground mining, has lower extraction risk, and generates more 

production but the major limitation associated with it is that this leads to more air 

pollution than compared to underground mining (Sahu et al. 2017
[242]

). The first coal 

mine established in India was in 1774, in the Raniganj region of West Bengal (Prasad 

1992
[215]

), after this, there was gradually very slow progress in the growth of the 

coalfields, far after in 1856 coal mines were established in Jharia, Bokaro and Karanpura 

in Jharkhand. During that period the production of coal continued to grow at a very 

steady phase and so India had to import coal, despite having huge coal deposits. During 

1880, the annual import of coal was 600,000 tons which continued up to 1902 (Gadgil 

1971
[95]

). At that time the main consumer of coal was Railways (Gadgil 1971
[95]

). 

Although things had changed with time in terms of demand, consumption, production of 

coal. But, the mineworkers have continued to live in a very poor and miserable working 

condition in terms of poverty and poor health conditions (Kumaramangalam 1973
[144]

, 
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Kejriwal 2006
[134]

). Figure 1.4 shows a poor condition of women coal laborers working 

in the opencast Jharia coalfield of India. 

 

Figure 1.4 Laborers working at the opencast coal fields in India 

Table 1.1 Total coal production due to opencast mining in India and the percentage of 

total production due to opencast mining (Source: Coal Controller Organization of 

India, Ministry Of Coal, 2019
[63]

). 

Year 2009-

10 

2010-

11 

2011-

12 

2012-

13 

2013-

14 

2014-

15 

2015-

16 

2016-

17 

2017-

18 

2018-

19 

Production 

(Million 

tons) 

 

532.042 

 

532.694 

 

539.950 

 

556.402 

 

565.765 

 

612.435 

 

639.230 

 

657.868 

 

675.400 

 

728.718 

% of total 

production 

by opencast 

mining 

 

89.0 

 

89.70 

 

90.38 

 

90.62 

 

91.22 

 

92.09 

 

92.74 

 

93.26 

 

93.81 

 

94.17 
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1.1.2 Impacts of Coal Mining  

As per a report from the Central pollution control board (CPCB 2009
[68]

), air pollution in 

coal mines is leading to spontaneous emissions of various other dangerous gases like 

black carbon, methane, carbon monoxide, oxides of nitrogen, and sulphur dioxide. Along 

with all these air pollutants like PM and VOCs are also released from coal mining regions 

while performing various activities like drilling, blasting, coal handling plants, 

stockyards, haul roads, transport roads, workshop exposed to overburden dumps, exposed 

pit faces, overburden loading, and unloading operations produce pollution (CMRI 

1998
[53]

). The volume of these pollutants is expected to get at least double during this 

period from 2014 to 2030, polluting the environment to the greatest extent and having 

severe health impacts (Goenka and Guttikunda 2014
[100]

).  

 Major causes of air pollution in urban areas are industrialization, vehicular 

emission, brick kilns, oil refineries, etc. while in rural areas the major contributor is the 

burning of biofuels such as coal, wood, cow dung, and agricultural wastes (Saud et al. 

2011
[247]

). PM2.5 emission is expected to increase in India by nearly 25% in 2030, 

whereas nitrogen oxides (NOx) and sulphur dioxide (SO2) emissions will increase by 3-5 

times, VOCs emission is expected to rise to 30% (Purohit et al. 2010
[216]

). The diurnal 

average PM2.5 concentrations level in major Indian cities was observed to be     

         in 2014 (Pant et al. 2016 (Pant et al. 2016
[195]

), while in rural parts of India 

was at          which was twice the limit prescribed by CPCB (Agarwal et al. 

2012
[13]

). Air pollution is a global problem and the main reason for ill health in India 

have a direct link with minor physiologic disturbances to major and multiple health 

disorders notably leading to premature deaths along with various types of cardiovascular 

problems like heart attack, strokes; respiratory problems, birth disorders and various 

types of cancer (Bascom et al. 1996
[31]

, Stieb et al. 2012
[270]

).  

 The DALYs due to air pollution in Delhi has nearly doubled from 0.34 to 0.75 

million during the years 1995 to 2015 and that in Mumbai has increased from 0.34 to 

0.51 million. There have been 80,665 premature adult deaths during this period in Delhi 
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and Mumbai due to air pollution (Borwankar 2017
[42]

). As per the Global burden of 

disease (GBD) report for 1990-2010, more than 200 health risks causing premature 

deaths are related to air pollution. The topmost of these causes include dietary risks, high 

blood pressure, household air pollution, smoking, ambient PM pollution. There were 

more than 20 million asthma cases in 2011-12 from exposure due to air pollution and 

which is expected to grow to 42.7 million by 2030 and total pre matured deaths are 

expected to rise from 186,500 to 229,500 per year in 2030 due to coal-fired power plants 

(Goenka and Guttikunda 2014
[100]

). The monetary cost due to these health impacts 

exceeds Rs. 16,000 to Rs. 23,000 crores per year (Goenka and Guttikunda 2014
[100]

). 

According to the World Health Organization (WHO) report 2009
[291]

, due to air 

pollution approximately 3.1 million people in developing countries, die prematurely each 

year. 

1.2 Black Carbon 

Black carbon (BC) is a black colored sooty particle released during combustion activities 

of biomass, biofuels and fossil fuels from kitchens, vehicles, aircraft emission, heavy 

engines, brick kilns, industries, oil refineries, coal-fired thermal power plants, steel 

plants, petroleum industries, forest fires, burning of agricultural wastes (Rehman et al. 

2011
[231]

). In indoor conditions, it is mainly released due to the cooking and burning of 

fuels like wood, coal, animal manure, residues of crops (Andreae and Crutzen 1997
[21]

). 

Black carbon is made up of pure or organic carbon in several linked forms (Conny and 

Slater 2002
[65]

), is the main product for combustion, BC is also known as soot. It is used 

in the manufacturing of plastics, paints and inks; it is also used as a color pigment. It is 

also widely used as a diesel oxidant in experiments. It is used in reinforcing fillers in tires 

or other rubber products. It can absorb plant nutrients from the soil and significantly 

contributes to its fertility when used in proper proportion. It compromises a significant 

portion of particulate matter, which is an air pollutant (Bove et al. 2019
[43]

).  

 Since BC is in form of particle thus it is not greenhouse gas and is referred as a 

component of particulate matter, the particles emitted during combustion are classified as 



8 
 

particulate matter (PM) in terms of their sizes those smaller than 10 micrometers are 

termed as PM10 or PM2.5 means particles smaller than 2.5 micrometers (Janssen et al. 

2012
[125]

, Begum et al. 2013
[33]

). The size of black carbon is very small compared to that 

of even PM0.1, which has severe impacts on human health and climate (Schwarz et al. 

2008
[248]

, Brzezina et al. 2020
[45]

). A pictorial representation of the cycle for black 

carbon emission due to different sources in the environment and its effects like 

absorption of incoming solar radiations leading to surface warming, melting of glaciers, 

affecting cloud formation and rainfall precipitation is shown in Figure 1.5.  

 

Figure 1.5 Cycle of black carbon in the environment 

1.2.1 Impact of BC on Health of Nations 

Carbonaceous aerosols have received great attention from the researchers recently due to 

its severe impact on human health (Japar et al. 1986
[126]

, Liousse et al. 1996
[147]

, Tzanis 

and Varotsos 2008
[283]

), agriculture (Chameides et al. 1999
[56]

), air quality, and health 

effects (Jansen et al. 2005
[124]

, Highwood and Kinnersley 2006
[111]

). Compared to 

underground mining, open-cast mining is a more threatening problem for air pollution. It 
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is a global problem that has a negative impact on human health such as Inhalation of BC 

leads to problems related to respiratory such as chronic bronchitis and asthma, lung 

disease, damage to eye sights, cardiovascular disease (Penner et al. 1993
[210]

, Varotsos 

2005
[285]

). It also leads to multiple health disorders like lung cancer, heart attack, stroke, 

premature births and deaths; birth disorders, tuberculosis, etc. (Novakov et al. 2005
[189]

). 

It gets mixed with air, water, and soil. Thus black carbon enters into the food chain and 

human body. One of the main sources of air pollution in India is due to fugitive emission 

of black carbon along with various other harmful gases from the coal mines released due 

to various mining activities (CMRI 1998
[53]

).  

Fly ash is one of the main content released during these activities, which is very 

difficult to handle. According to a study, the ash collection from coal-fired thermal power 

plants ranges from 70% to 80% of the total ash present in coal (Sahu et al. 2009
[241]

, 

Senapati 2011
[249]

). This ash if properly retained can be used in various construction 

activities, cement and tile manufacturing, brick kilns. High levels of suspended 

particulate matter (SPM) primarily like black carbon increase respiratory diseases such as 

chronic bronchitis and asthma cases while emissions of gases like Methane, which is 23 

times more potent Green House Gas than carbon dioxide is released during mining 

(Crosson 2008
[69]

), leads to health issues and global warming. The pollution here leads to 

dangerous health issues and also leads to lung cancer, low visibility, tuberculosis, 

detrition of air quality, and equipment, leading to an increase in the maintenance cost 

around the mines (Gautam et al. 2018
[98]

). 

1.2.2 Impact of BC on Climate 

In the present era, black carbon is the major contributor to environmental and climatic 

changes after carbon dioxide (CO2) leading to global warming and melting of glaciers, 

thus it is a matter of great concern. Black carbon is the major absorber of solar heat 

radiation in the atmosphere, BC leads to the heating of the Earth‘s atmosphere as it 

results into the reduction in incoming short-wave solar radiation at the Earth‘s surface 

(Horvath 1993
[112]

, Jacobson 2001
[122]

), and thus leading to the change in the 
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temperature of the troposphere, which affects the microphysical properties of the cloud‘s 

and thus affecting the rainfall mechanisms (Menon et al. 2002
[162]

). Black carbon 

particles are transported to distant places by air and water to deposit on the ice on these 

glaciers and snow-covered mountain peaks, as it absorbs the heat radiations from the sun 

which causes the melting of ice (Xu et al. 2009
[292]

). Black carbon deposits on snow or 

ice this leads to an increase in the absorption of heat in the Arctic, poles, and also 

mountain ranges like the Himalayan glaciers which may be contributing factors for the 

rapid melting of ice in these regions (Gautam et al. 2018
[98]

). Black carbon also has 

severe impacts on weather patterns, rainfall, cloud‘s lifetime, and cloud formations (Tao 

et al. 2012
[276]

). 

 Although the anthropogenic causes of black carbon emission are globally 

distributed, it is mostly concentrated at the tropics as the solar radiation is greatest at the 

tropics (Ramanathan and Carmichael 2008
[223]

). Due to air and water, it is transported 

to distant places which in turn gets mixed with other aerosols leading to the formation of 

brown clouds extending up to 3 to 5 km (Hsu et al. 2003
[114]

, Ramanathan et al. 

2007
[224]

). Due to the high absorption of heat, it reduces the surface albedo (the ability to 

reflect sunlight) and capacity to form widespread brown clouds, which after carbon 

dioxide is the second-highest patron for global heating leading to melting of ice in the 

Artic (Ramanathan and Carmichael 2008
[223]

). The warming impact of BC per unit of 

mass, on climate is 460-1500 times stronger than CO2. BC directly absorbs incoming and 

scattered solar radiation leading to atmospheric warming. BC is also leading to the 

melting of the Himalayan glaciers at a rapid rate (Ramanathan and Carmichael 

2008
[223]

). Darker the soot the more is its heat-absorbing tendency. The soot from 

biofuels and fossil fuels are darker than that from biomass combustion. About 25-30% of 

the world‘s total BC emission comes from India and China (Mohajan 2014
[168]

). It also 

warms the air, affects the precipitation, rainfall pattern, cloud formation, and disturbs the 

ecosystem.  
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1.2.3 Black Carbon Variation with Particulate Matter Level in the Current Scenario  

As per a study by the Government of India for environmental health (Centre for 

Environmental Health, Government of India, 2017
[54]

), the annual standard level of 

PM2.5 set up by WHO is of 10
3/g m , but in over 70% of the Indian subcontinent, the 

level is beyond this limit. The annual standard level of PM2.5 set up by CPCB is 40

3/g m , but the results obtained by satellite data and ground monitoring sources reveal 

that in the Indian subcontinent the range is 10-100
3/g m (Dey et al. 2012

[81]
, Pant et al. 

2015
[196]

), the concentration in the northern states is comparatively higher than the 

southern states (Pant et al. 2016
[195]

, Tiwari et al. 2015
[277]

). The dominating cities in 

tier 1 among these were the metro cities namely, New Delhi, Mumbai, Hyderabad, and 

Kolkata having the highest PM2.5 levels as 40-81
3/g m . The average diurnal PM2.5 level 

over Delhi was found to be at 300
3/g m which was higher than the permissible standard 

limit of 60
3/g m (Das et al. 2015

[71]
, Pant et al. 2015

[196]
, Centre for Environmental 

Health, Government of India, 2017
[54]

). Among the tier 2 were the cities of Raipur, 

Kanpur, Agra, and the rural locations of the IGP regions near the coal mines (Massey et 

al. 2013
[159]

, Pant et al. 2016
[195]

, Begam et al. 2017
[32]

, Rana et al. 2019
[225]

).  

 A high concentration of pollutants and comparatively inferior technology, along 

with low wind speeds and low mixing heights has caused low atmospheric dilution rate 

leading to low dispersion of pollutants and higher pollutant over the IGP region than the 

rest of India (Guttikunda et al. 2014
[103]

, Guttikunda and Jawahar 2014
[104]

, Attri 

2008
[26]

), further enhancing the pollutants levels in the IGP region as shown in Figure 

1.6. The Indian Space Research Organisation (ISRO) has taken an initiative to study the 

behavior and effects of atmospheric pollution in the Indo-Gangetic Plains (IGP) (Indian 

Space Research Organisation, 1994
[121]

). The program is known as the ISRO-GBP 

(ISRO Geosphere-Biosphere Programme) it is having a check over 37 surface locations 

in India to measure the concentration of black carbon. The pollution from thermal and 

coal power plants, vehicles emission and from the burning of agricultural wastes have 
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polluted the IGP to a great extent as seen in Figure 1.6 (Subbaraya et al. 2000
[274]

, 

Guttikunda and Jawahar 2014
[104]

), also the dust along with pollution traveling through 

winds from Thar desert, Iran, Afghanistan, and Pakistan leads to the imparts of aerosols 

during summers. In the ISRO-GBP study, measurements of the carbonaceous aerosol are 

to be calculated which is the main contributor to pollution in the IGP region (Ram et al. 

2010
[222]

). 

 

Figure 1.6 Annual average PM2.5 concentrations 
3/g m  due to coal-fired thermal power 

plants in India (Source: Goenka and Guttikunda 2014
[100]

) 

 In developing countries, mainly India and China the black carbon emission 

amounts to 25-35 percent to that of the entire world as observed by the National 

Carbonaceous Aerosols Program (NCAP) report 2011
[181]

 (Srivastava et al. 

2014
[267]

). India especially is the major sufferer as the Himalayas which have a great 
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influence on the climatic conditions of India has a high level of black carbon deposited 

on its snow peaks (Menon et al. 2010
[163]

). Thus due to the above discussed severe 

impact of black carbon on human life and environment both nationally and globally, the 

future study of black carbon is very important for framing national and international 

policies for prediction of the level of black carbon emission in the future. Coal mines 

region being one of the major sources for BC emission, we need to develop a new 

mathematical forecasting model having minimum prediction error using mathematical 

techniques like the statistical analysis, time series analysis, wavelets transform and soft 

computing methods like ANN and ANFIS, to discuss and find solutions to this problem 

at the national and global level.   

1.3 Statistical Analysis 

Statistical analysis is generally used in the field of modeling for understanding the nature 

of the distribution curve, depiction of meaningful interpretation, finding the missing 

values, and obtaining the forecasts of future values for the distribution curve of the data. 

The advantages of these are that it is simple to understand, time, and cost-efficient lays 

the basic foundation for modeling. Statistical analysis consists of Mean, Median, Mode, 

Standard deviation, Kurtosis, Skewness, coefficient of variation, Correlation, and 

Regression (Parmar and Bhardwaj 2013
[201, 203]

). Mathematically these are described 

as: 

1.3.1 Mean: The average value of the sample is explained by mean, it is also termed as 

the Arithmetic mean. For a discrete series,  , 1,2,3,...ty t   it is obtained by summing all 

the values of the series and dividing it by the number of observations. It is calculated as, 

 
1

1.1
n

k

k

y
Mean Y

n

   

1.3.2 Median: The positional average or middle value of the discrete series 

 , 1,2,3,...ty t   is called the median. Its value depends on the number of observations 

present in the series. It is calculated as, 
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 
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   
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
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1.3.3 Mode: The value with the maximum frequency or maximum occurrence in the 

series is termed as the mode. A distribution is termed as unimodal if it has a single mode, 

bimodal for having two modes and trimodal if having three modes. 

1.3.4 Standard Deviation:  It is a measure of dispersion, which is widely used for 

measuring the variation and scattering among the data values. It is the square of the 

variance also termed as the root mean square deviation, for a discrete series 

 , 1,2,3,...ty t   it is usually calculated as, 

 
 

2

1 1.3

n

k

k

y y

n
 






 

1.3.5 Range: It is the most basic measure of dispersion which is used to find the 

scatteredness of the distribution. If H and L represents the highest and the lowest value 

among the observed values then we calculate range as, 

 1.4Range H L   

1.3.6 Coefficient of Variation: It is a measure of dispersion used to measure the 

variation of the observed values about the mean of the distribution; it can also be used for 

comparing the variation among the two series. It is calculated by the ratio of the standard 

deviation with the mean of the distribution. Mathematically this can be expressed as, 

 1.5CV



  
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1.3.7 Kurtosis: It is used to determine the shape of the distribution curve, depending on 

the moments  r of the distribution. It determines the peakedness or flatness of the curve 

classifying it as platykurtic, mesokurtic, and leptokurtic relative to the normal 

distribution. For a discrete series,  , , 1,2,3,...t tx y t   it is usually calculated as, 

 4

2

2

1.6





  

Where,         

 
 1 1.7

n
r

k

k
r

y y

n
 






 

1.3.8 Skewness: It a measure for lack of symmetry of the sample, lower the skewness 

indicates that the data values are away from skewness. The skewness can be positive, 

negative or undefined, if the skewness is positive then the data values are skewed towards 

the right, if it is negative then it indicates data is skewed towards the left and if the value 

is zero then it indicates that the data values are symmetrical and the data curve follows a 

normal distribution. It is calculated as,  

   
 

3
1.8

Mean Median Mean Mode
Skewness

 

 
   

1.3.9 Correlation Analysis: It measures the degree to which two or more than two 

variables are in relation to each other along with the direction of relationship or 

association between them. The value of the coefficient of correlation lies between -1 to 1, 

closer the value to 1 or -1 indicates a high degree of correlation in the positive and 

negative direction respectively. The value zero of correlation indicates that there does not 

exist, any relationship between the two series. The sample correlation coefficient for two 

series  : , : , 1,2,3,...t tx x X y y Y t   can be calculated as, 

   

   
 

2 2
1.9

t t t t

t t t t

x x y y
r

x x y y

 

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Here, ,t tx y denotes the mean of X and Y (Parmar and Bhardwaj 2013
[201, 203]

). 

1.3.10 Regression Analysis: In regression, a mathematical relationship is established 

between two or more variables. This technique is used for predicting the value of the 

dependent variable (parameter) by using the required values of the independent variables 

also termed as predictors. After developing the equation of the regression line it can 

further be used for modeling and predicting the future or missing values. These are of two 

types: 

(a) Simple Regression Analysis: It is used when two variables are in consideration, i.e. 

when we are dealing with a single independent variable. Regression equation of a line 

with dependent variable Y in terms of the independent variable X is defined as, 

 1.10yxY b X C   

 Where C is the constant of integration and yxb = regression coefficient = 
y

x

r



  is called 

the slope of the regression line (Parmar and Bhardwaj 2014
[202]

). 

(b) Multiple Regression Analysis: It is an extension of linear regression analysis which 

is used when two or more than two independent variables  1 2 3, , ,......, nX X X X  are 

under consideration while determining the value of the dependent variable Y. It is widely 

used in financial inferences and econometrics. The equation of multiple regression can be 

expressed as, 

1 1 2 2 3 3 ...... (1.11)n nY a b X b X b X b X       

Where a  is the constant which is termed as the y-intercept at zero time and 

1 2 3, , ,......, nb b b b  are the slope coefficients of the regression line. 

Regression Analysis is a basic technique used for mathematical forecasting and 

curve-fitting by determining the relationship among the variables but the limitations 

associated with this is that it is based on the linearity condition and the results obtained 

are errorness when the data is scattered or consists of outliers.  
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1.4 Time Series Analysis 

The evidence of health effects and various other consequences of pollutants on human 

health and environment are completely based on cross-sectional studies and time series 

analysis. Thus the major need of the present era is making time series analysis of the 

problem and developing accurate forecast with minimum forecasting errors. A time series 

is a sequential set of data points measured over successive time intervals arranged in 

proper chronological order. Mathematically described as, vectors   , 0,1,2,3,...x t t   

where t, is the time variable representing the time elapsed. A time series is also 

distinguished as discrete and continuous depending upon observations measured based on 

the time instance. If the time series is measured at equally spaced intervals of time such 

as hourly, daily, weekly, monthly, quarterly, yearly then it is termed as discrete time 

series. By combining the time series over a specific interval a continuous time series can 

be converted into a discrete-time series.  

 The main aim of time series modeling is to carefully collect data from a reliable 

source and observing these past values after choosing a proper model for a given time 

series which, best fits it. These time series models are further used to make predictions 

and forecasts based on past observations and generate future values. In this proper care is 

to be taken while fitting an appropriate model based on the time-series data available. 

Thus accurate forecasting for the time series depends on appropriate model fitting. Due to 

this various models are developed in literature from time to time which can best fit the 

data to get an efficient output and forecasting accuracy. 

 The most widely used stochastic models of time series are namely the Auto-

Regressive (AR) model, Moving Average (MA) model, Autoregressive Moving Average 

(ARMA) model, Autoregressive Integrated Moving Average (ARIMA) model, and Box-

Jenkins methodology. The basic assumptions for implementations of these models are the 

linearity condition and it follows a particular distribution like the normal distribution. The 

most popular of these is the ARIMA model along with the Box Jenkins methodology due 

to its independence to represent several variables with simplicity for a given time series. 
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These methods are largely used (Su et al. 2011
[273]

, Sachindra et al. 2013
[239]

, 

Underwood 2013
[284]

, Parmar and Bhardwaj 2014
[202]

, Diodato et al. 2014
[83]

) for time 

series modeling. To study fluctuations and making good forecasts modeling of time series 

is very beneficial in the decision-making of climatic conditions and estimation of future 

data and extending it to real lifetime series (Soltani et al. 2007
[262]

). The autoregressive 

(AR) model, moving average (MA) model, and the combination of two Autoregressive 

integrated moving average (ARIMA) models have been used in various studies related 

with air pollutant modeling (Ballester et al. 2002
[29]

, Abdel-Aziz and Frey 2003
[2]

, 

Chelani and Devotta 2006
[60]

, Liang et al. 2009
[146]

, Chattopadhyay and 

Chattopadhyay 2009
[58]

, Portnov et al. 2009
[213]

, Abish and Mohanakumar 2013
[5]

). 

There are various important time series models (Ratnadip and Agrawal 2013
[228]

) such 

as: 

1.4.1 Autoregressive AR(p) Model: This is a basic time-series model in which we study 

the future behavior of the time series based on past observations. This model is based on 

the linear correlation among the data values at different lags. This process is similar to a 

multiple regression model, we calculate the predicted value by taking a linear 

combination of p past observations with a random error and a constant term. 

Mathematically it can be expressed as,  

1

(1.12)
p

t k t k t

k

y c y 



    

Here the integer p is called the order of the model, ty is the predicted value and t  is the 

random error at time t,  1,2,3,...., pk k  are the parameters of the model and c is a 

constant. 

1.4.2 Moving Average MA(q) Model: This is another basic model for time-series 

analysis in which the model uses the past errors as the prediction variables by taking a 

linear combination of q such past errors with a random error at time t and the mean of the 

series to obtain the future values. Mathematically written as,  
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 
1

1.13
q

t k t k t

k

y    



    

Here  1,2,3,...,qk k  are the parameters of the model and q is called the order of the 

model.   is the mean of the series, ty  the actual value at time t, t  random error and c is 

a constant. 

1.4.3 Autoregressive Moving Average ARMA(p,q) Model: The Autoregressive (AR) 

and the Moving average (MA) are effectively combined to form the Autoregressive 

Moving average (ARMA), model. Mathematically it is represented as, 

 
1 1

1.14
p q

t t k t k k t k

k k

y c y    

 

      

Symbols have their usual notations. ARMA models are employed using lag operators 

also known as the backshift operator, which is defined as, 1t tLy y  . Lag polynomials 

used to represent the ARMA model are as follows, 

AR(p) model:   ,t tL y   

MA(q) model: ( )t ty L  , 

ARMA(p,q):   ( )t tL y L   , 

Here  
1

1
p

k

k

k

L L 


  and 
1

( ) 1
q

k k

k

L L 


   

1.4.4 Assumptions of Time series Analysis 

1.4.4.1 Principle of Parsimony: It refers to the selection of a simpler time-series model 

by using the minimum number of parameters for representing a systematic structure of 

the time-series in place of complex ones. It leads to the selection of a model containing a 
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fewer number of parameters then the basic time-series models like the AR and MA 

model, thus simplifying the forecasting process. 

1.4.4.2 Stationarity: If the statistical properties of a time series such as mean, median, 

mode, variance, and covariance do not change over time then such a time-series is called 

stationary otherwise it is called non-stationary.  

1.4.4.3 Linearity: If every data point tX  of the time-series can be expressed as a linear 

combination of past observations, future values, or differences then such a time-series is 

said to be linear. 

1.4.4.4 Differencing: First order differencing refers to the difference between the 

consecutive observations of a time-series while the second-order differencing refers to 

the difference between the values obtained by the first differencing approach. It helps to 

remove non–stationarity, trends, and fluctuation from the mean of a time series data and 

thus making it convenient to use the time series models. 

 However, even-though having numerous applications the limitation of the time-

series analysis approach is to tackle nonlinear data because the time-series models use the 

linear correlation and the coefficient of correlation which are based on the linearity of the 

data. To remove this limitation of the time-series methods, various other models that are 

capable of nonlinearity were developed, compromising of Artificial neural network 

(ANN), Fuzzy, ANFIS, Wavelets (Nayak et al. 2004
[182]

, Partal and Kisi 2007
[205]

, 

Yenigun and Ecer 2013
[294]

). 

1.5 Wavelet Analysis 

Wavelet analysis was initially used in the field of seismology to study seismic waves as it 

contained the time domain which was lacked by the Fourier analysis. Thereafter, 

wavelets have been extensively used in various fields of research including the field of 

mathematical modeling to obtain good time-series forecast. Wavelet transforms are used 

to decompose a time-series signal into further component and generate information in 
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both frequency and time domain from them to get more accurate results. Wavelet 

transforms are capable of effectively handling of non-stationarity and non-linearity in the 

data which the Fourier transforms lacked. Wavelet transform is considered as an 

extension to Fourier transform to overcome the limitations of the Fourier transform. It 

was only possible with the help of wavelets that oil extractors could use it for identifying 

oil traces; signals processors were able to transmit signals through wires for 

telecommunication, and in future its application is expected to increase to weather 

prediction, diagnosing cancer and various other diseases, fingerprint tracking, computer 

animation, and imaging. Wavelets have proven to be more powerful in finding solutions 

for computational problems, pattern recognition, de-noising data, and data compression.  

1.5.1 Fourier Transforms 

In 1807 a French mathematician Jean Baptiste Joseph Fourier founded that sine and 

cosine functions could effectively be used to express most of the functions. The Fourier 

series of a function  f t  is represented as, 

 0 1 1( ) ............... ... 1.15i t i t in t in t in t

n n n

n

f t C C e C e C e C e C e    


 

 



           

Where, 1 1 1 1
1 1

( ) ( )
,

2 2

a ib a ib
C C

 
   

Therefore,  1 1 1 1cos sin 1.16i t i tC e C e a t b t   

    

As cos sin , cos sini t i te t i t e t i t         

Thus equation (1.15) becomes, 

 0 1 1( ) cos sin ......... cos sin ...... 1.17n nf t a a t b t a n t b n t           

Where   is the angular frequency and         are given as, 
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 

0

0

0

0

1
( )

2
( ) cosn t , 1,2,3,...... 1.18

2
( )sinn t , 1,2,3,......

T

T

n

T

n

a f t dt
T

a f t dt n
T

b f t dt n
T






 





  


 








 

Here, 2T   is the period of the sine and the cosine series. 

The Fourier transform is an extension to Fourier series it occurs when the period 

of the function is strengthened to infinity. It decomposes a function into its frequency 

components, for a function  f t  its Fourier transform is given by, 

        2 , 1.19i tf F f t f t e dt 






    

The equation given in (1.19) is also called the analysis part of the Fourier 

transform. The quantity of frequency present in the original function is obtained by the 

magnitude of its Fourier transform. Inverse Fourier transform of a function on the other 

side is used to generate the original function from the frequency domain. The Inverse 

Fourier transform of the function  f 


 is given by,  

       2 , 1.20i tf t F f f e d t  
 




  


  

The equation given in (1.20) is known as the synthesis part of the Fourier 

transform. In signal processing the value of phase is obtained by Arg f
 

 
 

, the energy 

spectrum is given by f


 while f


 denotes the spectrum of f , Fourier and Inverse Fourier 

transform is continuous and linear. In a Fourier transform the non-periodic structures of a 
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signal could be resolved into a compound scale of frequencies. The structure of a periodic 

wave can be represented in a much closer and a rigorous manner with the help of Fourier 

transforms than the conventional idea (Santoso et al. 2000
[244]

). 

But this expansion had a limitation that it contained only the frequency resolution 

and not the time resolution i.e. the frequencies could be predicted without the knowledge 

of the time at which it occurred. Although Fourier analysis being the best technique for 

dealing with stationary data the limitation with this is that it cannot be efficiently used for 

non-stationary data. In the later twentieth century, it was realized that a signal could be 

decomposed into further components to divide the information in the signal into 

frequency and time domains which were not pure sine waves (Zhang et al. 2018
[299]

). 

 Thus due to the limitations of Fourier transforms and the capability of Wavelet 

transforms to handle the information in a signal both in time and frequency domain, it 

was preferred over the Fourier transforms. Also while dealing with non-stationary time 

series data (signal), wavelet analysis proved to be a more effective tool than the Fourier 

transforms. A signal could also be decomposed into different components at various 

resolution levels with the help of wavelets which could further be used for obtaining 

more accurate time-series forecasts (Abdulqader 2018
[3]

). Wavelet transform turned out 

to be better than the Fourier transform as during computation they were less affected by 

small errors.  

1.5.2 Wavelet Transforms 

The origin of wavelet transform in literature is considered to be from the work of a 

Hungarian mathematician ‗Alfred Haar‘ in 1910 (Haar 1910
[105]

) which later on led to 

Haar wavelet. But the concept of wavelets was established in 1981 after the work of a 

geophysicist Jean Morlet when he was searching for a suitable method to find 

underground oil reserves through the seismic sound wave. As sound waves travel through 

different mediums with different speeds with the help of which geologist could predict 

the medium of the surface beneath. This process was represented as a mathematical 
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problem and then solved by engineers with the help of Fourier transforms (Cohen and 

Kovacevic 1996
[64]

). Morlet created components of the signals which he further shifted 

and compressed in time which he called the Morlet wavelets. He found that after shifting, 

compressing, and dilating a signal different wavelets could be created by a single wave 

which he termed as mother wavelet. Morlet worked along with Grossman to confirm that 

waves could be reconstructed from their decomposed wavelets components. They were 

the first to introduce the term ‗wavelet‘ while working together in 1982 (Morlet et al. 

1982
[175]

, Grossman and Morlet 1984
[102]

) and they found that compared to Fourier 

transform the wavelet transform performed better and were capable of efficient error 

handling.  

 Till the end of 1984, the only existing orthogonal wavelet was the Haar wavelet, 

later in 1985, Yves Meyer constructed another orthogonal wavelet which was named the 

Meyer wavelet and discovered the relation among the existing wavelets (Meyer 1992
[165]

, 

1993
[166]

, 1998
[167]

). Later Stephane Mallat combined wavelets with computer 

applications and introduced a new concept of multi-resolution analysis in image 

processing (Mallat 1989
[155]

, 1999
[154]

). Daubechies in 1987 introduced a new type of 

wavelet called Daubechies wavelets in series of papers (Daubechies 1988
[74, 76]

 1992
[73, 

75]
, 1993

[72]
) which could be executed with the help of simple digital filtering ideas of 

short digital filters and were orthogonal like Meyer's wavelet, smooth and simple to 

program and use as in Haar wavelets. The theory of wavelets got a new shape with the 

help of Daubechies wavelets as a practical implementation with a minimum mathematical 

training that could be efficiently used for programming (Daubechies 1990
[77]

). 

Wavelet is a small wave-like family of oscillatory functions consisting of finite 

energy for a period of time obtained due translations and dilations of mother wavelet, it is 

defined as (Sahay and Srivastava 2014
[240]

), 

   ,

1
, 0, , 1.21a b

t b
t a a b R

aa
 

 
   

 
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Where ‗a’ is called the scaling parameter and it denotes the degree of compression and 

‗b’ the parameter for translation.  

Wavelets are basically mathematical functions by means of which complex 

functions can be expressed in a simple way. They break down data into its frequency 

components and so each and every part the signal could be studied in a more precise 

manner (Behera and Mehra 2013
[34]

, Mei et al. 2020
[161]

). The wavelet series expansion 

for a function  f x  is expressed as, 

     
,

1.22ij ij

i j

f x a x




 
 

Where ija  are the wavelet coefficients and   , ,ij x i j Z   is obtained from the function 

 2L R   by dilation and translation such that, 

   2 , 2 1.23i i

ija W f j

      

     /22 2 1.24i i

ij x x j    

These parameters ,i j are integers that play the role of the frequency and time are 

used to generate the basis by dilating and shifting the variations of the mother wavelet; 

hence it leads to the generation of the multi-channel multi-resolution approach. 

The continuous wavelet transform of any function  f t  is given by, 

     ,

1
, * , 1.25m n

t n
T f m n f t dt f

mm
  





 
  

 
  

Where ,m n  denotes the parameter for the scale of frequency and the spatial time and *  

is the complex conjugate of the function  t . 
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A wavelet transform decomposes a signal into various components which contain 

information about the signal at various scales of time and frequency. The information 

present in the signal does not change due to the wavelet transform. The frequency and 

time depiction of a signal is obtained with the help of a wavelet transform. It is based on 

the multi-resolution technique in which different resolutions can be examined at different 

frequencies. 

A function 
1 2L L    is called the mother wavelet if it can generate the wavelet 

family after compression, dilation, and translation. It is a fast decaying oscillating 

wavelet of finite length. A mother wavelet can be used as a prototype to generate all the 

basis function for a wavelet family. It is similar to an orthogonal function and is 

orthogonal to a polynomial of degree less than or equal to n. It has 1n  moments equal 

to zero, 

i.e.       0, 0,1, 2,..., 1.26r

R

t t dt p n  
 

A decomposition of the original signal of the mother wavelet is performed by the 

wavelet transform into a weighted set of scaled wavelets functions. Various families of 

wavelets with distinct shapes are constructed using the mother wavelet which can be used 

as a basis function. A few of them are described below: 

1.5.3 Some Important Types of Wavelets 

1.5.3.1 Haar wavelet: It was introduced in 1909 by ‗Alfred Haar‘ a Hungarian 

mathematician. Haar wavelet consists of a family of ―rescaled square-shaped‖ functions, 

which was later known as db1, a specific kind of Daubechies wavelet. This wavelet 

consisted of a function in which a short term positive pulse was succeeded by a short 

term negative pulse. It was the first introduced wavelet which was orthogonal. Haar 

wavelet function  t is defined as, 
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   

1 0 1/ 2

1 1/ 2 1 1.27

0

t

t t

elsewhere



 


   



 

Diagrammatically it is represented as,  

 

Figure 1.7 Haar wavelet function 

While the Haar scaling function  t is given by, 

   
1 0 1

1.28
0

t
t

otherwise


 
 


 

Diagrammatically it is represented as, 

 

Figure 1.8 Haar scaling function 
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The Haar function on real line R for a pair of integers ,m n  is given by, 

     /2

, 2 2 , 1.29m m

m n t t n t R     

These functions are pairwise orthogonal given as, 

     
1 1 2 2 1 2 1 2, , , , 1.30m n m n m m n n

R

t t dt     

Where 
,i j  represents the Kronecker delta function while  ,m n t is the corresponding 

wavelet function. The biggest limitation associated with the Haar wavelet is that it neither 

differentiable nor continuous.  

1.5.3.2 Morlet wavelet: Morlet wavelet is also known as Gabor wavelet, it was 

introduced in the year 1984 by Jean Morlet when he was trying to generate components 

which were localized in space while studying seismic waves. It does not consist of any 

scaling function. These are also termed as, ‗wavelets of constant shape‘ since the 

wavelets retain a constant shape even after the components were shifted, compressed or 

dilated. It is also described as a sine wave curbed with a Gaussian and obtained by the 

product of the Gaussian window with a complex exponential function. It has a close 

relation to natural vision, hearing, and used in non-stationary time-series signals such as 

transcription of music waves and various medicinal applications. The assumptions of 

Morlet wavelet are that the signals are stationary and sinusoidal. It is defined as, 

   
2 2/2 2 1.31t i ftt e e  

 

Where   is the width of the Gaussian function given by
2

n

f



 . 

Diagrammatically it is represented as,  
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Figure 1.9 Morlet wavelet function 

1.5.3.3 Meyer wavelet: Meyer discovered a new family of wavelet in 1985, which was 

easy to handle with wavelet transform and preserved the orthogonality property. Its 

wavelet function is given by, 

   

 

 
1/2 /2

1/2 /2

2 8
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While it‘s scaling function is given by, 

   

 

 
1/2

1/2

4
,
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2 , 1.33
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 

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 


          

 

This wavelet is infinitely differentiable and it ensures orthogonal analysis. 
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Diagrammatically the scaling and wavelet functions are represented as,  

 

Figure 1.10 Meyer scaling and wavelet function 

1.5.3.4 Daubechies wavelet: Ingrid Daubechies invented a family of discrete wavelets 

that were orthogonal compactly supported and orthonormal named as Daubechies 

wavelet. They are represented as dbN (db1, db2… db10) where N is the order of the 

wavelet. The most basic and shortest wavelet is db1 which is also termed as the Haar 

wavelet. The best time resolution wavelet among the family of Daubechies wavelet is 

db4. The Daubechies wavelets have N vanishing moments and are mostly asymmetrical. 

Orthogonal multi-resolution is generated by the scaling function of each wavelet. For 

given support, it has the maximum number of vanishing moments. There is a different 

scaling function for each member of this family of wavelet which further leads to 

orthogonal multi-resolution analysis. It is simple to use and most effective in dealing with 

spike, self-similarity problems, and random time-series. The construction of graphs for 

Daubechies wavelet is based on a cascade algorithm, for distinct types; there are different 

wavelet and scaling functions.  

Diagrammatically the wavelet functions are represented as,  
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Figure 1.11 Daubechies wavelet function 

1.5.3.5 Mexican Hat wavelet: It is also known as the Ricker wavelet and is derived from 

the second-order derivative of a function similar to the Gaussian function. The Gaussian 

function is given as, 

     
2 21 1.34xx e x  

 

Its wavelet function is, 

     
21/4 /2 22

* * 1 1.35
3

tt e t    
  
   

 The wavelet function is proportional to the derivative of the second-order of the 

Gaussian function and n  moments of the nth  order derivative of the Gaussian function 

vanishes. The scaling function does not exist for this wavelet. From a real-valued mother 

wavelet function, it can be easily created by adjusting the signals of the analytic function 

of the signal.  

Diagrammatically it is represented as,  
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Figure 1.12 Mexican Hat wavelet function 

1.5.3.6 Biorthogonal wavelet: This wavelet was constructed by Cohen in 1992; it 

consists of symmetric and linear phase property which is useful in image and signal 

reconstruction. It is popular in sub-band filtering in which precise reconstruction and 

symmetry are discordant if the similar FIR is used for decomposition and reconstruction. 

Thus different filters are used for decomposition and reconstruction in this wavelet.  It 

can be used in constructing symmetric wavelet functions. These are not fundamentally 

orthogonal while the related wavelet transform is invertible. Compactly supported 

symmetric wavelets are derived from the biorthogonal basis. For any function, f

biorthogonal basis can be formed with the help of two basis functions ,i j  and ,i j  

derived from two mother wavelets such that,
 

   1.36ij ij

i Z j Z

f x b
 

  

     , 1.37ij i jb f t t dt




   

A single template Biorthogonal wavelet  t generates the Biorthogonal basis, if 

 , : ,i j i j Z  denotes the Biorthogonal basis of the signal then, 
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 , ,, , , , , 1.38i j k l i k j l i j k l Z       

Whereas the wavelets coefficients   
,i i j Z

a j


 are obtained by, 

   2,, , , 1.39i i j L
a j f i j Z   

 In these two filters are used successively as shown in Figure 1.13, the one shown 

on the left-hand side is used for the decomposition part while the other on the right-hand 

side is used for the reconstruction part. For different types, different wavelet and scaling 

functions are used. Diagrammatically these are represented as,  

 

Figure 1.13 Biorthogonal wavelet function 

1.5.3.7 Coiflet wavelet: This wavelet was developed by Ingrid Daubechies and Ronald 

Coifman; these are a type of discrete wavelet which is usually expressed as coifN, where 

N is the order of the wavelet. The scaling function has 2N-1 moments while the wavelet 
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function has 2N moments which vanish, it has a support of length 6N-1. These wavelets 

are more symmetrical than the Daubechies wavelets. For distinct types of Coiflet wavelet, 

there are different wavelet and scaling functions. Diagrammatically the wavelet functions 

are represented as, 

 

Figure 1.14 Coiflet wavelet function 

1.5.3.8 Symlets wavelet: These wavelets were developed by Daubechies as a reform to 

db family of wavelet which is close to symmetrical wavelets as opposite to Daubechies 

wavelets. They are denoted as symN, where N is the order. They have the least size of 

support for a fixed number of moments equal to zero which is the same as half the size of 

the support. For distinct types of Symlets wavelet, there are different wavelet and scaling 

functions. Diagrammatically the wavelet functions are represented as, 

 

Figure 1.15 Symlets wavelet function 

1.5.3.9 Orthogonal wavelet: The concept of Orthogonal wavelet was given in 1985 by 

Meyer, a wavelet whose wavelet transforms is orthogonal is called an orthogonal 

wavelet. A wavelet 
2L   is orthogonal if it is defined as, 
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         , , , ,
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, 1.40
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i j p q i j p q

i p j q
t t t t dt

i p j q
   





 
  

 


 

 This means the inner product of a mother wavelet with itself is unity while with 

some other wavelet obtained by dilation and translation is zero. The first known 

orthogonal wavelet was the Haar wavelet and the second was Meyer wavelet. This 

wavelet uses the same filter for the decomposition and reconstruction process. The 

scaling function   and the wavelet function   are related to each other as, 

   
1

1.41
2 2

k

k Z

x
a x k 



 
  

 
  

 Orthogonal wavelets are obtained by orthogonal basis; a basis is called orthogonal 

if the scaling function   satisfies, 

     , 0 1.42l mt t     

1.5.4 Scaling and Translation of a Wavelet: A signal is represented by its orthonormal 

basis function which is generated with the help of translations and dilations (scaling) of a 

wavelet function. Translations and dilations of a signal help to extract the information 

present in the signal both in the frequency and time domain. In scaling the frequency is 

changed while in translation the central position of the wavelet changes. 

Diagrammatically this represented as, 

 

Figure 1.16 (a) Scaling of a wavelet, 1.16 (b) Translation of a wavelet   
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For a wavelet defined as,  ,

1
, 0, ,a b

t b
t a a b R

aa
 

 
   

 
 

Here a  and b  denotes the scaling and the translation parameter. For the function  t  

translation for different values of t are      1 , 1 , 2 ,....t t t     or in general, 

 t r  while scaling for the function  t  are given as,      2 , 3 , 4 ,....t t t    or in 

general  kt .
 

1.6 Soft Computing 

Soft computing also known as Machine language is a branch of Computational 

intelligence that uses genetic algorithms, neural network, probability theory, and Fuzzy 

logic. It is used for obtaining solutions to complex computational problems that otherwise 

are very difficult to solve. It helps to solve problems as human mind considering 

approximations, uncertainty, imprecision, and partial truth. There are various types of 

soft computing techniques used in the field of Mathematical forecasting but the most 

popular among these are the Artificial Neural Network (ANN) and the Adaptive Neuro-

Fuzzy Inference System (ANFIS).  

1.6.1 Artificial Neural Network (ANN) 

ANN is also termed as a neural network or nonlinear statistical data modeling methods. 

ANNs are used as a prominent alternative mathematical tool in the field of mathematical 

modeling and forecasting of time series data with nonlinear properties, due to its 

powerful pattern recognition and classification abilities. It establishes a functional 

relationship between the data values even though it is difficult to describe it by any other 

method for time series having a sufficient number of data values. The most important 

advantage of ANN is that it can learn from observing the data sets. The ANN-based tools 

are ideal and cost-effective methods for obtaining solutions using distributions and 

computing functions. To arrive at the solution, ANN uses data samples than the whole 
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data sets which make it cost and time-efficient. These are relatively simple mathematical 

models, which are used to improve the present data analysis technologies. ANNs have 

been used to solve a wide variety of problems in the fields of science, industry, and 

business.  

Initially biologically inspired but now it has been applied in various fields 

especially in the case of time series forecasting and predictions as it can learn and 

generalize results from past experience (Hung et al. 2009
[119]

). Firstly, Hu 1964
[115]

 

introduced the realization of the ANN approach in weather prediction. It is used as a 

substitute for the modeling of a time series, it is based on human brain functioning and 

has gained great popularity during the last few years. Salient features of ANNs are that it 

is data-driven and self-adaptive, they can be used for nonlinear time series modeling 

unlike the stochastic time series models, ANN makes no previous assumptions pertaining 

to the data distribution and it can model greatly nonlinear relationships (Nagendra and 

Khare 2006
[177]

) and finally, ANNs are universal function approximators. To give high 

accuracy in prediction for the data ANNs use parallel processing of the information. It 

can further be applied in situations when the data is incomplete, erroneous, or fuzzy. 

Correlation between the objective values and the input values is identified and studied by 

ANN. It is based upon the network between neurons and nodes, which are interconnected 

with each other. ANN uses an algorithm at different neurons to improve their weights 

(Hsu et al. 1995
[113]

, Jeong et al. 2012
[127]

, Moosavi et al. 2014
[174]

).  

ANNs are three-layered namely input, hidden and the output layer which consists 

of several neurons. ANNs are used for a variety of tasks like classification, function 

approximation, data processing, filtering, clustering, compression, robotics, regulations, 

decision making, etc. After receiving information from a source the neuron gathers it and 

then conducts a nonlinear operation on the obtained value giving the final outputs (Bas 

and Boyaci 2007
[30]

). The main advantage of ANN is that without any mathematical 

model it gets trained from the input and output data values by recognizing the patterns in 

the series (Yeon et al. 2009
[295]

). Numerous intelligent systems have been developed 
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using ANN to solve a variety of problems like pattern recognition, prediction, control 

system, associative memory, and optimization inspired by biological neural networks. 

Depending on the algorithm of ANN there are various types of ANN, the most popular 

among these are discussed below: 

1.6.1.1 Feedforward Neural Network (FFNN) – It is the most widely used ANN, in this 

the information travels in the forward direction before reaching the output node without 

flowing in loops. There are three layers in the architecture of FFNN viz. the input, 

hidden, and output layer. The number of neurons in the first layer depends on the number 

of inputs (Farajzadeh et al. 2014
[92]

). Its main aim is to obtain output values close to the 

targeted values by reducing the estimation error (Nourani et al. 2013
[186]

). In this, there 

is no backpropagation while the hidden layer may or may not exist. These are commonly 

used in case of noisy data as in speech recognition and computer vision; depending on the 

number of layers they are further classified as Single layer and Multilayer perceptron‘s 

(Heghedus et al. 2019
[110]

). A perceptron sums the inputs and consists of an activation 

function, weights, and summation processor. These are used in systems dealing with the 

reorganization of speech and objects (Nourani et al. 2017
[184]

). 

 

Figure 1.17 Feed-forward neural network architecture 

1.6.1.2 Recurrent Neural Network (RNN) – In the form of loops, it involves a 

recurrence of operations, in order to obtain the forecast, the information of the output 

layer is fed back into the input layer. Each neuron stores the information of the previous 

time lag, making it act as a memory cell (Luongvinh and Kwon 2005
[149]

). Neurons 



39 
 

work on the front propagation method; in case of the wrong prediction, we use the error 

correction method with backpropagation. There are two types of such ANNs the first one 

with infinite impulse while the other with finite impulse. The former cannot be unrolled 

and is a directed cyclic graph while the later can be replaced by a strictly feed-forward 

neural network and can be unrolled as it is a directed acyclic graph. For obtaining 

forecasts of nonlinear time series, the recurrent network is preferably used as in language 

generation, text, and speech reorganization (Williams and Zipser 1989
[290]

, Heghedus et 

al. 2019
[110]

).  

 

Figure 1.18 Recurrent neural network architecture 

1.6.1.3 Modular Neural Network – In this, the neural network diminishes to a single 

layer and possibly to components that can be managed more easily. While performing the 

computational process to obtain the output, the network functions independently without 

interacting with each other, thus enabling the process to perform faster as the networks 

are not dependent on each other. These independent neural networks act as modules that 

perform the computations of the inputs. All the modules are connected with each other, 

which are further consigned with a specific function. It reduces the complexity by 

breaking down the larger computations into smaller components which leads to a 

reduction in the computation speed (Happel and Murre 1994
[108]

). 
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Figure 1.19 Modular neural network architecture 

1.6.1.4 Convolutional Neural Network (CNN) – Being similar to a feed-forward 

network it consists of one or more layers of convolution interconnected with each other 

working on the principle of variations in the MLPs. CNN shows very effective results as 

it contains a lesser number of parameters and is much deeper since the convolutional 

operation on the input is performed in the layers (Yao et al. 2017
[293]

). This reduces the 

time and the data required for obtaining the output. The information from the visual field 

is processed by the neurons in the convolutional layer. These are mainly used in the 

application of artificial intelligence functioning as the human brain and object 

recognition. They are also applied in image classification, signal processing, paraphrase 

detection, and semantic parsing (Lawrence et al. 1997
[145]

). 

 

Figure 1.20 Convolutional neural network architecture 

1.6.1.5 Radial Basis Function Neural Network (RBNN) – It is used as an alternative to 

the sigmoid transfer function. In this, the output obtained by uniting the signals with the 
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radial basis function is further taken into consideration in the output layer. Mostly a 

Gaussian function is taken as an RBF, in this Euclidean distance from the center of each 

neuron to a point is considered, for each neuron the radius may differ which are 

determined during training along with the weights applied to the RBF outputs, 

coordinates of the center and the number of nodes in the hidden layer. As in the MLPs, 

the benefit of RBF is that it avoids the local minima as the parameters in the output layer 

are formed by linearly mapping of the hidden layers (Adamowski and Sun 2010
[8]

). The 

selection for the number of Basis functions must not be more than the total data points in 

the input dataset. When each data point is associated with an RBF it leads to the Gaussian 

and Support vector machine process. It is used in a power restoration system which has 

increased in complexity and size with time and it is needed to immediately restore the 

power (Aksoy and Dahamsheh 2009
[16]

, Nourani and Farboudfam 2019
[188]

). 

 

Figure 1.21 Radial basis function neural network architecture 

1.6.2 Adaptive Neuro-Fuzzy Inference System (ANFIS)  

ANN along with the fuzzy interface system (FIS) forms the ANFIS which can be used for 

estimation and forecasting of the time series, the results obtained by ANFIS are more 

reliable and accurate (Jang 1993
[123]

). It maps input characteristics functions to input 

membership functions which are related to rules and it is further related to a set of output 

characteristics. Again the output characteristics are mapped to output membership 

functions which results in a unique output or a decision related to the output (Jang 
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1993
[123]

). The important components of fuzzy systems are fuzzifier, fuzzy database, and 

defuzzifier. The fuzzy database consists of two major parts the fuzzy rule base and the 

inference structure (Karmakar and Mujumdar 2006
[130]

, Akrami et al. 2013
[15]

, Sahay 

and Srivastava 2014
[240]

). 

 Like ANN, Fuzzy Interface System (FIS) is also a data-driven, soft computing 

model, which represents fuzzy if-then rules which are crucial to developing by a crisp 

parameter model (Jeong et al. 2012
[127]

, Parmar and Bhardwaj 2015
[199

]). In the 

Mamdani technique, the whole data is divided into two parts, training and testing and the 

model results compared with the actual data (Hung et al. 2009
[119]

, Chen and Chang 

2010
[61]

). The use of fuzziness makes the model more consistent and results towards 

accuracy (Aksoy et al. 2004
[17]

, Toprak et al. 2004
[279]

, Toprak et al. 2009
[278]

, Hung et 

al. 2009
[119]

, Chen and Chang 2010
[61]

). 

1.6.2.1 ANFIS Architecture 

If x and y represents the two inputs variables and f represents the output as shown in 

Figure 1.22 (Parmar and Bhardwaj 2015
[199]

, Dalkilic and Hashimi 2020
[70]

). 

 

 

Figure 1.22 Neuro-Fuzzy architecture  
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Rule 1 If x  is 1A  and y  is 1B  then 1 1 1 1f p x q y r    

Rule 2 If x  is 2A  and y  is 2B then 2 2 2 2f p x q y r    

Layer 1 Every node i in this layer is a square node with a node function,  1 .i iO A x  

Where x  represents input at node i, and iA  is the linguistic label related to this node 

function. So, 1

iO  is the membership function of iA , which expresses the degree to which 

the given x satisfies the iA . Mostly, it is to supposed  iA x  to be bell-shaped and 

minimum value to 0, maximum value to be 1, such as the Generalized Bell function 

   
2

1
1.43

1

i
i b

i

i

A x

x c

a

 
  
   
   

 

Or Gaussian function 

   

2

1.44

i

i

x c

a

iA x e

  
  
     

Where  , ,i i ia b c the set of parameters, the bell-shaped function is behaving as the values 

of parameters set changes. It exhibits various forms of membership functions on 

linguistic labels iA . Parameters in this layer are referred to as premise parameters. 

Layer 2 Every node in this layer is a circle node. It multiplies the input signals and sends 

the product out. For instance 

     2 , 1,2,3,... 1.45i i i iO w A x B x i      

Each node output represents the firing strength of a rule. 

Layer 3 Every node in this layer is a circle node labeled N. The 
thi  node measures the 

ratio of the      rule‘s firing strength to the sum of all rule‘s firing strengths 

 3

1 2

, 1, 2,3,... 1.46i
i i

w
O w i

w w
  


 

For convenience, outputs of this layer will be called normalized firing strength. 

Layer 4 Every node i in this layer is a square node with a node function 
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   4 , 1,2,3,... 1.47i i i i i i iO w f w p x q y r i      

Where the output of layer 3 is represented by iw  and  , ,i i ip q r  is the set of parameters. 

Layer 5 Circular node is the single node in this layer labeled, which calculates the entire 

The output is expressed as the summation of all incoming signals i.e. 

 5 , 1,2,3,... 1.48
i ii

i i i

ii

w f
O w f i

w
  





 

This is working equivalent to type 3 FIS (Fuzzy Interface System). 

1.7 Model Fitting Parameters: Mathematical forecasting is a branch of Mathematical 

modeling, its importance lies in generating good time-series forecasts having minimum 

forecasting errors for a given time-series data. There are various mathematical models 

used for generating these forecasts, but the success of Mathematical forecasting lies in the 

selection of the model which is best suited for a given time-series model yielding optimal 

results. For this purpose, the following model fitting parameters are used; 

1.7.1 Error Measures: To check and compare the best-fitted model, the most widely 

used error measures are Root mean square error (RMSE), Mean square error (MSE), 

Mean absolute percentage error (MAPE) and Mean absolute error (MAE) respectively 

(Makkhan et al. 2020
[152]

). The least the values of these forecasting errors the better will 

be the model fitted, the accurate will be the forecast. These error measures are given by 

the following results (Kumar et al. 2015
[141]

): 

1.7.1.1 Root Mean Square Error (RMSE): It is the coefficient of error representing the 

standard deviation of the difference of actual values of the data from the values predicted 

by the time-series model also termed as the residual values, it is used to determine the 

amount of spreadness of the values from the line of best fit for a model and to determine 

the accuracy of the forecasted values. Its value is non-negative; the closer the value to 

zero indicates better the results. Mathematically it is given by,  

   
22

1 1

1 1
1.49

n n

i i i

i i

RMSE e x x
n n 

     

Where n denotes the time period and    denotes the error of forecasting. 
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1.7.1.2 Mean Square Error (MSE): It is also known as Mean square deviation, it is 

calculated as the mean of the square of the error. It is the square of the RMSE; its value is 

non-negative, closer the value to zero indicates better the results. It is given by,  

   
22

1 1

1 1
1.50

n n

i i i

i i

MSE e x x
n n 

     

1.7.1.3 Mean Absolute Percentage Error (MAPE): It is also known as Mean absolute 

percentage deviation; it is calculated as the mean ratio of the error with the observed 

value multiplied by 100. Mathematically it is given by, 

 
1

1
*100 1.51

n
i i

i i

x x
MAPE

n x


   

1.7.1.4 Mean Absolute Error (MAE): It is the mean of the absolute error values. Its 

value is non-negative; the closer the value to zero indicates better the results. It is 

calculated as, 

 
1

1
1.52

n

i i

i

MAE x x
n 

   

Where ix  and ix  represents the observed and the forecasted values of the time series, n 

represents the number of observations. 

1.7.1.5 Relative Error: It is the ratio of absolute error to the absolute actual value. 

It is calculated as,  

 1.53
Actual Predicted

Actual


  

When multiplied by 100 it leads to the percentage error. 

After developing the model, a comparison between the actual values and the forecasted 

values is made, to check the accuracy of the model fitted to the data. 



46 
 

1.7.2 R-squared and Stationary R-squared Values: These are measures for the 

goodness of fit for a time series model; they are used as a coefficient of determination of 

a model. It explains the effect of the amount of variation of one variable on the other and 

to what extent the movements of observation in the series are correlated. It aims at 

finding the line of best fit for the set of data points (observations). The value of R-square 

ranges from 0 to 1 while that of stationary R-squared ranges from -  to 1, higher values 

indicate that the model considered is better than the baseline model.  

1.7.3 Autocorrelation and Partial Autocorrelation Function (ACF and PACF) 

Autocorrelation refers to the amount of correlation of a time series with its past or lagged 

values while ACF plots are used to find the correlation between the present data points 

with those at different lags and thus it determines the correlation of a time series with 

itself (Abish and Mohanakumar 2013
[5]

). Generally, either the AR or MA approach is 

used while developing an ARIMA model but in a few cases both approaches are also 

used. In most cases, if at lag 1 the autocorrelation is positive then the AR approach is 

used but if it is negative then the MA approach is used.  

Autocorrelation at lag k is given as, 

  
0

1.54k
k





  

Where  ,k t t kCov y y   and 0  is the auto-covariance at lag 0 also called the 

unconditional variance. 

On the other hand, partial autocorrelation between two data values refers to the 

relationship between ty  and t ky   after controlling and removing all the linear 

dependence between 1 2 3 1, , ,......, t ky y y y   , i.e. it finds a correlation of the residuals with 

the lagged values. These residuals might contain some hidden information, thus with the 

help of PACF, we can obtain a good correlation. The residuals can be modeled by the 

next lag and this lag can be set as a feature while modeling. If we consider too many 
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features it can lead to multi-collinearity in the time series. Thus with PACF, we hold the 

relevant features only. It is denoted by ,k k . 

 

   
 

1 2 1

,

1 2 1 1 2 1

, , ,......,
1.55

, ,......, * , ,......,

i i k i i i k

k k

i i i i k i k i i i k

Cov y y y y y

Var y y y y Var y y y y


    

        

  

Both ACF and PACF are used for proper model estimation; they describe the 

relationship between the observations of a time series (Parmar and Bhardwaj 2015
[200]

, 

Pandey et al. 2019
[194]

). 

1.7.4 AIC (Akaike Information Criterion) and BIC (Bayesian Information 

Criterion) – AIC was formed in 1973 by Hirotsugu Akaike whereas BIC was developed 

by Gideon E. Schwarz in 1978. Both of these are penalized-likelihood criteria that are 

used for estimating model parameters while fitting or choosing the best model. AIC is 

also termed as a measure of the goodness of fit; it is nearly the distance between the fitted 

likelihood function for the model and true likelihood function of the data. It aims to find 

the best prediction model with the least error. Smaller the value of AIC indicates that the 

model under consideration is best fitted which is closer to reality and will have the least 

forecasting error than the others. While the approximation of the posterior probability of 

a function is called the BIC under certain Bayesian setups, lower the BIC means the 

model under consideration to be a true model. Compared to the AIC penalty for 

additional parameters is greater than in BIC, free parameters are penalized more strongly 

in BIC than AIC. The difference between AIC and BIC is that AIC is very useful for 

making asymptotically equivalent to cross-validate while BIC is good for consistent 

estimation. 

 They are usually calculated by the formula 2log L kp  , where L represents the 

log-likelihood function which is again used as a measure of goodness of fit for a model, 

the numbers of parameters are represented by p, k is mostly taken as 2 while determining 

AIC and      for BIC (Shetty et al. 2018
[252]

).   
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1.8 Motivation for Selection of the Problem 

Air is the most basic need for life to exist on this planet Earth, we can live without food 

for a few weeks and water for a few days but we cannot live without air for even a few 

seconds. In the present age of modernization due to the growth of Industrialization, 

urbanization, automobiles, coal-fired thermal power plants, and various factories the 

quality of air has degraded year by year (Japar et al. 1986
[126]

, Liousse et al. 1996
[147]

, 

Tzanis and Varotsos 2008
[283]

). Many cities of India are among the list of severely 

polluted cities of the world with highest air quality Index, the situation is getting worst 

day by day even after some remedial measures and the masses living in these cities are 

severely affected with no light of hope to fight against this devil of air pollution (Massey 

et al. 2013
[159]

, Pant et al. 2016
[195]

, Begam et al. 2017
[32]

, Rana et al. 2019
[225]

). 

 Thousands of peoples living in the country have to lose their lives each year and 

lakhs of them have become prone to several deadly diseases related to cardiovascular, 

respiratory, cancer, eye sights, and birth (Penner et al. 1993
[210]

, Varotsos 2005
[285]

). 

Black carbon is one of the major components of air pollution, having a severe impact on 

the health of the nation and the climate (Horvath 1993
[112]

, Jacobson 2001
[122]

). The 

major sources of black carbon emission and air pollution in India are coal mining regions 

situated in the eastern part of the country leading to high emission of air pollutants as can 

be seen from Figure 1.23 (Goenka and Guttikunda 2014
[100]

), where an extensive 

amount of open cast mining is performed (Coal Controller Organization of India, 

Ministry Of Coal, 2019
[63]

). So we have selected the three major coal mines of India 

situated in this region of high emission of air pollutant, PM2.5 namely, Raniganj, Jharia, 

and Bokaro coal mines of India. 
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Figure 1.23 PM2.5 emission concentrations in India (Source: Goenka and Guttikunda 

2014
[100]

) 

1.9 Sample Sites 

The sample sites for our current study include the coal mine regions of India namely, 

‗Raniganj‘ which is the oldest coal mine, ‗Jharia‘ which has the largest coal reserves, and 

‗Bokaro‘ the steel city. Raniganj (23° 40' N 87° 05' E) in West Bengal, Jharia (23° 50' N 

86° 33' E) and Bokaro (23° 46' N 85° 55' E) in Jharkhand are the major coal mines as 

shown in Figure 1.24 (Srivastava 1988
[268]

, Chandra et al. 2000
[57]

, Bhattacharjee 

2017
[39]

). Raniganj coalfield was established in India in 1774 and was the first operational 

coalfield in the country, after this there was gradually very slow progress in the growth of 

the coalfields and far after in 1856 coal mines were established in Jharia and Bokaro in 
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Jharkhand (Srivastava and Mitra 1995
[269]

). With an area of 443.50 km
2
 (171.24 square 

miles) Raniganj coalfield is the largest coalfield in West Bengal located in the eastern 

part of the Damodar valley coalfields, spread across Indian states of West Bengal and 

Jharkhand (Srivastava and Mitra 1995
[269]

). The Raniganj basin is elongated semi-

elliptical lying between the river Ajoy and Damodar (Ghosh 2002
[99]

). This coalfield is 

encountered with southerly dipping beds and east-west trends.  

 While Jharia coalfield is located in the Dhanbad district of Jharkhand and covers 

an area of about 280 km
2 

(110 square miles) and has coal reserves of about 19.4 billion 

tons (Indian Bureau of Mines 2019
[120]

). It has been actively accompanying coal mining 

activities from the past century and more than 85.55 km
2
 area of it is used for CBM 

activities. The Jharia coalfield is sickle-shaped and the axis of its basin is approximately 

trending east-west and dipping in the west (Saraf et al. 1995
[246]

). The Bokaro coalfield 

is one of the most important coal basins in the Damodar Valley in the state of Jharkhand, 

well known for metallurgical coal of substantial thickness and superior quality. 

Structurally, this coalfield is in the shape of an elongated synclinal graben, preceding and 

cropping out successively towards the west and east (Singh et al. 2013
[257]

, Mahato et al. 

2014
[150]

). It is divided into two major segments, 'East Bokaro' (208 km
2
) and the 'West 

Bokaro' (259 km
2
) by Lugu hill (975 m), these include deposits of the Karharbari, 

Barakar, and Raniganj (Singh et al. 2013
[257]

). These three coalfields are on the eastern 

extremity of the Damodar valley basin and this area is known for its high rank in 

producing coal of superior quality which can be used as a clean fuel (Paul et al. 

2018
[209]

).  

 Air pollution from these coal mines has affected the neighboring states especially 

the IGP region. The air pollution situation is worst in Jharia since underground fires have 

continuously been burning in the coalfield from nearly the past 100 years affecting lakhs 

of people. It is one of the world‘s oldest and widely spread mine fire. Bokaro Steel Plant 

along with various other industries depending on the coal from these coal mines are also 

contributing to air pollution from these regions. These coalfields cause a high emission of 
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anthropogenic CO2 with enhanced coalbed methane and black carbon (Srivastava 

1988
[268]

, Chandra et al. 2000
[57]

, Bhattacharjee 2017
[39]

). 

 

Figure 1.24 Coal mines of Bokaro, Jharia, and Raniganj 

A continuous time-series data of black carbon concentration for the past 38 years, 

05 months from Jan 1980 to May 2018 has been obtained. The data is collected by NASA 

(National Aeronautics and Space Administration) via Giovanni website (http://nasa.gov/) 

and processing of the data is done by CSIR National Physical Laboratory, New Delhi as 

shown in Figure 1.25. The observations and results obtained are expressed in aerosol 

volume (magnitude) as      kg    units.  

http://nasa.gov/
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Figure 1.25 Time series of Raniganj, Jharia, and Bokaro 
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Chapter 2 Statistical Analysis of Black Carbon 

Statistical analysis of a time series data is an important initial step taken to get an insight 

into the data for understanding and studying its past behavior for making future 

predictions of the time series. It involves the study of various statistical parameters also 

termed as descriptive statistics, such as the central tendency measures primarily like the 

mean, mode, and median. Mean is the most important central tendency measure which is 

representative of the entire series. It calculates the average of the entire time series, 

giving an idea of the value for the parameter to be studied. It is calculated by dividing the 

sum of all the time-series observations by the total number of data values. It is an 

important statistical tool as it is used in almost all studies dealing with statistics and is 

further used for obtaining various other statistical measures. Mode represents the highest 

occurring parameter value of the time series which has the maximum frequency of 

occurrence in the time series.  

Median on the other hand gives an idea about the middle value of the time series 

data about which the data is scattered or can be divided into two equal parts. If mean, 

mode and median coincide then the data is said to follow normal or a symmetrical 

distribution. To measure the variability or spreadness of the data, dispersion measures 

like standard deviation, variance, skewness, range, and coefficient of variation are used. 

If the data is not symmetrical then it is called skewed data which may be skewed either to 

the left or the right depending on the relationship between the mean, median, and mode. 

For determining the shape of the distribution curve kurtosis is used. It measures the 

amount of heaviness of the tail of a distribution from that of the normal distribution. 

Depending on the number of extreme values and heaviness at the tail of the distribution, 

kurtosis is further categorized as mesokurtic, platykurtic, and leptokurtic. The trend 

analysis technique is used to determine the future movement of our parameter and 

behavior of the time series; it examines the past values and predicts the future. Based on 

trend analysis we determine whether the time series follows persistent, anti-persistent, or 

Brownian motion.  
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In this chapter, we study the nature of the trend and study the behavior of the 

time-series over the three sample sites using statistical measures like central tendency 

measures, dispersion, skewness, regression analysis, Hurst exponent, fractal dimension, 

predictability index, trend percent, and correlation analysis. To analyze our parameter i.e. 

BC concentration, we have obtained the values of these statistical parameters along with 

the trend, regression, and correlation analysis for the sample sites. Correlation analysis is 

further used to determine the amount of similarity or dependency among the time series 

for the three sample sites (Pasanen and Holmstrom 2017
[207]

). To obtain a clearer 

picture of the situation we have used three different coefficients of correlation along with 

Cross-correlation function (CCF) and time-series plots. The results have been represented 

by the Figures (2.1-2.5) and Tables (2.1-2.4) along with a bar chart depiction of the 

observed results.  

2.1 Literature Review 

A case study of the Qiantang River, China was done by Su et al. 2011
[273]

; time-series 

measurement for 13 variables at 41 monitoring locations during 1996 to 2004 was used to 

describe trends and temporary trends using non-parametric statistical tests in terms of 

four parameters to understand the reasons of water pollution. Yenigun and Ecer 

2013
[294]

 carried out the trends analysis in the Euphrates basin located in southeastern 

Anatolia, Turkey for observing climatic and hydrologic parameters using statistical 

analysis and overlay mapping technique, the results were beneficial in forecasting and 

decision-making for the management of water resources. A comparison of statistics was 

made from 1985 to 2009 and correlated with the period 1904–1984 by Underwood 

2013
[284]

 using daily effective temperatures (DET) by examining the wind speed and 

temperature.  

Parmar and Bhardwaj 2013
[203]

 carried out an analysis of water quality 

parameters at Harike Lake, the junction of Sutlej and Beas rivers of Punjab (India) using 

statistical methods, based on the parameter and monthly variation of water quality index 

compared with the WHO standards, results concluded that the water of the lake was very 
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badly polluted and was unfit for industrial and household use. At Hathnikund Bridge of 

river Yamuna, Parmar and Bhardwaj 2015
[200]

 carried out a trend analysis of water 

quality of Yamuna using predictability index, fractal, lag, and Hurst exponent. It was 

observed that water quality degrades at Agra, Mazawali, Nizamuddin and was good at 

Juhikha. Inorganic ions of PM2.5 soluble in water in Wuhan were studied by Huang et al. 

2016
[117]

 using correlation and seasonal variations to find the average mass of 

concentration for the ions and determine the major components of PM2.5. Correlation 

analysis between black carbon and carbon monoxide was conducted by Mok et al. 

2017
[172]

; results represented a high degree of correlation during summer and spring 

season. Considering the long term data of black carbon concentration from 2008-2015 

over the coastal region of Preila, Lithuania, Davuliene et al. 2019
[78]

 observed that there 

exists a positive trend, however, this behavior was not consistent and a seasonal pattern 

was observed in BC concentration.  

Fiero et al. 2019
[94]

 presented a review paper based on clinical trials in lung 

cancer data of US Food and Drug Administration from Jan 2008 to Dec 2017 considering 

the statistical analysis of patient-reported outcomes. For spatially fixed transcriptomic 

research, Sun et al. 2020
[275]

 used statistical analysis method SPARK for recognizing 

genes demonstrating spatial expression shapes and showed that it was more powerful 

than the existing methods. Ruan et al. 2020
[236]

 in a novel study dealing with the recent 

pandemic used statistical graphical tools like a bar graph, pie graph, and Box whisker 

graph to represent the results indicating the reasons for causes of death based on 

symptoms, age factor due to novel coronavirus by collecting a data of patients in China 

along with their recovery period. Considering a long term time series data for the 

concentration of black carbon from 1980 to 2018, Makkhan et al. 2020
[152]

 performed a 

statistical and correlation analysis. Results predicted that the sample sites of the coal 

mines considered for the study represented a high degree of correlation and followed a 

similar pattern of emission in future predictions.  
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2.2 Statistical Analysis 

For studying the behavior and relation of the time-series for black carbon concentration 

over our sample sites, statistical analysis parameters like central tendency measures, 

dispersion measures, skewness measures, correlation analysis, regression analysis, and 

trend analysis have been used. 

2.2.1 Correlation Analysis: It is used to measure the degree of dependency or 

association of two or more variables with themselves. The value -1 or 1 signifies a high 

degree of correlation among the variables in the positive or negative direction 

respectively. The value is zero if there is no correlation between the associated variables. 

The commonly used important types of the coefficient of correlation are (Singh et al. 

2004
[256]

, Parmar and Bhardwaj 2013
[201, 203]

, Lu et al. 2014
[148]

): 

2.2.1.1 Karl Pearson’s Coefficient of Correlation: It is the most widely used 

coefficient of correlation it is given by the formula, 

       

           
 

2 22 2

cov ,
2.1xy

x y

X Y E XY E X E Y
r

E X E X E Y E Y


 


  

 

 

Here, x , y  are the standard deviation of X and Y while    ,E X E Y and   E XY  

represents the expected values. 

2.2.1.2 Spearmen Rank Correlation: It is used to measure the strength and direction of 

two ranked variables. It is represented by sr and given as 

 
 

2

2

6
1 2.2

1

ii
s

a
r

n n
 




 

Here, i i ia x y  , is the differences between the ranks of two samples and n denotes the 

number of samples. 

2.2.1.3 Kendall’s tau Correlation: It is a non-parametric hypothesis test used to 

measure the ordinal association between two variables X and Y. If the value is zero then 
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the variables are statistically independent of each other and if the value is 1 then they are 

highly correlated. It calculated as, 

 2.3
C D

C D






 

Where, C and D represent the number of concordant and discordant pairs, which are used 

to measure the association between the pairs of ordinal observations. 

Concordant pairs: If the members of the observations are ranked in the same direction. 

Discordant pairs: If the members of the observations are ranked in opposite direction. 

2.2.2 Regression Analysis: It is commonly used for predicting the value of the 

dependent variable (parameter) in a time series by considering the values of the 

independent variable and taking other variables as fixed after developing the equation of 

the regression line. This modeling technique can also be used to find out the missing 

values and analyze the present variables of the sample. It is used to understand the 

variation in the dependent variable due to frequent changes in the independent variables. 

Regression equation of the line is written as,  

 2.4xyx a b y   

Where a  is the constant of integration; 

Regression coefficient = 
x

xy

y

b r



    

Here x , y  are the standard deviations for the two series and r is the coefficient of 

correlation calculated as given in equation (2.1), 

2.2.3 Trend Analysis: It is a statistical technique used to forecast the future movement of 

a time-series on basis of the past observations. It is very helpful in predicting the future 

trends of time-series dealing with pollutants, groundwater, rainfall precipitation, stock 

exchange, and growth cycles (Makkhan et al. 2020
[153]

). There are various techniques 

used for trend analysis but the mathematical techniques have proved to be very efficient 

in studying trends. The mathematical trend parameters used in this study are:  
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2.2.3.1 Hurst Exponent (H): It is a statistical measure used in time series analysis for 

predictability; it determines the relative direction for a time series. Its value varies from 0 

to 1; we determine the trend pattern of a time series based on these values of H. The trend 

in the reinforcing series is said to exhibit a ‗persistent behavior‘ if H >0.5 with positive 

autocorrelation in the time series, while if H<0.5 then the trend follows an ‗anti-

persistent behavior‘ also called ‗mean reversion‘ along with negative autocorrelation 

values, in this the trend in the series is subsequent such as, a rise followed by a fall and 

then again by a rise. If H= 0.5 then the series is random also termed as a Brownian time 

series, and it is hard to predict as in this case, it is very hard to establish any relationship 

between the future and the past values of the series. Time series analysis can lead to more 

accurate forecasts if the value of H obtained is closer to 0 or 1, this indicates the larger 

strength of the trend in the series and thus the model leads to a more accurate forecast of 

the time series. Mathematically it is calculated as, 

 0.5 1 2.5yxH b    

The power law of decay  p k Ck   can also be used to derive the value of the Hurst 

exponent H. Here  p k  represents the autocorrelation function at lag k related to   by 

the relation, 

 1 2.6
2

H


   

2.2.3.2 Fractal Dimension (D): It is a statistical measure that is used to find the presence 

of fractals in a time series as we zoom in further to higher scales. If the value of D<1.5 

then the time series behavior is called persistent, if D>1.5 then anti persistent behavior 

exists. A time series is said to follow a Brownian motion if D=1.5 which leads to 

unpredictability. It is calculated as, 

 2 2.7D H   

2.2.3.3 Predictability Index (PI): The ability to obtain accurate forecasts with least 

forecasting error is termed as predictability index. The value of PI lies between 0 and 1. 

Higher the PI the least is the gap between the predicted and the actual series. Thus it 
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enables us to determine the future attainment of a time series; based on the value of D it 

is calculated as, 

 2 1.5 2.8PI D    

2.2.3.4 Trend Percent: It is the amount of variation in the value of the parameter over a 

comprehensive period; it is used to determine the future movement of the time series 

considering the past observations. Trend can both be downward and upward, it is 

calculated as, 

 
100

% 2.9
a N

Trend
x

 
  

Where a represents the slope of the regression line, N is the number of data values 

(monthly) and  ̅ denotes the average of the time series.  

2.3 Results and Discussion 

2.3.1 Statistical Analysis using Central Tendency, Dispersion, and Skewness 

Raniganj (23° 40' N 87° 05' E) 

The measure of the central tendency viz. mean, mode and the median value of BC 

concentration are at 2.192876, 1.447137, and 1.983193. Since all these values are close to 

each other and near to 2, thus the data distribution curve nearly follows close to a normal 

distribution and is nearly symmetrical. The value of standard deviation and skewness are 

at 1.113655 and 1.507609 indicating that the data points are distributed close to each 

other along with the mean. Since the value of the mean is greater than the median 

therefore the distribution curve is moderately skewed towards the right. The curve is 

leptokurtic as indicated by the value of kurtosis at 4.192889 in Table 2.1. 

Jharia (23° 50' N 86° 33' E) 

As shown in Table 2.1 the mean, mode, and median value of BC concentration stand at 

2.232444, 1.548387and 2.059908 all near to 2 as shown in the table indicating that the 

data nearly exhibit a normal distribution and the distribution curve is close to 
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symmetrical. The value of standard deviation is 1.130772 and skewness as 1.560077 

indicating moderately positive skewness of the data towards the right with data values 

near to each other. The shape of the distribution curve is leptokurtic as the value of 

kurtosis is 4.245786. 

 

Bokaro (23° 46' N 85° 55' E) 

The value of the mean, mode, and median value of BC concentration are 2.269679, 

1.842105, and 2.078582 all near to 2 as shown in Table 2.1 indicates that the data curve 

exhibit nearly normal distribution and is closely symmetrical. The small value of standard 

deviation along with skewness at 1.142112 and 1.529152 respectively indicate that the 

data values are closely distributed with the mean and the data is positively skewed 

moderately towards the right. The curve is leptokurtic as the value of kurtosis is greater 

than 3. 

 

Figure 2.1 Statistical analysis of black carbon at Raniganj, Jharia, and Bokaro 

0

1

2

3

4

5

6

7

8

9

B
C

 c
o

n
ce

n
tr

a
ti

o
n

 

Statistical Analysis of Black carbon  

Raniganj Jharia Bokaro



61 
 

Table 2.1 Statistical analysis of black carbon 

 Raniganj Jharia Bokaro 

No. of observations 461 461 461 

Mean  2.192876 2.232444 2.269679 

Mode 1.447137 1.548387 1.842105 

Median 1.983193 2.059908 2.078582 

Standard Deviation 1.113655 1.130772 1.142112 

Variance 1.240226 1.279 1.304419 

Skewness 1.507609 1.560077 1.529152 

Kurtosis 4.192889 4.245786 4.152666 

Range 8.145595 8.065878 8.391813 

Maximum 8.423128 8.414977 8.742690 

Minimum 0.277533 0.349099 0.350877 

Coeff. of variation 0.507851 0.506517 0.503204 

 

In general, nearly the same statistical results are observed at all the three sample 

sites, thus the distribution curve follows the same pattern and trends. The small value of 

standard deviation, skewness, coefficient of correlation, and closeness in the value of 

mean, mode and median indicates that the distribution curve nearly follows normal 

distribution as they are closely scattered near each other, and the shape of the curve is 

leptokurtic in all the three cases.  

2.3.2 Statistical Analysis using Trend Analysis  

To develop a comparison for the amount of correlation among the three-time series with 

their past observations we perform a trend analysis of the time series for the three sample 

sites for this we obtain the regression equation of lines taking two locations at a time 

using equation (2.4). Six regression equations of the line for site-wise comparison of the 

three sample sites are obtained as shown in Table 2.2. Regression coefficients of the line 
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obtained from these are further used for trend analysis by finding the values of Hurst 

exponent, fractal dimension, and predictability index. In trend analysis, R square is used 

to calculate the extent of variability among the two parameters or time series. Its value 

ranges between 0 and 1, closer the value to 1 in all the cases, indicates the forecasts 

obtained will be with minimum forecasting errors, and thus the dependent series can be 

accurately predicted from the independent series. The value of R square in all the cases is 

near to 0.9 which indicates that there is a huge correlation in the time series data among 

the three sample sites.  

 The value of Hurst exponent H obtained using equation (2.5) is less than 0.5 and 

that of fractal dimension D obtained using equation (2.7) is greater than 1.5 in all the 

cases. Thus it can be concluded that the time series exhibit a mean reversion or an anti-

persistent behavior. In this case, an anti-persistent trend pattern exists in the time series in 

which after a fall there is considerable rise for a period which is again followed by a fall 

for some period and there is a regular repetition of this behavior. Thus this time-series 

can be efficiently modeled to generate a good forecast leading to accurate prediction 

results which are shown by the value of the predictability index formed using equation 

(2.8) which is close to 1 in all the cases. The monthly trend percentage value for the 

sample sites of Raniganj, Jharia, and Bokaro is 10.5%, 14.45%, and 18.28% respectively 

as shown in Table 2.3. Thus for the time series of all the three locations, it can be easily 

seen that compared to the previous time the trends are positive with a sufficient amount 

of variation, and the highest trend is observed at Bokaro. 
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Table 2.2 Fractal analysis for the cross-correlation among the three sites 

Comparative 

study of sites 

Raniganj 

with Jharia 

Jharia with 

Raniganj 

Jharia 

with 

Bokaro 

Bokaro 

with 

Jharia 

Bokaro 

with 

Raniganj 

Raniganj 

with 

Bokaro 

Regression 

equation 

y = 0.9742x 

+ 0.096 

y = 0.945x 

+ 0.0833 

 

y = 0.9628x 

+ 0.1203 

 

y = 0.8988x 

+ 0.2188 

 

y = 0.9443x 

+ 0.0496 

 

y = 0.9912x 

+ 0.0667 

R square (  ) R² = 0.9206 R² = 0.9206 

 

R² = 0.9086 

 

 

R² = 0.8652 

 

R² = 0.9379 

 

R² = 0.8899 

 

 

Reg.coeff.      

 

0.9742 0.945 0.9628 0.8988 0.9443 0.9912 

 

Hurst exp. (H) 

(abs) 

 

0.0129 0.0275 0.0186 0.0506 0.02785 0.0044 

 

Fractal (D) 

 

1.9871 1.9725 1.9814 1.9494 1.97215 1.9956 

 

Predictability 

index (PI) 

 

0.9742 0.945 0.9628 0.8988 0.9443 0.9912 

 

 

Table 2.3 Trend percent analysis of black carbon of the major coal mines 

Site Raniganj Jharia Bokaro 

Trend% 

 

10.51131 14.45501 18.28012 
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2.3.3 Statistical Analysis using Correlation 

For further analysis, a correlation comparison of the three time-series has been 

established using Karl Pearson's, spearmen‘s rho, and Kendall's tau correlation 

coefficients. Correlation comparison between these time-series is done by considering 

them two at a time; the values of the correlation coefficients obtained are shown in Table 

2.4. Using Karl Pearson's, spearmen‘s rho, and Kendall's tau correlation coefficients, 

maximum values of the correlation coefficient are observed between Raniganj and 

Bokaro as 0.968, 0.969, and 0.856. For Raniganj and Jharia the values are 0.959, 0.960, 

and 0.834, between Jharia and Bokaro they are 0.953, 0.948, and 0.813. This shows that 

there is a high degree of correlation in the positive direction among the three sites as the 

correlation coefficient values are very close to 1. 

Table 2.4 Comparison of coefficients of Correlation 

CORRELATION 

COEFFICIENT’S 

KARL PEARSON'S SPEARMEN’S RHO KENDALL’S TAU_B 

Sample sites Raniganj Jharia Bokaro Raniganj Jharia Bokaro Raniganj Jharia Bokaro 

Raniganj 1 .959 .968 1 .960 .969 1 .834 .856 

Jharia .959 1 .953 .960 1 .948 .834 1 .813 

Bokaro .968 .953 1 .969 .948 1 .856 .813 1 

 

To get a clearer picture of the similarity among the time series data we have 

constructed a cross-correlation function (CCF) plot by considering two locations 

successively as depicted in Figure 2.2 at corresponding lags. The results are tested at a 

5% level of significance showing maximum positive correlation at lag zero, lag 12, and 

lag 24. A comparison of correlation among the three time-series is further made by 

plotting them together taking two at a time as given in Figures 2.3, 2.4, and 2.5. As the 

time-series are nearly overlapping each other this shows that a significant amount of 

correlation between Raniganj and Bokaro followed by that between Raniganj and Jharia 

and then between Jharia and Bokaro.  
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Figure 2.2 Cross-correlation function plots 
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Figure 2.3 Time series of Raniganj and Jharia  

 

Figure 2.4 Time series of Jharia and Bokaro  
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Figure 2.5 Time series of Raniganj and Bokaro  

2.4 Conclusion: A long term time series data for the amount of concentration of black 

carbon in the three major coal mine regions of India is considered for the study. The 

results have been tested and compared at 95% confidence intervals to determine the 

nature and behavior of time series at the three locations. For this statistical analysis, along 

with trend analysis consisting of statistical parameters like trend percent, predictability 

Index (PI), Hurst exponent, fractals, coefficient of determination, equation of regression 

line, regression coefficient and correlation analysis is performed. The results of statistical 

analysis obtained shows that the value of the mean, mode, and median for all the sample 

sites are very close to each other. Thus the distribution curve follows a normal 

distribution, low values of standard deviation, variance, skewness, and coefficient of 

variation shows that the data is not skewed and the values are closely scattered near each 

other. The shape of the distribution curve is leptokurtic in all three cases as can be seen 

from the value of kurtosis. 
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In trend analysis, the value of Hurst exponent is close to 0, the fractal dimension 

is close to 2, and predictability index is close to 1 depending on these values we can 

predict that for all the cases anti-persistent behavior is followed. Thus the time series 

display a huge tendency of reverting towards its long term mean value. Due to this every 

rise is followed by a fall for some time and this behavior continues to repeat further. As 

Brownian motion is not displayed by the results for all the cases thus different time series 

models can be effectively used for obtaining prediction for these time series. The time 

series exhibit positive trends at sample sites of Raniganj, Jharia, and Bokaro having a 

monthly trend percentage of 10.5%, 14.45%, and 18.28% respectively. Thus at Bokaro, 

there exists the highest trend and a sufficient amount of variation compared to the 

previous time than the other two locations. To determine the degree of association among 

the data values of the three sample sites we have performed correlation analysis 

considering Karl Pearson, Spearmen‘s rank, and Kendall's tau coefficients of correlation. 

Results display a high degree of correlation between the observed values among the 

sample sites with the maximum between Raniganj and Bokaro observed at lag zero, 12 

and 24 showing that the data values of black carbon emission are seasonally correlated 

with each other.  

The results so obtained will help us to develop an insight into the behavior of the 

time series over the coal mines of India by studying the irregular patterns in it with the 

help of statistical, fractals, and trend analysis enabling us to forecast and understand their 

future behavior. A high degree of correlation among the three sample sites shows that the 

black carbon emissions follow nearly a same pattern over these sample sites as shown by 

results obtained, thus nearly similar preventive measures are required to be taken by the 

government and some effective pollution control policies concerned with coal mining are 

needed to be framed to curtail the growing BC concentration in these areas. 
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Chapter 3 Time Series Modeling of Black Carbon 

A model is a miniature illustration of something; Modeling is an art of developing 

models. Mathematical modeling refers to framing and developing a model based on a 

real-life situation using mathematical techniques. Mathematical modeling is used by 

mathematicians, economists, scientists, and engineers to develop a horizon and obtain a 

forecast for a real-life problem. Time series analysis has been extensively used by 

mathematicians in the field of mathematical modeling. Time series refers to a sequential 

set of data points measured over successive intervals of time. Various time series models 

have been developed and used by researchers for obtaining the forecasts of the time series 

and predict the future values based on previously observed values such as the AR, MA, 

ARMA, ARIMA, SARIMA, etc. Of all these time series models the most widely used is 

the Box Jenkins based ARIMA model and its different variations, these are based on the 

assumption of linearity and stationarity. The linear time series models are readily used 

due to its simplicity in understanding and application. Whereas for time-series displaying 

non-linear behavior, non-linear time series models like NAR, TAR, NMA, and the 

GARCH family of models like the GARCH, EGARCH, GARCH-M, GJR, IGARCH, 

APARCH, AGARCH, NGARCH, etc. are very popular.  

These time series models have been extensively used by researchers in solving 

and discussing various real-life problems like forecasting the level of pollutants, 

groundwater prediction, economics, financial time series, electricity demand and 

consumption, stock exchanges, epidemics, etc. (Zhang and Wang 2013
[300]

, Farajzadeh 

et al. 2014
[92]

, Kumar et al. 2015
[141]

, Tularam and Saeed 2016
[282]

, Shakti et al. 

2017
[250]

, Pandey et al. 2019
[194]

). Time series models like the AR and MA model fail to 

model volatility or change in variance of a time series over a period of time. Various 

models dealing with heteroskedasticity like the ARCH, GARCH, EGARCH, and 

GARCH-M model have been used by researchers in time series for modeling and 

forecasting volatility (Capobianco 1995
[48]

, Caporin 2003
[50]

, Nasr et al. 2010
[180]

, De 

Capitani 2012
[79]

, Gao et al. 2012
[96]

, Dimitrakopoulos and Tsionas 2019
[82]

).  
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In this chapter, for obtaining the time series forecast of black carbon, we have 

used the Box Jenkins based SARIMA model and attained a time-series forecast for the 

coming 5 years period for our sample sites using IBM SPSS software. Also, a forecast of 

conditional volatility is obtained using the GARCH, EGARCH, and GARCH-M models 

by Num-XL software. A volatility forecast is also obtained for a period of 5 years from 

Jun 2018 to May 2023 using these GARCH models. A comparison is developed among 

these conditional volatility models, so as to find the best-fitted model for our sample 

sites. For an efficient model fitting measure of goodness of fit like the ACF, PACF, R-

square, AIC, BIC, and Error measures like RMSE, MSE, MAPE, and MAE are used so 

as to choose the appropriate time series and volatility model (Chelani and Devotta 

2006
[60]

, Shetty et al. 2018
[252]

, Ayele et al. 2020
[27]

).  After selecting the best fitted time 

series ARIMA model-based on Box Jenkins methodology and GARCH model, we have 

obtained a forecast of time series data values and the conditional volatility.  

3.1 Literature Review 

Ballester et al. 2002
[29]

 used FIR neural networks, multilayer perceptron, and ARMAX 

model for obtaining 24hr prediction of ozone concentration in Spain, using a time-series 

data of over 4 years from 1996 to 1999. The accuracy of the predictions due to these 

models led to an effective warning among the European Union. Study of hourly emission 

of Nitrogen oxides for a coal power plant in Charlotte was conducted by Abdel-Aziz and 

Frey 2003
[2]

; multivariate time series models were used for predictions of ambiguity in 

hourly emissions and the relationship between the emissions was analyzed. A total of 330 

ARCH models were compared with each other on the basis of conditional variance by 

Hansen and Lunde 2005
[107]

 comparative results showed that GARCH(1,1) 

outperformed the other GARCH models in analyzing exchange rates while considering 

return and exchange rate data. A study based on ARMA model selection was performed 

by Qian and Zhao 2007
[217]

 considering a random sample generation algorithm and the 

maximum likelihood method using parameter estimation.  

For predicting the SO2 level at five stations in Tehran from 2000-2005 

Hassanzadeh et al. 2009
[109]

 used time series analysis. High emission levels were 
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recorded during autumn-winter and lowest in spring-summer. For the prediction of the 

concentration of the submicron particle in Hangzhou, China; Jian et al. 2012
[129]

 used the 

ARIMA model. The results suggested that while obtaining forecast of these particles 

meteorological factors acted as significant predictors. Byun and Cho 2013
[46]

 used 

GARCH type models to forecast the volatility of carbon future prices and examined their 

volatilities forecasts. ARIMA modeling and trend analysis were used by Narayanan et 

al. 2013
[179]

 on rainfall data for western India. An increasing trend was observed at the 

two stations of Bikaner and Ajmer, for the change in rainfall practical significance was 

done in terms of percentage changes. ARIMA model was used to obtain a forecast of pre-

monsoon showing that there was a significant rise in the pre-monsoon rainfall.  

Time series ARIMA model was used by Zhao and Wang 2014
[302]

 to obtain the 

forecast of crude oil considering a long term data from 1970 to 2006, results showed that 

the model gave optimal forecasts. ARIMA model and statistical methods were used to 

forecast future values for the quality of water parameters at the Yamuna River in Delhi 

by Parmar and Bhardwaj 2014
[202]

. In the southern, eastern, and south-eastern coal 

fields of India, Soni et al. 2014
[263]

 carried out long-term trend analysis and studied 

aerosol optical depth (AOD) variability from Mar. 2000 to Dec. 2012 using statistical 

methods and terra-MODIS (Moderate-Resolution Imaging Spectro-radiometer). An 

increasing trend in AOD was observed in the coalfields of Godavari Valley (32 %), 

Korba (5.0 %), and Raniganj (7.31 %) in the study. Considering a time series data of 13 

years Soni et al. 2015
[265]

 obtained a forecast from Jan. 2013 to Dec. 2015 using the 

ARIMA model, aerosol optical depth (AOD550 nm), and Terra MODIS, over 11 coal 

mining sites of India for the assessment and management of air quality.  

Zeitlberger and Brauneis 2016
[298]

 used GARCH models for studying the 

behavior and modeling return series for carbon emission in the European Union ETS. 

ARMA-GARCH approach was used by Razali and Mohamad 2018
[230] to study the 

problems for volatility in prices of pepper and crude palm oil in Malaysia and it was 

observed that GARCH (1,1) was the best-fitted model to obtain accurate forecasts. The 

climatology of long-term aerosol over the central Indo-Gangetic Plain (IGP) was done by 
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Kumar et al. 2018
[142]

 using the ARIMA model; the study indicated different patterns in 

the distribution of AOD over the IGP. In Seoul, South Korea, the time-series SARIMA 

model was used by Alsharif et al. 2019
[19]

 for obtaining accurate prediction of the daily 

and monthly average global solar radiation considering a data of 37 years (1981-2017). 

Ceylan 2020
[55]

 used the best fitted ARIMA models to study the epidemiological trend of 

COVID-19 outbreak in Italy, Spain, and France, it was concluded that ARIMA model 

could be used as the best forecasting tool to predict the outcomes of the pandemic. 

3.2 Time-series Analysis 

For obtaining a time-series forecast for the black carbon concentration over the three 

sample sites the Box-Jenkins based ARIMA methodology has been used. For choosing 

the best-fitted time-series model, modeling parameters like ACF, PACF, R-square, Error 

measures like RMSE, MSE. MAPE and MAE are considered. 

3.2.1 Partial Correlation Analysis: The partial correlation (PC) is an estimation of 

direction and strength of two variables measured in terms of the amount of correlation 

between two variables after controlling the effect of other variables. For e.g. .XY Z  is a 

correlation between  iX x  and  iY y for n controlling variables  1 2, z ,..., nZ z z , it is 

defined as (Parmar and Bhardwaj 2014
[202]

), 

 .
2 2

3.1
1 1

XY XZ YZ
XY Z

XZ YZ

  


 




 
 

3.2.2 Autocorrelation and Partial Autocorrelation Functions (ACF and PACF): The 

relation of the variables in the sample can also be determined by ACF and the PACF; 

these are calculated at consecutive time lags for the purpose of forecasting and modeling. 

For the sample   , 0,1,2,...x t t  at lag k, the Auto-covariance is defined as, 

      , 3.2k t t k t t kCov x x E x x          

At lag k the Auto-correlation coefficient is defined as,
0

k
k





 , where   is the mean of 

sample i.e.  iE x  . 0  represents the variance of the sample at lag zero, k  is 

dimensionless, and independent of the scale of measurement. Also, 1 1k   . 
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Relation of ACF and PACF for first three lags is defined as below, 

   

 
    

 

 
        

       

 

2

2

2

2 2 2

1 1

2 1
2 3.3

1 1

2 1 2 1 3
3

1 2 1 2 2 2 1

PACF ACF

ACF ACF
PACF

ACF

ACF ACF ACF ACF
PACF

ACF ACF ACF ACF





 

 
    


      

              

 

The non-randomness in the data is calculated by using the autocorrelation 

function and if the data are not random then it is used for the identification of a suitable 

time series model (Parmar and Bhardwaj 2014
[202]

). 

3.2.3 Box Jenkins Methodology 

Box Jenkins Methodology was developed by statisticians ‗George Box‘ and ‗Gwilym 

Jenkins‘ (Box and Jenkins 1976
[44]

) in the year 1970 to design a mathematical time-

series model for obtaining forecast of a given time series data. This methodology is used 

to build an ARIMA model satisfying the parsimony principle which best fits a given time 

series. Time series is basically categorized as stationary and non-stationary, the one in 

which the statistical terms such as mean, mode, median, variance, autocorrelation, etc. are 

all constant and time-independent are called stationary while the other in which these are 

time-dependent are called non-stationary. In a stationary series, the ACF decays fairly or 

quickly over time lags while in the case of non-stationary the decay is very slow. 

Stationary time series can be modeled by using AR(p), MA(q), ARMA  ,p q  model 

while for modeling the non-stationary time series it is converted to stationary time series 

with Box Jenkins methodology by using the difference operator d of the ARIMA

 , , .p d q  
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The main aim of this methodology is to develop an appropriate model that can be 

used to obtain a highly accurate time series forecast with minimum forecasting error. It 

does not assume the time series to follow a specific pattern, in fact, it is based on three 

steps namely model identification, parameter estimation, and diagnostic checking to 

select the best parsimonious model (Chelani and Devotta 2006
[60]

, Parmar and 

Bhardwaj 2015
[200]

). Diagrammatically it can be represented as: 

 

Figure 3.1 Diagrammatic representation of Box Jenkins Methodology 

For selecting the best model this process is repeated several times until optimal 

model parameters values are obtained. The most widely used statistical techniques for the 

selection of optimal models are the AIC, BIC, R-squared values, and error measures like 

RMSE, MSE, MAPE, MAE.  

3.2.4 ARIMA Model Analysis 

ARMA model has successfully been used to obtain forecasts of stationary time series 

dealing with various types of data. ARMA model is developed by the sum or a 

combination of Autoregressive (AR) and Moving Average (MA). ARMA model has been 

successively used to study time series forecasts (Chen et al. 1995
[62]

, Cortez et al. 

2004
[67]

, Mohammadi et al. 2006
[170]

, Rojas et al. 2008
[234]

, Pappas et al. 2010
[197]

, 

Benmouiza and Cheknane 2016
[35]

, Ratnam et al. 2019
[229]

). But most of the time 

series dealing with real-life situations exhibit a non-stationary behavior this may be due 

to man-made changes or sudden changes in the surrounding for eg. seasonal variations, 

trends, forest fires, recession, riots, epidemics, war, etc (Aminzadeh 2009
[20]

, 
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Chattopadhyay and Chattopadhyay 2009
[58]

, Contreras-Reyes and Palma 2013
[66]

, 

Al-Gounmeein and Ismail 2020
[18]

).  

To overcome this limitation of the ARMA model, the Box Jenkins methodology 

based ARIMA  , ,p d q  model was developed which uses the differencing parameter d to 

convert a non-stationary time series to a stationary time series (Nury et al. 2017
[190]

). The 

first order differencing refers to the difference between the current and the previous data 

values while second differencing refers to the differencing between the values of the first 

differencing, the process is repeated until the non-stationarity in the series is reduced. To 

check stationarity the ACF (Autocorrelation function) and PACF (Partial Autocorrelation 

function) plots are most readily used. These can further be used to identify the values of 

the parameters p and q (Parmar and Bhardwaj 2015
[200]

, Shakti et al. 2017
[250]

, Wang 

et al. 2018
[288]

, Singh et al. 2019
[258]

, Benvenuto et al. 2020
[36]

). The ARIMA  , ,p d q  

model is given in general form as (Soni et al. 2015
[265]

, Nury et al. 2019
[191]

), 

    

   
1 1

1 , i.e.,

1 1 1 3.4

d

t t

p q
di j

i t j t

i j

L L y L

L L y L

  

  
 

 

  
     

   
 

 

Here  L  corresponds to the Autoregressive (AR) part,  L  to the Moving average 

(MA) part, and d corresponds to the differencing parameter.  

3.2.5 Seasonal ARIMA 

ARIMA models are also capable of modeling the seasonal time series data with the help 

of seasonal ARIMA usually written as ARIMA   , , , ,
m

p d q P D Q where  , ,p d q refers 

to the non-seasonal part,  , ,P D Q refers to the seasonal part of the model and m  is the 

number of observations available each year. The terms of the seasonal part are very 

similar to the non-seasonal components but the later involves backshifts of the seasonal 

part. A time-series is said to be seasonal if its pattern changes regularly and repeats itself 
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after a time period. A seasonal ARIMA is formed by the inclusion of some seasonal 

terms in the ARIMA model. The modeling procedure for both the seasonal and non-

seasonal data are the same except in this we need to select the seasonal AR and MA 

terms as well as the non-seasonal components of the model. In seasonal ARIMA we use 

the AR models if the seasonal auto-correlation is positive, in this case of a purely 

seasonal AR model, the PACF falls to zero while the ACF decays slowly. While we use 

the MA model if the seasonal auto-correlation is negative, in case of a purely seasonal 

MA model, ACF cuts off to zero and vice versa for the PACF decays gradually 

(Hamzacebi 2008
[106]

, Abish and Mohanakumar 2013
[5]

, Farajzadeh et al. 2014
[92]

, 

Graham and Mishra 2017
[101]

, Al-Gounmeein and Ismail 2020
[18]

). The general 

equation of seasonal ARIMA is written as, 

         3.5m D d m

m t tB B X B B Z      

Or, 

         1 1 1 11 1 1 1 1 1 3.6m m m

t tB B B B y B B          

And, 
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1
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t t t

t t t

B x x x

B x x x





   


   

 

Where 1 1,   represents the non-seasonal autoregressive and moving average parameters, 

1 1,   represents the seasonal autoregressive and moving average parameters whereas, 

 121 B is the seasonal differencing and  1 B  is the non-seasonal differencing. 

3.3 Volatility Forecast using GARCH Models 

A time series is said to be volatile if it represents unusual rises and falls in it, such 

behavior of a time series is called heteroskedasticity. In the case of heteroskedasticity, the 
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volatility of a time series changes periodically with time, and irregular patterns of the 

variations are displayed by the variable and they tend to cluster instead of forming a 

linear pattern. Volatility is also sometimes referred to as the unpredictability or 

unevenness in the market, it is a statistical measure of dispersion for a given time series 

and is often referred to as market index (Mohamadi et al. 2017
[169]

, Oh and Lee 

2018
[192]

, Mao et al. 2020
[156]

). For comparing the conditional variances or volatility we 

first obtain the log return series for our time series and then apply the GARCH models. 

3.3.1 Log Returns: For a time series , 1,2,3,...tx t  , the log-returns series  tP  is 

defined as, 

 
1

log 3.8t
t

t

x
P

x 

 
  

 
 

Since this series is unit-less therefore it can be easily compared with other series. 

The basic equation for volatility models is given by, t t tP Z , here  t  represents a 

non-negative stochastic process called the volatility process and  tZ  represents the 

asymmetric sequence of . . .i i d (independent, identically distributed) both of which are 

independent for each fixed t (Abdalla 2012
[1]

, Arachchi 2018
[24]

). 

3.3.2 Autoregressive Conditional Heteroskedasticity (ARCH) Model: It is notably 

used to find time-varying conditional variance or volatility over a period of time in a 

time-series. ARCH(p) model given by Engle 1982
[91]

 are usually expressed as, 

 2 2

0

1

3.9
p

t i t i

i

P   



   

In this conditional variance depends on the past values of the process, but ARCH 

models consist of several parameters. In order to get rid of high ARCH order, the 

Generalized ARCH (GARCH) model was developed containing few parameters in which 

the conditional variance is a linear combination of previous conditional variances and 
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squared innovations. These models are based on the basic assumption of 

Heteroscedasticity or Heteroskedasticity in which the variances are not constant 

(Antonakakis and Darby 2013
[23]

, Mohamadi et al. 2017
[169]

, Arachchi 2018
[24]

). 

3.3.3 Generalized Autoregressive Conditional Heteroscedasticity (GARCH) Model: 

It is being used in this era of research as a useful tool in modeling volatility of such time 

series (Storti and Vitale 2003
[271]

, Storti 2008
[272]

, Caporin and Lisi 2010
[49]

, Doguwa 

and Omotosho 2012
[85]

, Orhan and Koksal 2012
[193]

, Katsiampa 2017
[131]

, Arachchi 

2018
[24]

, El Jebari and Hakmaoui 2018
[89]

, Trapero et al. 2018
[280]

, Virginia et al. 

2018
[287]

, Dritsaki 2019
[88]

, Ayele et al. 2020
[27]

). In these models, we try to establish a 

relationship between the current and the past observations. The Generalized ARCH 

(GARCH(p,q)) model which was introduced by Bollerslev 1986
[41]

 is mathematically 

written as, 

 2 2 2

0

1 1

3.10
p q

t i t i j t j

i j

P     

 

     

Here 'i s  and 'j s   represents non-negative parameters of the model if q=0 then it 

reduces to the ARCH(p) model. In the GARCH model, the numbers of parameters are 

reduced from infinitely many to only a few. tP  are conditional variances of the residual 

terms (Nelson 1991
[183]

, Abdalla 2012
[1]

, Arachchi 2018
[24]

, El Jebari and Hakmaoui 

2018
[89]

). 

3.3.4 Exponential GARCH (EGARCH) Model: It is an asymmetric GARCH model 

which captures asymmetric responses for variances varying with time. It is represented 

as, 

       2 2

0

1 1

3.11
p q

t i t i j t j

i j

In g Z In     

 

     

A positive conditional variance independent of signs of the estimated parameters in the 

model is always produced having no restrictions (Dritsaki 2019
[88]

). 
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3.3.5 GARCH in Mean (GARCH-M) Model: It was developed by Engle et al. 1987
[90]

 

allows the conditional mean to depend on its own conditional variance. It is represented 

as,  

 2 3.12t t tr c P     

 2 2 2

1 1 3.13t t tP        

Where 2

t  represents the conditional variance and ,c  denotes mean and a constant   

Estimation of the parameter is the initial step while fixing the GARCH model; it is 

commonly done by the maximum likelihood estimation (MLE) using the student‘s t-test, 

normal and generalized error distribution for better results.  

GARCH (1,1), EGARCH (1,1), and GARCH-M (1,1) models have been used for 

obtaining the volatility forecasts for a period of 5 years based on the data values. These 

are the most popular and readily used GARCH models, due to its mean-reverting 

property; it has an advantage over the EWMA method. A comparison is also developed 

among these three GARCH models, so as to find the best-fitted GARCH model for the 

three sample sites. 

3.4 Time-series Forecasting of Black Carbon 

Before selecting an appropriate time series model we check the stationarity of our time 

series data. If data is stationary then the forecast can be obtained using the ARMA model, 

but in case of non-stationary time series data ARMA model cannot yield good forecasts, 

then we introduce the Box Jenkins methodology based ARIMA model. In this, we use the 

differencing parameter d as discussed earlier in the ARIMA ( , , )p d q methodology to 

convert our non-stationary data series into a stationary one. The stationarity is then 

determined or checked by plotting the ACF and PACF plots as shown in Figure 3.2 for 

the three sample locations, these plots are also beneficial for selecting the order of AR 

and MA models as they reflect the relation between the data values at different 
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consecutive lags. Using the above-mentioned techniques we have used the IBM SPSS 

software for training and testing our data and selecting an appropriate model.  

After examining the values of the model fitting parameters like R-square, Error 

measures like the RMSE, MSE, MAPE, MAE, AIC, normalized BIC values, it was 

discovered that at 95% confidence limits with 460 degrees of freedom time series 

ARIMA (1,0,1)(0,1,1)12 model was the best-fitted model. As discussed in the previous 

chapter that the data exhibited a seasonal behavior, thus seasonal ARIMA was discovered 

to be the best-fitted model. The values of the coefficient of determination i.e. R-squared 

and stationary R² which are used as the measures for the goodness of fit, were near to 1 

indicating that this model fitted very well to the data. Also, the value of the error 

measures obtained is very small and near to zero. This model was further used for 

obtaining the forecast of the black carbon concentration for the coming 5 years period 

from Jun 2018 to May 2023. 
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Figure 3.2 ACF and PACF plots for the sample locations 
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It can be seen from these ACF and PACF plots that after the application of the 

time series ARIMA (1,0,1)(0,1,1)12 model, the data values represented a stationary 

behavior. Thus it can be further used for testing and training phases to obtain accurate 

time-series forecasts. The results obtained for the model fitting parameters for the three 

sample sites are discussed below.   

Raniganj (23° 40' N 87° 05' E) 

The values of coefficient of determination i.e. stationary R-square and R-squared values 

are 0.703 and 0.63, both these values are close to 1. The value of root mean square error 

(RMSE) is 0.64 and those of remaining error measures like MAPE, and MAE are very 

small. The normalized BIC value is -0.851. Thus it can be concluded that the predicted 

model performed better than the baseline model and can be efficiently used for time 

series forecasting. The mean predicted, upper confidence limit (UCL), lower confidence 

limit (LCL) and residual values are observed to be 2.334806, 4.740448, 0.980680, and 

0.004330. 

Jharia (23° 50' N 86° 33' E) 

The values of coefficient of determination i.e. stationary R-square and R-squared values 

are 0.678 and 0.624, both these values are close to 1. The value of root mean square error 

(RMSE) is 0.662 and those of remaining error measures like MAPE, and MAE are very 

small. The normalized BIC value is -0.783. Thus it can be concluded that the predicted 

model performed better than the baseline model and can be efficiently used for time 

series forecasting. The mean predicted, upper confidence limit (UCL), lower confidence 

limit (LCL), and residual values are observed to be 2.368480, 4.730589, 1.019490, and 

0.004394. 

Bokaro (23° 46' N 85° 55' E) 

The values of coefficient of determination i.e. stationary R-square and R-squared values 

are 0.663 and 0.619 both these values are close to 1. The value of root mean square error 

(RMSE) is 0.677 and those of remaining error measures like MAPE, and MAE are very 
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small. The Normalized BIC value is -0.739. Thus it can be concluded that the predicted 

model performed better than the baseline model and can be efficiently used for time 

series forecasting. The mean predicted, upper confidence limit (UCL), lower confidence 

limit (LCL), and residual values are observed to be 2.426113, 4.910465, 1.023607, and 

0.004353. 

Table 3.1 Time series analysis of black carbon 

Fit Statistic Raniganj Jharia Bokaro 

Stationary R-squared 0.703 0.678 0.663 

R-squared 0.630 0.624 0.619 

RMSE 0.640 0.662 0.677 

MAPE 20.900 20.820 21.359 

MAE 0.428 0.450 0.461 

Normalized BIC -0.851 -0.783 -0.739 

Degree of Freedom 460 460 460 

 

Table 3.2 Forecasted values for the sample locations 

ARIMA (1,0,1) 

(0,1,1)12 Model 

Mean Predicted 

value 

LCL value UCL value Residual value 

Raniganj 2.334806 0.980680 4.740448 0.004330 

Jharia 2.368480 1.019490 4.730589 0.004394 

Bokaro 2.426113 1.023607 4.910465 0.004353 

 

 Thus ARIMA (1,0,1)(0,1,1)12 model fitted very well to the data. The high value of 

the coefficient of determination and small value of the error measures along with the 

small value of normalized BIC indicate that the forecasted time series model is very close 

to the baseline model. This is also represented in Figure 3.3, 3.4, and 3.5, as the actual 

time series and the predicted time series coincide with each other. A forecast of the time 

series for the next 5 years starting from Jun 2018 to May 2023 is also obtained using this 
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model. The numerical result of predicted value, upper confidence limit (UCL), lower 

confidence limit (LCL), normalized BIC, and residual values for each of the sample sites 

obtained is also represented in these figures.  

 

Figure 3.3 Time series and ARIMA forecast of Raniganj 

 

Figure 3.4 Time series and ARIMA forecast of Jharia 
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Figure 3.5 Time series and ARIMA forecast of Bokaro 

 The observed time series data curve is represented by red color and the fitted data 

values curve is represented by blue color. Since both the fitted and observed curves 

almost coincide, thus it can diagrammatically be shown that the model fitted gave quite 

reliable results with minimum forecasting error. 

3.5 Forecasting Volatility 

The summary statistics of the log return series for the three sample sites consisting of 

mean, median, standard deviation, skewness, kurtosis, quartile values, minimum and 

maximum values are shown in Table 3.3, nearly same results are seen at these three 

sample sites. The log return series is observed to follow a normal distribution and is 

platykurtic. The diagrammatic representation of the log-returns series; weighted moving 

average (WMA), exponential weighted moving average (EWMA) of the monthly data 

values for the three sample sites is shown in Figure 3.6, 3.7, and 3.8 from which it can be 

seen that the WMA and the EWMA are within the control limits. Figure 3.9, 3.10, and 

3.11 represent the autocorrelation function (ACF) and partial autocorrelation function 
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(PACF) plots tested at 95% confidence limits for the log return series of Raniganj, Jharia, 

and Bokaro, which shows that the log return series is stationary.  

Table 3.3 Summary statistics for the Log return time series of Raniganj, Jharia, and 

Bokaro 

Sample sites Raniganj Jharia Bokaro 

Average -0.00298 -0.00293 -0.00253 

Standard Deviation 0.378808 0.377368 0.371401 

Skewness -0.04233 0.014307 -0.06196 

Kurtosis 0.023822 0.27506 0.044631 

Median 0.014112 0 0.018525 

Minimum -1.01663 -1.18801 -1.41182 

Maximum 1.228164 1.379668 0.993001 

1st Quartile -0.25191 -0.23299 -0.23535 

3rd Quartile 0.25069 0.24867 0.231786 

 

 

Figure 3.6 Log return, Weighted moving average (WMA) and Exponential (EWMA) of 

Raniganj 
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Figure 3.7 Log return, Weighted moving average (WMA) and Exponential (EWMA) of 

Jharia 

 

Figure 3.8 Log return, Weighted moving average (WMA) and Exponential (EWMA) of 

Bokaro 
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Figure 3.9 ACF and PACF plots for Log return series of Raniganj 

 

 

 

Figure 3.10 ACF and PACF plots for Log return series of Jharia 
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Figure 3.11 ACF and PACF plots for Log return series of Bokaro 

Table 3.4, 3.5 and 3.6 below, represents the values of the parameters 1 0 1 1, , , , ,       

obtained for the EGARCH(1,1), GARCH(1,1), and the GARCH-M(1,1) models for each 

of the three locations respectively.  

Table 3.4 Parameter values of GARCH models for Raniganj 

EGARCH(1,1) GARCH(1,1) GARCH-M(1,1) 

Parameter Value Parameter Value Parameter Value 

   0.003368   -0.00217   -0.35495 

   -1.70396    0.096466    0.9314 

   0.215867    0.129779    0.084189 

   -0.49521      0.118673 

   0.217669    0.198737    0.29252 
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Table 3.5 Parameter values of GARCH models for Jharia 

EGARCH(1,1) GARCH(1,1) GARCH-M(1,1) 

Parameter Value Parameter Value Parameter Value 

   0.018249   0.001396   -0.3057 

   -2.00681    0.086119    0.812645 

   0.208517    0.116592    0.085805 

   -1.05338      0.115084 

   0.063982    0.281998    0.283322 

 

Table 3.6 Parameter values of GARCH models for Bokaro 

EGARCH(1,1) GARCH(1,1) GARCH-M(1,1) 

Parameter Value Parameter Value Parameter Value 

   -0.00125   -0.00366   -0.00253 

   -1.47542    0.08019   9.11E-11 

   0.348861    0.159661    0.118692 

   -0.17894      0.073913 

   0.402079    0.263029    0.064384 

 

As seen in Table 3.7, the error values viz. RMSE, MSE, MAPE, MAE for each of 

the models EGARCH(1,1), GARCH(1,1), and GARCH-M(1,1) is very less and close to 

zero for all the locations i.e. Raniganj, Jharia, and Bokaro. Also, the values of R-square 

for all of these models at the sample sites are very close, all near to 0.7 as given in Table 

  



91 
 

3.7. Also as observed from Table 3.8, the minimum value of AIC (Akaike information 

criterion) for Raniganj is 411.81 which exists for GARCH(1,1) with LLF (log-likelihood 

function) at -202.9 and volatility at 37.9% depicting that GARCH(1,1) is among the best-

fitted model than the other two for Raniganj. For Jharia, the minimum value of AIC is 

406.28 for EGARCH(1,1) with LLF at -198.14, and volatility value is 37.4%, thus 

EGARCH(1,1) is among the best-fitted model for Jharia location followed by 

GARCH(1,1). Also for Bokaro, the least value of AIC is 392.06 with LLF at -193.03 and 

volatility being 37.2% depicting that for Bokaro, GARCH (1,1) is among the best-fitted 

model. 

Table 3.7 Error and R-square comparison at the three locations using GARCH models 

 

 

Table 3.8 Volatility and Model fitting 

 Raniganj Jharia Bokaro 

 AIC LLF Volatility AIC LLF Volatility AIC LLF Volatility 

EGARCH(1,1) 414.63 -202.31 0.3757 406.28 -198.14 0.3741 393.08 -191.54 0.3675 

GARCH(1,1) 411.81 -202.90 0.3790 410.33 -202.16 0.3784 392.06 -193.03 0.3726 

GARCH-M(1,1) 412.24 -202.12 0.3781 410.82 -201.41 0.3776 396.38 -194.19 0.3711 
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Table 3.9 Volatility forecast and Regression equation of the line for the forecast of 

volatility  

Sample sites Raniganj Jharia Bokaro 

 Volatility 

forecast 

for 

coming 5 

yrs 

Regression 

equation of the 

line for the 

forecast 

Volatility 

forecast 

for 

coming 5 

yrs 

Regression 

equation of the line 

for the forecast 

Volatility 

forecast 

for 

coming 5 

yrs 

Regression 

equation of the line 

for the forecast 

EGARCH(1,1) 0.37243 y = 0.0002x + 0.3669 0.37283 y = 8E-05x + 0.3705 0.35913 y = 0.0005x + 0.3451 

GARCH(1,1) 0.37504 y = 0.0002x + 0.3682 0.37358 y = 0.0003x + 0.3655 0.36687 y = 0.0003x + 0.3572 

GARCH-M(1,1) 0.37322 y = 0.0003x + 0.365 0.37282 y = 0.0003x + 0.3647 0.36954 y = 9E-05x + 0.3667 

 

The average volatility forecast for the coming 5 years and the equation of 

regression line for the forecasted volatility from Jun 2018 to May 2023 is obtained for the 

three locations using the EGARCH(1,1), GARCH(1,1) AND GARCH-M(1,1) model 

respectively as shown in Table 3.7. Thus the above results indicate that these models 

fitted very well to the time series data of black carbon concentration over the coal mines 

in India and they can be effectively used to obtain the forecasts of conditional variances 

and GARCH(1,1) being the best-fitted model out of these models. 

3.6 Conclusion 

As discussed above for all the three sample sites viz. Raniganj, Jharia, and Bokaro the 

following conclusions can be derived from the results obtained above,  

3.6.1 Time Series Analysis 

 Time series ARIMA (1,0,1) (0,1,1)12 prediction model fitted very well to the data 

for all the sample sites.  

 The application of this model resulted in very small values of error measures like 

RMSE, MAPE, MAE. 
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 The coefficient of determination values, namely R-squared and stationary R-

square was close to 1, which are considered very good.  

 Diagrammatic representation of the results is also given which shows that the 

original and the forecasted time series almost coincide. Thus the applied model 

resulted in very small error values.  

 The numerical result of predicted value, upper confidence limit (UCL), lower 

confidence limit (LCL), normalized BIC, and residual values are obtained.  

 A time-series forecast for the next 5 years starting from Jun 2018 to May 2023 is 

also obtained using this model. 

3.6.2 Analysis of Volatility or Conditional Variances 

 Small values of the errors viz. RMSE, MSE, MAPE, MAE, and high value of R-

square which are all close to 0.7 for all the models i.e. EGARCH(1,1), 

GARCH(1,1) and GARCH-M(1,1) indicates that these models of conditional 

volatility fitted very well. 

 Considering the value of AIC (Akaike information criterion) it is clearly seen that, 

a) For Raniganj, GARCH(1,1) is the best-fitted volatility model with least AIC 

value as 411.81, volatility as 37.9% and LLF at -202.9.  

b) For Jharia, EGARCH(1,1) is the best-fitted volatility model with the least AIC 

value as 406.28, volatility as 37.4%, and LLF at -198.14. 

c) Also for Bokaro, the GARCH(1,1) is the best-fitted volatility model with the 

least AIC value as 392.06, volatility as 37.2%, and LLF at -193.03.  

 A forecast of average conditional volatility for the coming 5 years of the data 

from Jun 2018 to May 2023 along with the regression equation of the line of 

forecasted volatility is obtained using these GARCH models 

 These models can be efficiently used as an effective tool in obtaining forecast of 

conditional variances for the coal mine regions to study the volatility for the 

concentration of pollutants along with other parameters.  
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Chapter 4 Wavelet Analysis of Black Carbon 

Wavelets Analysis is a very hot topic in all the areas of research nowadays around the 

globe especially in the area of prediction modeling. Wavelets are mathematical functions, 

which are capable of writing down complex functions in an easy way. They break down 

data into its frequency components and so we can study each and every part of it in a 

more precise manner as it is scaled for our convenience. It can be termed as a tool to 

decompose signals and trends as a function of time. Grossman and Morlet 1984
[102]

 

gave the concept of wavelets which was developed thereafter by, Meyer 1986
[164]

, 

Daubechies 1988
[74, 76]

, and Mallat 1989
[155]

 who further led to the development of 

orthogonal wavelet functions. However, until the end of the 1980s, the use of wavelets 

increased in the field of engineering. They are used in place Fourier Transforms as 

wavelets give more freedom to work with (Parmar and Bhardwaj 2013
[203]

, Kisi et al. 

2017
[137]

). 

The Fourier Transforms and many other techniques were incapable of treating 

non-stationary signals due to the absence of any temporary information and also since in 

this frequency resolution could be predicted without the knowledge of the time at which 

it occurred. Since the information present in the signal is preserved by Fourier transforms 

in the frequency domain but not in terms of time domain, thus it is a function of time only 

and not of frequency. Thus Fourier transforms can be used efficiently only while dealing 

with a stationary time series. Short-time Fourier Transform (STFT) can treat non-

stationary signals but the major drawback of this was with the change in the resolution 

the frequency derived assumed a constant value. At all the frequencies a constant 

resolution is provided by the short term Fourier transform while for wavelet transform we 

have a different resolution for different frequencies. Also, the wavelet transforms could 

handle the information in a signal both in time and frequency domain, so it was preferred 

over the Fourier transforms. A signal could also be decomposed into different 

components at various resolution levels with the help of wavelets which could further be 

used for obtaining more accurate time-series forecasts, wavelet transform gave high time 

resolution at high frequencies and high-frequency resolution at low frequencies 
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(Grossmann and Morlet 1984
[102]

, Quiroz et al. 2011
[218]

). Due to the occurrence of 

trends in most of the time series dealing with real-life situations they exhibit non-

stationary behavior. So wavelet transforms are readily used over Fourier transforms as it 

a function of time and frequency, more realistic and flexible of using in case of non-

stationary data, having few variables than the Fourier transforms. Information present in 

the signal is preserved by wavelet transforms.  

Wavelet methods are a very useful tool in analyzing a time series (Can et al. 

2005
[47]

, Dokmen and Aslan 2013
[86]

) as it is used for removing noise from statistical 

data which is the most important job in data analysis. Wavelets are used in various 

important fields as quantum physics, artificial intelligence, image processing, visual 

recognition, mathematics, engineering, finance, economics, computer application, image, 

and signal processing (Addison 2002
[9]

, Zhao and Qi 2008
[304]

, Bodyanskiy and 

Vynokurova 2013
[40]

, Singh and Mohapatra 2019
[261]

). It is considered as an important 

tool in studying the different features of biomedical applications like protein structure, 

DNA patterns, along with meteorological data, financial time series analysis, fractal 

analysis and studying variations or predictions of time series dealing with natural 

phenomena‘s like pollutant concentration, groundwater level, temperature along with 

various other fields (Hu and Nitta 1996
[116]

, Andreo et al. 2006
[22]

, Kisi and Shiri 

2011
[139]

, Rajaee 2011
[221]

, Wang et al. 2018
[288]

, Saadaoui and Rabbouch 2019
[238]

, 

Singh et al. 2020
[259]

). 

 In this chapter, for obtaining the time-series forecast we have used the Box-

Jenkins methodology based ARIMA model for all the three sample sites using MATLAB 

software. After this, a wavelet-ARIMA coupled approach is developed and applied to the 

time-series data. For this first the signals are decomposed using Daubechies wavelets 

(db8) level 3 and are further treated with suitable ARIMA model then the reconstructed 

the wavelet signals are used to obtain the results. The results obtained by time-series 

ARIMA and coupled wavelet-ARIMA models are then compared with each other for 

identifying the best-fitted model. 



96 
 

4.1 Literature Review 

Grossman and Morlet 1984
[102]

 found that an arbitrary square-integrable real-valued 

function (Hardy function) could be easily decomposed into a proper family of square-

integrable wavelets of constant structure. If the admissibility condition of the wavelet is 

satisfied then the integral transform obtained is self-reciprocal and isometric. Later 

Daubechies 1988
[74]

 developed an approach of multi-resolution analysis with various 

algorithms in reconstruction and image decomposition. He constructed an orthonormal 

basis for compactly supported wavelets, having arbitrarily high regularity. The order of 

which increased linearly with the support width and construction followed by the 

synthesis of distinct paths. Based on wavelet transforms, Aksoy et al. 2004
[17]

 discovered 

a wind speed data generation scheme and related it with the present wind speed 

generation methods of Weibull and normally distributed independent random numbers, 

autoregressive models of first and second-order along with Markov chain of the first-

order were used. Observations conclude that the approach based on wavelets was a better 

alternative to present methods.  

Seasonal variations of atmospheric waves and characteristics of gravity waves 

(GWs) over Istanbul were analyzed by Can et al. 2005
[47]

 using wavelets considering 

data from 1993 to 1997 for daily radiosonda of Istanbul in the lower stratosphere and 

troposphere. Variations were observed and compared in terms of pressure heights, air 

temperature, and deviations from mean values for annual, seasonal, monthly, and daily 

basis. Quiroz et al. 2011
[218]

 with the help of rain gauge daily rainfall data and 

normalized difference vegetation index (NDVI) introduced a new approach by combining 

wavelet transforms and Fourier Transform for improvement of daily rainfall estimation of 

NDVI. For checking the nature of trends and hydrological variations from 1954–2008 in 

southern Ontario and Quebec at seven meteorological stations and eight flow stations 

Nalley et al. 2012
[178]

 used wavelet transforms to construct a new trend detection method. 

For studying the annual, monthly, seasonal trends discrete wavelet transform and Mann–

Kendall trend tests were used.  
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Several data-driven models like ANN, ANFIS, Wavelet-ANN, and Wavelet-

ANFIS models were correlated for predicting groundwater level at various time periods, 

to analyze their results for prediction by Moosavi et al. 2013
[173]

. Results concluded that 

Wavelet-ANFIS models gave more reliable and accurate results than the others. In 

Golcuk, Turkey data for 13-months was studied using wavelets and then compared by 

Dokmen and Aslan 2013
[86]

 with the results from laboratory analysis to study various 

water quality parameters. The samples were studied for pH values, nitrate, and chlorine 

for deterring their suitability for domestic use, drinking, and irrigation, seasonal 

variations were observed with wavelet analysis. Using Haar wavelets at level 3 water 

quality parameter such as PH, FC, TC, TKN, AMM, WT, DO, BOD, and COD were 

studied by Parmar and Bhardwaj 2013
[203]

 at Nizamuddin bridge-mid stream (Delhi) of 

Yamuna River in India using last 10 years data.  

A new forecasting wavelet coupled model was formed by Parmar and 

Bhardwaj 2015
[200]

 for forecasting the monthly water quality parameter of COD at 

Nizamuddin station, New Delhi of river Yamuna. The performance of the wavelet 

coupled model was compared with the results obtained by combining regression models, 

artificial neural networks, classical neuro-fuzzy, and wavelets. Observations show that 

the wavelet coupled model produced better forecasting than the others. At Janakpuri, 

Nizamuddin, and Shahazada Bagh in Delhi, wavelet and statistical analysis of air 

pollutants for a period of more than 20 years from 1987 to 2010 in India was studied by 

Soni et al. 2017
[264]

, results showed that the mean concentration of SO2 decreased for 

both residential (Janakpuri, Nizamuddin) as well as industrial (Shahzada Bagh) area, 

whereas NO2 increased but it was under the prescribed limits of National Ambient Air 

Quality Standards (NAAQS), discrete wavelet analysis of air pollutants using the 

Daubechies wavelet (level 5) was also used.  

For forecasting, the short term flow of traffic Zhang et al. 2018
[299]

 proposed a 

new hybrid multivariate model based on wavelets and time series SARIMA model 

termed as WSARIMAX which led to better forecasts compared to the other methods. 
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Salazar et al. 2019
[243]

 used Haar discrete wavelet analysis for modeling the pollution of 

ozone (O3) in Chile and obtain an hourly forecast of ozone using the coupled approach. 

Results obtained by the wavelet approach were then compared with the ARIMA model.  

Wavelet analysis was used over a sub-divisional rainfall data of India from 1871 to 2016 

Paul et al. 2020
[208]

 for decomposing the signals and then treated with ARIMA and ANN 

models for obtaining the prediction of rainfall, a forecast comparison was done among 

the ARIMA, Wavelet-ARIMA, and Wavelet-ANN and was observed that the latter 

outperformed the other two. Singh et al. 2020
[259]

 used the wavelet ARIMA approach to 

forecast the deaths in five most affected countries due to novel coronavirus (COVID-19) 

and obtained one month ahead forecast for the situation. 

4.2 Wavelet Transform 

The waveform is a wave-like function that oscillates to zero, bounded in both frequency 

and time duration having finite energy determined in time. This property and capability 

of wavelet help us to examine the signals in time-variations. Fourier Transform is used 

for converting signals to a continuous series of sine/cosine waves or a combination of 

both the waves, having a fixed amplitude, frequency, and an infinite duration of 

propagation. On the other hand, signals can be converted to a series of wavelets using 

wavelet transforms (WT) (Beylkin et al. 1991
[37]

). As many signals in reality (images, 

data signal, music, etc.) are of constant duration and have different variations in 

frequency. Thus a better approximation of the real-world signals can be constructed with 

rough edges by using WT (Addison 2005
[10]

). For investigating a signal with finite 

energy function and short duration of propagation we use wavelet analysis, this helps to 

describe the function and transform the signal under examination into a new depiction 

which presents a clearer picture about the signal this transformation of the signal is called 

wavelet transform (Kisi and Shiri 2011
[139]

).  

The transform is then performed at several scales of the wavelet and at different 

points of the signal to complete the transform plane. With the help of WT, we can 

examine different resolutions of the signal at different frequencies by using multi-

http://www.hyperdictionary.com/dictionary/frequency
http://www.hyperdictionary.com/dictionary/fourier+transform
http://www.hyperdictionary.com/dictionary/sine+waves
http://www.hyperdictionary.com/dictionary/sine+waves
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resolution techniques. Wavelets are the basis functions of the wavelet transforms. As 

given in the equation below, the basis function represented by  t  is called the mother 

wavelets of the translated and dilated form , ( )a b t having the relation (Rashid et al. 

2015
[227]

, Baghanam et al. 2019
[28]

). 

,

1
( )a b

t b
t

aa
 

 
  

 
  , ,a b   

Here, a  is the scale of frequency and b is the time or spatial position. For any function, 

 f t  the wavelet transform is given as, 

 ,

1
( , ) ( ) , 4.1a b

t b
T f a b f t dt f

aa
  





 
    

 
  

T denotes the wavelet transform  

Properties of wavelet transform: The wavelet transform for a function  t  satisfying 

the following conditions, 

i) The major property of wavelets is the admissibility and the regularity 

conditions i.e. the admissibility condition is satisfied by the square-integrable 

function  t , mathematically given as (Maheswaran and Khosa 2012
[151]

), 

 
 

0

ˆ
4.2d

 






 
 

Here  ̂   denotes the Fourier transform of  t   

ii) In order to impose the admissibility, the condition  ˆ 0 0   is taken for granted 

i.e. it vanishes at the zero frequency. This gives rise to the zero mean 

condition given as, 



100 
 

   0 4.3t dt





 

This illustrates that a wavelet must have a band-pass like a spectrum. A zero at the 

zero frequency means that the average value of the wavelet in the time domain must 

be zero. It can be used for first analyzing and then rebuilding the signal without loss 

of information (Singh et al. 2019
[258]

) and therefore it must be oscillatory. In other 

words,  t  must be a wave (Parmar and Bhardwaj 2012
[198]

, Singh and 

Mohapatra 2019
[261]

). 

iii) The wavelet function is of unit energy i.e. the square norm is 1, 

mathematically explained as, 

   
2

1 4.4t dt





 

In addition to the above, the wavelets also satisfy the orthogonality property, in 

this information carried by the wavelets are completely independent of each other. This 

makes wavelets to be more convenient for use. The transform is said to be a continuous 

wavelet transform if the process is performed in a continuous and smooth fashion and 

discrete wavelet transform when the position and the scale changes in discrete stages. 

4.2.1 Discrete Wavelet Transforms 

Discrete Wavelet Transform (DWT) is a procedure applied for decomposing multi-

resolution analysis, pyramidal coding, sub-band coding; speech signal coding, and 

discrete-time signals (Kisi and Shiri 2011
[139]

). Thus with the help of digital filtering 

techniques, a time-scale representation of the digital signal is obtained and at various 

scales with different limits of frequencies, a signal is passed for examination 

(Maheswaran and Khosa 2012
[151]

). It breaks down a signal into various groups 

(vectors) of coefficient and different coefficients vectors containing information about 

characteristics of the sequence at different scales (Saadaoui and Rabbouch 2019
[238]

). 
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Wavelet analysis employs a prototype function called mother wavelet  f t , which has a 

null mean, drops in an oscillatory way, and data are displayed via superposition of scaled 

and translated versions of the pre-specified mother wavelet. It can be calculated as 

(Parmar and Bhardwaj 2013
[201, 203]

), 

     
1

, 4.5
m

mm
n

t nba
DWT m t x n f

aa

 
  

 
  

Where a  and b are scaling and translation function of integer variable m ; t is an integer 

variable which refers to a point of the input signal; n  is the discrete-time index;  x t  is a 

given signal and  f t  is the mother wavelet. Mallat-tree decomposition is used for 

calculating the discrete wavelet transform by consecutive high and low pass filtering of 

the time domain signal of discrete nature (Baghanam et al. 2019
[28]

).  

The importance of DWT is that it associates the discrete-time filters with the 

continuous-time multi-resolution. Till we achieve the preferred level of accuracy the 

decimation and filtering process is carried on, the measurement of the signal is 

determined by the optimal number of levels. 

4.2.2 Continuous Wavelet Transforms  

The Continuous Wavelet Transform (CWT) of a function  x t  w.r.t. to a function  t  

is provided by equation 

     ,

1
4.6

a b

b
W x t t dt

aa






 
  

 
   

Where  t  is the mother wavelet,  x t  is the signal to be approximated, and ,a b  are 

real‘s where a  gives the amount of time scaling and b  is the dilution variable. All the 

wavelet functions used in the transformation are derived from the mother wavelet through 

translation and scaling (compression or dilation). The mother wavelet used to generate all 

the basis functions is designed based on some desired characteristics associated with that 
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function. The translation parameter  relates to the location of the wavelet function as it 

is transferred through the signal. Thus, it corresponds to the time information in the 

Wavelet Transform (Andreo et al. 2006
[22]

). The scale parameter s is defined as 

|1/frequency| and corresponds to frequency information. Scaling either compresses or 

dilates (expands) the signal. Small scales (high frequencies) compress the signal and 

provide global information about it while large scales (low frequencies) dilate the signal 

and give detailed information hidden in the signal (Parmar and Bhardwaj 2012
[198]

).  

4.3 Wavelet-ARIMA Coupled Approach 

It is difficult to obtain accurate time-series forecasts of time series dealing with non-

stationarity, due to the presence of trend and noise in the data. Thus, in order to reduce 

the noise from the data we use a wavelet-ARIMA model coupled approach over our time 

series data to get a better forecast with minimum forecasting errors. To use the wavelet-

ARIMA forecast we first decide the number of decompositions required, by using, (Nury 

et al. 2017
[190]

, Soni et al. 2017
[264]

) 

   log 4.7L Int N  

Where the numbers of decompositions are denoted by L and N denotes the length of the 

time series. The following steps are carried out in this process of modeling (Kumar et al. 

2015
[141]

, Wang et al. 2018
[288]

), 

a) Wavelet Decomposition- In wavelet analysis a signal is decomposed using 

wavelet transform into low and high frequencies. After determining the 

decomposition layer and the scale function, we decompose the original signal 

 tX  into the detailed coefficients 1 2 3, , ,......, kD D D D  along with an 

approximation coefficient kA  such that the time-series coefficient tX  can be 

expressed as, 1 2 3 ......t k kX D D D D A       

b) Suitable Model Construction- After wavelet decomposition, a suitable time 

series model is constructed for the decomposition and approximate coefficients. 
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Depending on the stationarity of the coefficients we use the ARMA model for 

stationary series and if the coefficients display non-stationarity, we use the 

differencing techniques and choose a suitable ARIMA model. Thus, using these 

implemented results and sample quantities to further obtain the forecasts denoted 

as, ,1jD j k   and kA . 

c) Accumulation and Reconstruction of Signal- After decomposition and applying 

the suitable model on the decomposed and approximation coefficients we find kD

and kA  these obtained values are further combined and reconstructed to obtain 

 tX  as 
1 2 3 ......t k kX D D D D A       which can then be used for ARIMA 

forecasting and obtain quite reliable results. 

4.4 Results and Discussion 

The wavelet decomposition technique is used for obtaining detailed and approximate 

coefficients for various levels of resolution. MATLAB software is used for the purpose of 

wavelet decomposition and choosing the appropriate model after processing the data 

through the testing and training phase. In this study for Raniganj, Jharia, and Bokaro 

sample sites, we have used (Daubechies wavelets) db8 level 3 for decomposing and 

reconstructing the wavelet signal. The detailed and approximate coefficients are shown in 

Figure 4.1, 4.2, and 4.3 below, where s represents the value of original time series data, 

3a  represents the approximation, and 1 2 3, ,d d d represents the detailed parts of 

decomposition such that, 1 2 3 3s d d d a    . These decomposed parts are further treated 

with time series ARMA and ARIMA models to obtain the predictive results which are 

later summed up for attaining the final results for the wavelet-time series-coupled 

approach (Rahman and Hasan 2014
[220]

).   



104 
 

 

Figure 4.1 Wavelet decomposition of time-series data for Raniganj 

  

 

Figure 4.2 Wavelet decomposition of time-series data for Jharia 
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Figure 4.3 Wavelet decomposition of time-series data for Bokaro 

4.4.1 ARIMA and Wavelet-ARIMA Model Fitting and Forecasting 

For constructing and selecting the best model with minimum forecasting errors and 

accurate forecasted values we have divided the time series data set into two parts of 33 

years, 5 months (from Jan 1980 to May 2013) for training and 5 years data (from Jun 

2013 to May 2018) for the testing phase so as choose an appropriate model for the data. 

The validity of the results is tested with the help of AIC, BIC, error measures like RMSE, 

MSE, MAPE, and MAE. 

Raniganj (23° 40' N 87° 05' E): Time series ARIMA (5, 0, 8) model fitted very well to 

the time series data of Raniganj (training phase) and was used to obtain the time series 

forecast (testing phase) which on comparison with the original values gave the minimum 

error measures of RMSE, MSE, MAPE, and MAE observed as 0.850067, 0.722614, 

0.315779 and 0.678623 respectively. After this Daubechies wavelets db8, level 3 was 
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used for decomposing and reconstructing the wavelet signal as shown in Figure 4.1. Here 

for the approximation part A3, ARIMA (2, 0, 8) model was used while for the 

decomposition parts D1, D2 and D3 the best fitted were the ARIMA (2, 0, 1), ARIMA (2, 

0, 1) and ARIMA (5, 0, 3) respectively. The signal was then reconstructed by summing 

the values of D1, D2, D3, and A3. The forecasted values of 5 years of data when 

compared with the original values gave the values of RMSE, MSE, MAPE, and MAE as 

0.82512, 0.68082, 0.31332, and 0.64809. Diagrammatic representation and comparison 

of this are shown in Figure 4.4 and 4.5. Thus, the forecasts obtained by Wavelet-ARIMA 

coupled approach gave better results than the time series ARIMA model. 

Jharia (23° 50' N 86° 33' E): Time series ARIMA (10, 0, 7) model fitted very well to 

the time series data of Jharia (training phase) and was used to obtain the time series 

forecast (testing phase) which on comparison with the original values gave the minimum 

error measures of RMSE, MSE, MAPE, and MAE observed as 0.78964, 0.62353, 

0.25946 and 0.62224 respectively. After this Daubechies wavelets db8, level 3 was used 

for decomposing and reconstructing the wavelet signal as shown in Figure 4.2. Here for 

the approximation part A3, ARIMA (2, 0, 9) model was used while for the decomposition 

parts D1, D2 and D3 the best fitted were the ARIMA (2, 0, 1), ARIMA (2, 0, 1) and 

ARIMA (2, 0, 3) respectively. The signal was then reconstructed by summing the values 

of D1, D2, D3, and A3. The forecasted values of 5 years of data when compared with the 

original values gave the values of RMSE, MSE, MAPE, and MAE as 0.75688, 0.57286, 

0.29361, and 0.62480. Diagrammatic representation and comparison of this are shown in 

Figure 4.6 and 4.7. Thus, the forecasts obtained by Wavelet-ARIMA coupled approach 

gave better results than the time series ARIMA model. 

Bokaro (23° 46' N 85° 55' E): Time series ARIMA (9, 0, 1) model fitted very well to the 

time series data of Bokaro (training phase) and was used to obtain the time series forecast 

(testing phase) which on comparison with the original values gave the minimum error 

measures of RMSE, MSE, MAPE and MAE observed as 0.82260, 0.67667, 0.24484 and 

0.59600 respectively. After this Daubechies wavelets db8, level 3 was used for 
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decomposing and reconstructing the wavelet signal as shown in Figure 4.3. Here for the 

approximation part A3, ARIMA (2, 0, 8) model was used while for the decomposition 

parts D1, D2 and D3 the best fitted were the ARIMA (2, 0, 1), ARIMA (2, 0, 1) and 

ARIMA (2, 0, 5) respectively. The signal was then reconstructed by summing the values 

of D1, D2, D3, and A3. The forecasted values of 5 years of data when compared with the 

original values gave the values of RMSE, MSE, MAPE, and MAE as 0.58985, 0.34793, 

0.19950, and 0.48409. Diagrammatic representation and comparison of this are shown in 

Figure 4.8 and 4.9. Thus the forecasts obtained by Wavelet-ARIMA coupled approach 

gave better results than the time series ARIMA model. 

The results obtained after applying the time-series ARIMA and wavelet-ARIMA 

coupled approach have been shown in Table 4.1. Thus it observed that the wavelet time 

series-coupled model performed better than the time series ARIMA model and hence can 

be used as an effective model for time series forecasting, with minimum forecasting 

errors. 

Table 4.1 Comparison of ARIMA and Wavelet-ARIMA coupled models 

Sample 

sites 

Raniganj 

(23° 40' N 87° 05' E) 

Jharia 

(23° 50' N 86° 33' E) 

Bokaro 

(23° 46' N 85° 55' E) 

Model ARIMA 

(5,0,8) 

model 

Wavelet-

ARIMA 

coupled 

model 

ARIMA 

(10,0,7) 

model 

Wavelet-

ARIMA 

coupled 

model 

ARIMA 

(9,0,1) 

model 

Wavelet-

ARIMA 

coupled 

model 

RMSE 0.850067 0.82512 0.78964 0.75688 0.82260 0.58985 

MSE 0.722614 0.68082 0.62353 0.57286 0.67667 0.34793 

MAPE 0.315779 0.31332 0.25946 0.25361 0.24484 0.19950 

MAE 0.678623 0.64809 0.62224 0.61480 0.59600 0.48409 
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Figure 4.4 ARIMA and Wavelet-ARIMA forecast of time series data for Raniganj 

 

Figure 4.5 Testing phase (forecast) for Raniganj using ARIMA and Wavelet coupled 

model 
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Figure 4.6 ARIMA and Wavelet-ARIMA forecast of time series data for Jharia 

 

Figure 4.7 Testing phase (forecast) for Jharia using ARIMA and Wavelet coupled model 
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Figure 4.8 ARIMA and Wavelet-ARIMA forecast of time series data for Bokaro 

 

Figure 4.9 Testing phase (forecast) for Bokaro using ARIMA and Wavelet coupled 

model 
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4.5 Conclusion 

Considering the long term time series data of black carbon concentration over the major 

coal mines of India viz. Raniganj, Jharia, and Bokaro time-series ARIMA and wavelet 

time-series coupled approach is developed and used for obtaining the forecasts. As seen 

in Table 4.1, the results of the forecast obtained by the Wavelet-ARIMA coupled 

approach are better than the simple time-series ARIMA model. Diagrammatic 

representation and comparison of the original time series along with forecasted values are 

obtained by time series ARIMA and wavelet-ARIMA coupled model as shown in Figure 

4.4, 4.6, and 4.8. Thus the wavelet time series ARIMA coupled approach can be 

effectively used for obtaining the forecast of time series dealing with pollutant 

concentration over the coal mine regions. This study is very beneficial for NGO‘s as well 

as government agencies, so as to frame new policies and preventive measures to curtail 

and keep a check on growing pollutant concentrations, which is the major problem faced 

by all the developing countries.   
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Chapter 5 Soft Computing Analysis of Black Carbon 

Soft computing means designing computing techniques with the help of computer-based 

programs for achieving optimization. Zadeh 1981
[296]

 introduced the concept of soft 

computing based on human brain functioning. He initiated that soft computing is the 

combination of Probabilistic computing, Genetic computing, Fuzzy logic, Evolutionary, 

and Neuro-computing. It is used for modeling a variety of real-life problems of complex 

nature in business and industry having noisy data of unknown patterns with no future 

information which are difficult to handle by the conventional methods (Rojas et al. 

2008
[234]

). Soft computing is also used in intelligent systems by machine learning to 

include in it the features like learning, thinking, and adaptation along with examining, 

and improving. These systems are developed to have functioned like the human brain 

with efficiency to learn and improve with the environment. Thus with the help of soft 

computing techniques, it is aimed to develop machine learning based on mathematical 

programs or models which are cost-efficient, easy to adapt, close to real predictions with 

least error (Pentos et al. 2020
[211]

). The prominent characteristics of machine learning 

are: 

 Developing an adaptable algorithm which can adjust with the dynamic nature 

 Different methods can be used to perform a variety of tasks 

 A simple algorithm can perform better than a vast mathematical model 

 It is time-saving and cost-efficient  

 It can efficiently handle non-linear real-life data 

In this chapter, with the conjugation of ANN, wavelets, and fuzzy-interface system 

(FIS), a new mathematical model called the Artificial Neural Network Fuzzy Wavelet 

Conjugation model (ANNFWCM) is constructed and used in the forecasting of black 

carbon concentration in the coal mine regions of India. 

5.1 Literature Review 

Jang 1993
[123]

 presented the ANFIS method, which is a combination of a fuzzy inference 

system along with ANN. ANFIS architecture was used to obtain prediction in case of 
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nonlinear time series, it combines the stipulated input-output data pairs along with the 

input-output mapping based on human knowledge (in the form of fuzzy if-then rules). For 

recognizing the parameters and structure of three-layer feed-forward ANNs, a new 

method of linear least square simplex (LLSSIM) was discovered by Hsu et al. 1995
[113]

, 

presenting the future behavior of nonlinear hydrologic watersheds. It was shown that a 

very fine depiction of the rainfall-runoff relationship was provided by the nonlinear ANN 

model approach than the time series linear ARMAX (autoregressive moving average with 

exogenous inputs) model. For the prediction of wind speed in Jeddah, Saudi Arabia 

Mohandes et al. 1998
[171]

 used a neural network and showed that it outperformed the 

autoregressive model based on RMSE and prediction graph.  

Abraham and Nath 2001
[6]

 used artificial neural network (ANN) and an 

evolving fuzzy neural network (EFuNN) trained by backpropagation (BP) algorithm and 

scaled conjugate gradient algorithm (CGA) for forecasting demand of electricity in 

Australia along with the Box–Jenkins autoregressive integrated moving average 

(ARIMA) model, results depict that the neuro-fuzzy system led to better forecasts. 

Maqsood et al. 2005
[158]

 used radial basis function network (RBFN) model to examine 

its applicability in weather analysis for daily 24 hr prediction of weather in southern 

Saskatchewan, Canada as it performed better than the Hopfield model (HFM), Elman 

recurrent neural network (ERNN) and multi-layered perceptron (MLP) network to obtain 

accurate forecasts.Considering data for nitrogen dioxide emission and dispersion over the 

Delhi city, Nagendra and Khare 2006
[177]

 used ANN-based models to examine two air-

quality control regions (AQCRs).  

For the prediction of rainfall and management of floods in Bangkok, Thailand, 

Hung et al. 2009
[119]

 used a generalized feed-forward ANN model using hyperbolic 

tangent transfer function and obtained a good forecast for rainfall showing that ANN 

forecasts had superiority over the others models. A quantitative and qualitative monthly 

precipitation forecast using ANFIS and the forward selection method was made by Jeong 

et al. 2012
[127]

, this rainfall prediction helped in determining future month‘s rainfall 

condition, results obtained were compared with those obtained from some weather 
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agency of Korea. To make the ANFIS method more realistic Modified ANFlS (MANFlS) 

structure was discovered by Akrami et al. 2013
[15]

 with regards to the computing epoch, 

parameters like Signal to Noise Ratio (SNR), Root Mean Absolute Error (RMAE), 

Correlation Coefficient (R2) and Root Mean Square Error (RMSE) were used for 

modeling nonlinear systems. It was observed that the Modified ANFIS gave better and 

more realistic rainfall prediction with small errors and simplicity in calculations than the 

conventional ANFIS model.  

For predicting the flow of two Indian rivers namely the Kosi and Gandak which 

are unsafe during monsoon a wavelet transform-genetic algorithm-neural network model 

(WAGANN) was developed by Sahay and Srivastava 2014
[240]

, on comparison 

WAGANN models were discovered to be superior to the autoregressive models (ARs) 

and GA-optimized ANN models (GANN). Nourani et al. 2014
[187]

 presented a review on 

the use of hybrid modeling, the convenience of combined models, are in future use of 

these models in hydrology for forecasting many key mechanisms of the hydrological 

cycle and highlighting the importance of the capability of AI methods in forecasting. 

Optimized Taguchi method was used by Moosavi et al. 2014
[174]

 for assessing distinct 

factors influencing the working of Wavelet-ANN and Wavelet-ANFIS hybrid models at 

several stages and at last, it was concluded that the Wavelet-ANFIS model outperformed 

the best fitted Wavelet-ANN model. For the management of water resources and 

prediction of chemical oxygen demand (COD), a water quality parameter of Yamuna 

River near Nizamuddin station, Parmar and Bhardwaj 2015
[199]

 developed a coupled 

model using wavelets, fuzzy and neural networks model for making a monthly forecast 

for the river water and compared the results with other data-driven models.  

In forecasting SO2 concentration at Janakpuri, Nizamuddin, and Shahzadabad, 

located in Delhi, India, Kisi et al. 2017
[137]

 used the least square support vector machine 

(LSSVM), multivariate adaptive regression splines (MARS) and M5 Tree model to the 

monthly data for a better forecast. For determining the accuracy in forecasting the 

monthly stream-flow of Gilgit river basin Muhammad et al. 2019
[176]

 used five soft 

computing methods namely the adaptive neuro-fuzzy inference system with subtractive 
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clustering (ANFIS-SC), adaptive neuro-fuzzy inference system with grid partition 

(ANFIS-GP), generalized regression neural network (GRNN), radial basis neural network 

(RBNN) and feed-forward neural network (FFNN) along with seasonal autoregressive 

integrated moving average (SARIMA) considering the interaction between the 

streamflow and temperature, ANFIS-SC, and RBNN gave more accurate results than the 

others. To predict and model the outbreak of COVID-19 Ardabili et al. 2020
[25]

 used soft 

computing and machine learning technique namely the ANFIS and multi-layered 

perceptron (MLP) to discuss the situation and predictions in five nations, the study 

indicated that for modeling the outbreak soft computing could be used as an effective 

tool.  

5.2 Soft Computing  

Soft computing is a group of computing techniques like Artificial neural network (ANN), 

Fuzzy Logic, Probabilistic Reasoning, Evolutionary Computation, or a combination of 

these as shown in Figure 5.1 below for obtaining efficient and realistic solutions with 

simplicity (Rao and Raju 2011
[226]

).  

 

Figure 5.1 Main Components of Soft Computing  
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The models formed by the combination of these are called the hybrid models for 

example; the combination of the ANN and the fuzzy interface system is called the 

Adaptive Neuro-Fuzzy Inference System (ANFIS) model.  

5.2.1 Evolutionary Computation – These algorithms are stimulated by the natural 

evolution which uses the trial and error technique for optimization. In this, the 

initial values are used in the iterative process to get more exact values. This was 

initially called a genetic algorithm, which includes the applications and 

fundamentals of computational methods. These are optimization and examining 

techniques that are capable of obtaining the optimal solution for the problem. It 

involves the use of computation for solving multi-dimensional problems of 

practical application and simulations. Some of these methods stimulated by 

Evolutionary algorithms for modeling biological structures are namely 

recombination, survival, natural selection, reproduction, mutation, etc. (Ardabili 

et al. 2020
[25]

). 

5.2.2 Probabilistic Reasoning – It is a technique of demonstrating information where 

the idea of probability is applied to specify the ambiguity in the information. In 

order to exploit the structure with deductive logic to handle uncertainty and 

combine it with the probability theory, probabilistic reasoning is used. The 

concept of fuzziness and fuzzy reasoning are used considering the uncertainty. It 

aims at finding deriving results with the help of probabilistic expressions which is 

an extension of the conventional logic truth tables. The limitation of this is that it 

combines the computational complications of their logical and probabilistic 

mechanisms. A common example of this is the Bayesian approach; it is also used 

in cases of artificial intelligence where the outputs are errorness, a large number 

of predicates, and uncertainty in predicates (Zhang et al. 2011
[301]

).  

5.2.3 Artificial Neural Networks (ANN) – ANN are computational models or 

algorithms based on machine learning which were developed based on the 

functioning of the human brain and biological neurons which are used to 

approximate functions, it consists of three layers namely input, hidden and output 
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layer. Each of these layers consists of a number of nodes and neurons with 

weights assigned to them which are capable of performing simple operations to 

compute its output from its input (Relvas and Miranda 2018
[232]

). ANNs are 

adaptive systems that are used in modeling of the constantly changing population, 

segmentation, classification (Mao and Aggarwal 2001
[157]

). ANN has been 

widely used in real-life problems such as forecasting precipitation, droughts, 

stream-flow, groundwater level, pollutant concentration, etc. (Kisi 2009
[140]

, 

Adamowski and Sun 2010
[8]

, Zhang et al. 2011
[301]

, Sachindra et al. 2013
[239]

, 

Siddiquee and Hossain 2015
[254]

, Ribeiro et al. 2017
[233]

, Ventura et al. 

2019
[286]

). 

5.2.4 Fuzzy Logic – It is used to obtain an intermediate solution between two sets of a 

possible solution is expected to be obtained. It is a generalization of Boolean logic 

and involves the probability theory although being different from it. Fuzzy logic 

deals with situations between truths and false when there occur a partial truth. In 

the Fuzzy inference system (FIS), based on the fuzzy rules input variables are 

mapped onto the output variables, such rules are established by the principle of 

modeling. It involves the use of human reasoning to deal with different facts 

based situations. It is widely used in the field of science, business, finance, 

technology, and modeling for controlling the input and output variables (Toprak 

et al. 2009
[278]

). 

5.3 Machine Learning Algorithms 

Machine learning originated from artificial intelligence and later on was classified into 

neural networks. These are programs based on past observations that are trained to 

improve their efficiency. The learning here aims to develop an algorithm by training and 

experience which can predict the output values based on the past data values as a function 

that maps the input to the output (White 1989
[289]

). These are mostly used in problems 

where it is difficult to obtain predictions using conventional algorithms like computer 



118 
 

vision and email filtering (Ardabili et al. 2020
[25]

). There are four main types of machine 

learning algorithms as discussed below (Dey 2016
[80]

): 

5.3.1 Supervised Learning – These operations are performed under direct supervision 

based on a set algorithm, for operating the algorithms strict boundaries are fixed 

and sample data values are labeled. In this, we select a function after training an 

algorithm that best fits the input data and can be used to predict the output i.e. in 

this we try to model the relationship between the input and target to obtain the 

desired output. The training process is carried out and practiced until we achieve 

the desired level of accuracy for the output. The main aim of this is to obtain a 

forecast of the unseen or unavailable data based on the available labeled data. 

Regression and classification are the two main processes of supervised learning, 

in classification process labeling of incoming data values are done based on the 

previous data values and then the algorithms are manually trained for recognizing 

certain kinds of objects and classifying them while in the regression process 

pattern are recognized and forecasts are obtained. Commonly used supervised 

learning algorithms include Neural networks, Support vector machines (SVM), 

Logistical regression, Linear regression, Nearest neighbor, Naive Bayes, Decision 

trees, Gradient boosted trees and Random forest which are further used for stock 

trading, retail commerce, trend and price forecasting (Kisi and Parmar 

2016
[138]

). 

5.3.2  Unsupervised Learning – This does not involve direct supervision as the results 

to be predicted are unknown. Another major difference between this from 

supervised learning is that it uses unlabeled data values. Dimensionality reduction 

and Clustering are the main steps of unsupervised learning algorithms. In 

dimensionality reduction to remove noise from the signal, we refine the 

information by using Machine learning algorithms. While in clustering we 

develop clusters of the data based on their internal structure to study the data to 

split it into meaningful sets based on their internal patterns without any previous 
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information. The most common types of unsupervised learning algorithms are 

Association rule, PCA (Principal Component Analysis), t-Distributed Stochastic 

Neighbor embedding, k-means clustering. It is mainly used in increasing 

efficiency, detecting patterns, extracting valuable insights, exploring the structure 

of signals, provide service to the customer according to the available information. 

Its application can further be extended for the identification of patterns for better 

results and efficient target achievement. 

5.3.3 Semi-supervised Learning – It is formed by the combination of both supervised 

and unsupervised learning. For grouping the data it uses the clustering process 

while for identification of the data it uses the classification process. In this only a 

few data samples are labeled, this leads to a partially trained data set that performs 

the task of labeling the unlabeled data leading into pseudo-labeled data. Thus a 

different algorithm consisting of labeled and pseudo-labeled data is formed. These 

are often used in cases where the training labels are imprecise, limited, and noisy 

since it can be performed over unlabeled data so they are cheaper leading to 

bigger and efficient training sets with accuracy in learning. It is used in speech 

and image reorganization, content aggregation systems and crawling engines, 

Healthcare, and legal industries where labels are absent. 

5.3.4 Reinforcement Learning – After interacting with the incoming data and training 

the labeled data a self-sustained system is formed which improves its efficiency 

by using the exploration technique. In this, the machine learning algorithm based 

on the present situation the agent decides the future steps by studying its nature to 

get optimal rewards. On performing specific tasks based on certain algorithms 

there exist reward signals which act as navigation tools. There occur two main 

types of reward signals called the positive and the negative reward signal. In a 

positive reward signal, a particular sequence of action is inspired while in a 

negative reward signal it is penalized until the algorithm becomes correct. Thus 

the system tries to minimize the negative rewards while it tries to maximize the 

positive rewards. Reinforcement machine learning aims at collecting information 
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from the environment during training for performing actions according to the 

rewards and leaning based on past experiences. This is also known as Machine 

learning artificial intelligence. The commonly used machine learning algorithm 

includes Asynchronous Actor-Critic Agents, Deep Adversarial Networks, Monte-

Carlo Tree Search, Temporal Difference, and Q-Learning. These are used in chat 

boxes for dialogue generation, computer games, natural language processing; 

detection of collision, Modern NPCs, driverless cars, technical and marketing 

operations. 

5.4 Basic Concepts of Neural Networks – A few basic concepts of the neural network 

like the perceptron, activation function, Sigmoid or Logistic activation function, 

backpropagation that helps in the functioning of a neural network are discussed 

below: 

5.4.1  Perceptron - The output value is obtained by a linear combination of the inputs 

of nodes multiplied with the weights. At each 
thi  neuron, the incoming signals 

1 2 3, , ,......, nx x x x  are summed with the weights 1 2 3, , ,......, nw w w w  such as 
1

n

ij j

j

w x


  

followed by loading this with an activation function f to obtain the output value 

1

n

i ij j

j

x f w x


 
  

 
  here n denotes the number of neurons in the previous layer 

(Abghari et al. 2012
[4]

). Each neuron calculates the current value ix  by the above 

rule which can be diagrammatically represented as, 

 

Figure 5.2 A simple perceptron 
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5.4.2  Activation Function - A function that can determine the output from the node is 

termed as an activation function. The range of activation function is from 0 to 1 or 

-1 to 1. Depending on the nature of the function, these are classified as linear 

activation and non-linear activation function. 

5.4.3  Sigmoid or Logistic Activation Function – It is a differentiable and bounded 

function defined over all real input values. It is a strictly increasing monotonic 

function having an S-shaped curve; a common example of this is the logistic 

function which is mathematically written as,  
1

1 x
f x

e



 with the domain of 

Real numbers. It is the most commonly used activation function. As the output of 

this function lies between 0 and 1 which is similar to the range of the probability 

prediction of many models. The output value at the nodes maintains the order 

relation; some other examples of the sigmoid function are the Hyperbolic tangent 

function, Error function, generalized logistic function, Gudermannian function, 

Smooth-step function and the Arctangent function (Bhardwaj et al. 2020
[38]

). 

5.4.4  Backpropagation – For supervised learning, it is one of the extensively used 

algorithms for training feed-forward neural networks. Rumelhart et al. 1986
[237]

 

were the first to apply and publicize the use of backpropagation in neural 

networks. It was observed that backpropagation was capable of solving various 

complex nature neural networks more efficiently than the other approaches to 

learning. Backpropagation aims at training an MLP neural network and such that 

it can learn from the suitable interior demonstrations to permit it to learn from any 

arbitrary mapping input to output (Kim and Singh 2015
[136]

). It gives a clear 

explanation of how the change in biases and weights can lead to a complete 

change in the behavior of the ANN.  

Backpropagation is an algorithm that is used for calculating with respect 

to the weights, the gradient of the loss function, and not on discovering its 

application. The gradient calculation in the delta rule is generalized by 
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backpropagation it originates from the incremental delta rule. In this, the 

approximation error is calculated after determining the output by forwarding 

propagation for training and based on the results these the weights are altered 

backward from layer to layer (Mao and Aggarwal 2001
[157]

). This entire process 

is repeated until there is no change in the output value. It may have more than two 

neuron layers of a network for adjusting the weights at the nodes; the sigmoid 

function is used as an activation function over the sum of the weighted inputs 

(Kavzoglu and Mather 2003
[132]

).  

5.5 Artificial Neural Network (ANN) - This was first introduced by Warren 

McCulloch and Walter Pitts 1943
[160]

; they developed an algorithm based 

computational model for neural networks called threshold logic. Frank Rosenblatt 

1958
[235]

 proposed a single layer perceptron; which was planned to model human brain 

functioning to recognize objects and process visual data. The learning capabilities and 

pattern-matching properties of ANN endorsed them to be used for many problems which 

otherwise would have been very difficult or impossible to solve by other statistical 

methods and standard computational techniques (Kavzoglu and Mather 2003
[132]

). It 

was then decided that in addition to getting perceptions of the functionality of the human 

brain, ANNs can further be used as an independent tool. Thus till the 1980s, ANNs was 

started being used for various purposes, ANN works by establishing a connection 

between different nodes called neurons arranged in different layers interconnected with 

each other and assigned with randomized weights capable of solving simple 

mathematical calculations (Luongvinh and Kwon 2005
[149]

).  

These nodes identify the relation between the targeted values and the input data 

sets (Faruk 2010
[93]

). Input signals are received by these neurons organized in different 

layers which in turn convert them into a single output. This output is further transferred to 

the other layer where the same process is carried again until finally, we get a single 

output (Moosavi et al. 2013
[173]

). 
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Figure 5.3 A three-layered Artificial Neural Network 

 

Figure 5.4 Working principle of neural network 

In an ANN signals pass through the nodes at which processing of information 

occurs, these nodes are arranged in a sequential pattern interconnected with each other in 

different layers and each having weights assigned to them (Rojas et al. 2008
[234]

). Each 

neuron consists of an activation function that is used to determine the output signal of the 

sum of weighted input signals. ANNs develop and identify the relationship between the 

data values by recognizing the pattern between them which otherwise is difficult to 

predict (Yeon et al. 2009
[295]

). They are universal function, approximators, self-adaptive, 

and data-driven algorithms which learn and train themselves based on past capabilities. 

ANNs have been used by researchers in various fields like mathematical forecasting, 

science, finance, industry, business (Adamowski and Chan 2011
[7]

, Doucoure et al. 

2016
[87]

, Kim et al. 2016
[135]

). 
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5.6 Fuzzy Inference System (FIS) - Fuzzy Inference System is based on the set of fuzzy 

reasoning and fuzzy rules which is used for modeling uncertainty (Karmakar and 

Mujumdar 2006
[130]

). The fuzzy rules act as an important tool in making conclusions 

about the fuzziness and uncertainty in the results of the problems dealing with control and 

modeling (Chen and Chang 2010
[61]

). The logic in which fuzzy input values are mapped 

to crisp outcomes is termed as fuzzy logic. Everything existing in nature is of 

approximate behavior this highlights the importance of fuzzy logic. In the absence of 

precise or complete information, fuzzy logic acts as an initiator. Fuzzy logic and fuzzy set 

theory are used in handling vague, imprecise, indeterministic, and incomplete 

information of the storage and database in fuzzy systems (Zhao et al. 2020
[303]

). The 

fuzzy set theory aims at finding solutions and building methodology for problems that are 

complex in nature and difficult to deal with conventional techniques (Toprak et al. 

2009
[278]

). It has application in various real-life problems dealing with classification of 

data, recognition of pattern, and expert systems for modeling uncertain patterns like 

operation research, decision making, clustering, process control, and retrieval of 

information (Zeinalnezhad et al. 2020
[297]

).  

5.7 Adaptive Neuro-Fuzzy Inference System (ANFIS) Architecture: - ANFIS on the 

other side is formed by the combination of neural networking (ANNs) and fuzzy interface 

system (FIS) based on the fuzzy if-then rule thus it exhibits the benefits of both the 

proficiencies in an integrated structure (Nayak et al. 2004
[182]

). The fuzzy interface 

system has been extensively used for obtaining forecasts of time series, leading to more 

accurate and reliable predictions (Poul et al. 2019
[214]

). In this input, characteristic 

functions are mapped into input membership functions by it which is related to the output 

properties which further have a relation with the output membership function resulting in 

a single decision or output (Adedeji et al. 2020
[11]

). The membership functions in ANFIS 

are different from the conventional fuzzy systems and can be multidimensional and 

nonlinear.  

In ANFIS appropriate membership functions (MFs) are used along with the fuzzy 

if-then rules to build a learning algorithm of the neural network and thus it can be used to 
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approximate nonlinear functions or as a universal function estimator (Chen and Chang 

2010
[61]

, Do 2020
[84]

). The approximation of the unknown function of the data set for the 

production of ANFIS networks is done using data-driven procedures (Moosavi et al. 

2013
[173]

). It aims at improving the proficiency of the fuzzy systems and thus it has been 

effectively used for pattern recognition, control processes, task classification problems 

(Karmakar and Mujumdar 2006
[130]

). It consists of various similar models used for 

obtaining fuzzy rules from an input-output data set and validating the systematic 

approach as proposed by Mamdani. Fuzzifier, fuzzy database, and Defuzzifier are the 

important stages of fuzzy modeling as shown in Figure 5.5 below (Toprak et al. 

2009
[278]

, Kumar 2020
[143]

). 

 

Figure 5.5 Working process of Fuzzy modeling  

 

Along with backpropagation, the technique feed-forward neural network (FFNN) 

is used for getting better predictions. Various time series models were mostly preferred 

by researchers to obtain the predictions of several real life time series data but most of 

these models fail to handle nonlinear problems as these were based on the linear 

correlation (Nayak et al. 2004
[182]

). In the meanwhile, soft computing techniques like the 

artificial neural network (ANN) and adaptive neuro-fuzzy interface system (ANFIS) have 

proved to be an efficient tool in handling such nonlinear problems capable of modeling 

complex patterns (Nourani and Andalib 2015
[185]

, Partovian et al. 2016
[206]

, Ahmed et 

al. 2019
[14]

, Parmar et al. 2019
[204]

).  

5.8 Results and Discussion 

For the development of an accurate model for obtaining the forecast of black carbon 

concentration over the coal mines, a new hybrid model is developed by the conjugation 
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of wavelets, ANN, and FIS coupled approach termed as the wavelet-ANFIS model or the 

‗Artificial Neural Network Fuzzy Wavelet Conjugation model‘ termed as the hybrid 

ANNFWCM model. It is developed and selected after training and testing the values of 

the dataset. The self-learning ability of the neural network is displayed in this wavelet-

ANFIS model. Error measures namely the Mean absolute error (MAE) and the relative 

error   are used for determining the results of the model. Time series of Raniganj coal 

mine is selected for this study, as it is the oldest coal mine of the country and there is a 

huge correlation among the time-series of the three sample sites. 

5.8.1 Wavelet Decomposition 

For analysis, the time-series signal of the Raniganj sample site is decomposed utilizing 

the wavelet decomposition technique. While dealing with spike and random series, 

Daubechies wavelets are the most suitable, and with the increase in the order the 

smoothness increases. Thus we are using the best fitted (Daubechies wavelets of order 8) 

db8 level 3 for decomposing the time-series signal. This decomposition led to the 

generation of the three detailed parts D1, D2 and D3 and an approximation part A3 which 

are further treated with the ANFIS model considering these four components as 

individual sub-time-series, such that the original time-series signal S=A3+D1+D2+D3 is 

decomposed as shown in Figure 5.6 

 

Figure 5.6 Wavelet decomposition of time-series of Raniganj 
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5.8.2 The Adaptive Neuro-Fuzzy Inference System (ANFIS) Model 

For the application of the ANFIS model, firstly the sub-time-series signals obtained after 

decomposition namely, A3, D1, D2, and D3 are divided into three parts, input, testing, 

and training phases. As such that the first three observations are taken as the input for the 

machine algorithm, 400 observations were taken for the training phase while 59 are 

considered for the testing phase. The detailed and approximation parts are further treated 

with the Gauss membership function along with the Mamdani technique for the Fuzzy 

Inference (FIS). Mamdani system is the most popular FIS (Fuzzy inference system) 

having wide acceptance, the output of this a fuzzy set that is defuzzified to get a final 

output. Gauss membership function (gaussmf) is a form of the fuzzy membership 

function. It is defined as,  
 

2

22, ,

x

f x e



 

 

 , it calculates the fuzzy membership values 

and leads to the improvement in the robustness and reliability of the system.  

ANN-based backpropagation technique forming the basis of the three-layered 

feed-forward neural network is used with 1000 Epochs and zero tolerance level for 

training the algorithm. Same as the number of inputs it consists of three input nodes with 

sigmoid activation function along with a single output. After suitable training of the sub-

time-series signals of A3, D1, D2, and D3 we obtain the training errors in terms of mean 

absolute error (MAE) and the relative error   as shown in Table 5.1. The quiver and 

surface views of training obtained for A3, D1, D2, and D3 are displayed in Figure 5.7. 

After suitable training, the training output values along with the actual data values are 

plotted on a graph to check the efficiency of training. The graph of the actual data values 

verses the training output values obtained by the ANFIS of A3, D1, D2 and D3 are 

displayed in Figure 5.8, which depicts that after training the trained output signal fitted 

very well with the original time-series signal.  

This trained ANFIS model is then passed through the testing phase; from this, we 

obtain 59 data values. These values obtained from the testing phase are then compared 

with the actual data values of the time-series to obtain the Mean absolute error (MAE) 
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and the relative error   as shown in Table 5.1. Figure 5.9, gives the graphical 

representation of the reconstructed modeled trained (output) signal with the actual time-

series signal. Figure 5.10 represents the results of the reconstructed modeled tested 

(output) signal with the actual time-series signal. These figures display that the wavelet-

ANFIS model gave the output (both trained and tested) very close to the actual time-

series. 

Table 5.1 Error measures of Training and Testing phase 

Error 

Measures 

Mean absolute error  

(MAE) 

Relative error 

   

Training phase 0.0484 0.0223 

Testing phase 0.0382 0.0164 

 

As observed in Table 5.1 the error values are very close to zero, thus the hybrid 

wavelet-ANFIS model fitted very well to the time-series data. The goodness of testing 

can be seen as the testing error is smaller compared to the training error. To make a 

comparison of the wavelet-ANFIS hybrid model with the time-series ARIMA and the 

wavelet-ARIMA coupled model developed in the previous chapter, we henceforth 

compare the results of error measure obtained by all the models for Raniganj sample site. 

These results are displayed in Table 5.2 from which it can be clearly seen that the error 

value namely the MAE of the hybrid wavelet-ANFIS model is much smaller than the 

time-series ARIMA and the wavelet-ARIMA coupled approach.  
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Figure 5.7 (a-h) A3, D1, D2, and D3 Quiver and Surface view 
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Figure 5.8 (a-d) A3, D1, D2, D3 Training 
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Figure 5.9 Actual time-series signal vs trained signal by wavelet-ANFIS model 

 

Figure 5.10 Actual time-series signal vs tested signal by wavelet-ANFIS model 

 

Table 5.2 Error comparison of the time-series of Raniganj 

Error Measure Time-series ARIMA 

model 

Wavelet-ARIMA 

coupled model 

Hybrid Wavelet-

ANFIS model 

MAE 0.678623  0.64809 0.0382 
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5.9 Conclusion 

In this study, for the time-series data of Raniganj the hybrid wavelet-ANFIS approach has 

been developed for the analysis of the best-fitted model. After suitable training and 

testing the model for the data values, it is observed that the hybrid wavelet-ANFIS 

approach fitted very well to the time-series data. Based on the model fitting parameter 

namely the MAE, it is observed that the hybrid wavelet-ANFIS approach performed 

better than the time-series ARIMA and wavelet-ARIMA coupled approach as shown in 

Table 5.2. Thus we conclude that the hybrid wavelet-ANFIS model is the best-fitted 

model and can be effectively used as an efficient forecasting model with minimum 

forecasting error for our study. This is a noble study as it can be used as an effective tool 

to obtain the future forecasts of black carbon concentration in the coal mine regions and 

help the government agencies to frame suitable policies and preventive measures for the 

future of these regions. 

5.10 Future Scope of the Study 

The following mathematical models could be developed in future and may be tested for 

accuracy for the prediction of pollutants like black carbon over the coal mine regions in 

India using the results discussed above as the base for their study. 

 ARIMA-GARCH coupled approach. 

 Hybrid models could be formed by coupling of various other models like DENFIS 

(Dynamic Evolving Neural Fuzzy Inference System), SVM (Support Vector 

Machine), Tree Models. 
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