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Abstract 

Cancer is a very serious disease that can be life-threatening. Among all types of cancer, lung 

cancer is the main reason many people around the world die from cancer. If lung cancer isn't 

found early, the chance of surviving can be low. Moreover, there aren't many radiologists 

available. In India, for instance, there's only one radiologist for every one lakh patients. This is 

why  need automatic ways to help doctors look at patients quickly and decide on treatment. To 

contest this disease, advanced techniques are being employed to foresee its future implications 

and show complicated relationships and patterns within extensive and complex datasets. The 

healthcare sector is observing a notable transformation driven by the enhanced computational 

capabilities of machine learning and deep learning methods, which allow accurate data 

analysis.  Deep learning techniques, which play a pivotal role in predicting the significance of 

various diseases as well as their potential outcomes. 

Primary goal of this research is to propose an intelligent lung cancer prediction using deep 

learning. To address this problem Self Adaptive Sea Lion Optimization (SA-SLnO) algorithm 

along with Recurrent Neural Network (RNN) has been used to increase classification. proposed 

model contains of different phases: Data Gathering, Feature Extraction, New attribute 

correlation-based optimized weighted feature extraction, and Prediction. In the initial phase, 

two distinct attribute extraction methods are utilized: Principal Component Analysis (PCA) 

and t-distributed Stochastic Neighbor Embedding (t-SNE). The model incorporates an original 

input, along with an enhanced correlation-based biased feature elimination process referred to 

as SA-SLnO. Advanced high-level independent algorithms are connected to refine and enhance 

the overall performance of the model. The SA-SLnO algorithm is designed to optimize number 

of hidden nerve cells within a Recurrent Neural Network (RNN), with the primary objective of 

minimizing the Mean Squared Error (MSE) among actual and projected outputs in the context 

of lung tumor detection. The main focus of this lung tumor detection model effectively reduces 

the MSE among actual and projected output. New outcomes of the proposed model display 

significantly improved results in comparison to existing methods across various evaluation 

metrics, including False Positive Rate (FPR), False Negative Rate (FNR), F1-score, Accuracy, 

Sensitivity, and Precision. 

Ensuing to new results, accuracy achieved by the SA-SLnO-based RNN exceeds that of other 

models by 1.7%, 2%, 5%, and 2.7% in relation to PSO-RNN, GWO-RNN, GSO-RNN, and 

SLnO-RNN, respectively. Similarly, when evaluating the model's performance on two distinct 

datasets, the proposed lung cancer analysis model reliably shows enhanced performance. The 
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experimental findings validate the efficiency of the proposed model by showing its superiority 

in comparison to existing methodologies. Specifically, the model's impact is apparent in 

optimizing hidden neurons within RNNs, outperforming traditional techniques. In conclusion, 

through a complete comparative analysis with conventional methods, the experimental results 

provide a convincing indication that the proposed model characterizes a momentous 

improvement in this area. 
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Chapter 1  

Introduction 

1.1  Overview of Lung Cancer 

   The most common cause of mortality is lung cancer. The American Cancer Society's most 

current statistics show that there are around 228 thousand new instances of lung cancer, of 

which approximately 135 thousand results in death [1]. In the majority of instances, delayed 

therapy due to late detection results in mortality. Early lung cancer identification, therefore, 

has a crucial role in improving the patient's chances of survival. Therefore, quick localization 

and delineation of the cancer site in high-resolution images may aid in diagnosis and 

planning. Chest computed tomography (CT) scans play a significant character in detection 

and analysis of lung cancer. Recent studies have shown that CT screening can be effective 

in community settings and that low-dose CT screening lowers lung cancer fatalities in 

dangerous persons. The broad adoption of lung cancer screening benefit millions of 

individuals. Due to the many CT scan pictures that radiologists get from their patients; they 

are overworked. There has also been evidence of intra-team conflict. Computer-aided 

diagnostic tools have previously been shown to improve the diagnosis of lung nodules in 

computed tomography (CT) scans [1]. Medical machine learning models may be tested for 

robustness, and a wide range of processing methods for chest CT scans can be compared to 

see which one performs better. The wealth of a nation is determined by the health of its 

citizens. In the medical world, heart, cancer, and orthopedic illnesses are among the top three 

killers. Cells in the body grow improperly, and these aberrant cells proliferate at an excessive 

rate, resulting in cancer. Normally, healthy cells divide at a far slower rate than this. Cancer 

cells, on the other hand, are deemed abnormal because they develop rapidly and do not die 

for a long period. Early sickness and death are often the result of abnormal cell proliferation. 

Metastasis is the term used to describe the growth and development aberrant cells. 

According to World Health Organization (WHO), over four million people in the world are 

diagnosed with malignancies each year, and treatment is critical. Therapeutic imaging 

techniques can be used in a few areas of medicine, such as computer-aided pathology 

diagnosis, surgical planning and guidance, and longitudinal study. Computed tomography 

(CT) and magnetic resonance imaging (MRI) are the tomography methods of choice for lung 

cancer screening. Because medical images typically contain a great quantity of data and 

sometimes a few artefacts due to the patient's limited acquisition time and sensitive tissue 

boundaries, frequently not well defined, segmentation of these images is a difficult task. 
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It's vital to note that the lungs are the most significant respiratory organ in humans. Lungs 

are spongy body part in the chest that is the breathing system. Thus, to accommodate the 

heart, there are three lobes in right lung and left side lung has two. Nose or mouth and the 

trachea and each bronchus are two methods to obtain oxygen in lungs. Cone-shaped organs 

called the lungs and it found in the body organ (lung). When the air is inhaled, the lungs are 

filled with oxygen. The lungs pass oxygen all over body via the bloodstream. As they take 

in oxygen, cells exhale carbon dioxide. Carbon dioxide is returned to the lungs by circulation 

and expelled when the air is taken in. Figure 1.1 depicts the lungs' anatomy [2]. 

 

 

Figure 1. 1   Human Lung Anatomy [3] 

The lung, which is where gas exchange takes place, is filled with low-density (1000 HU) 

air. The primary elements of the lungs, aside from air, are the pulmonary arteries and 

airways. The left and right lungs are two separate sections of the lungs. The upper and lower 

lobes of the left lung are distinguished by an oblique fissure. Similarly, the right lobe is 

segmented into three portions through oblique and horizontal fissures, namely, the upper 

lobe, middle lobe, and lower lobe. The right and left lungs are supplied through two basic 

bronchial branches, the left and right primary bronchi, respectively, originate in trachea. 

Bronchi are entered in each lobe of the body primary bronchi. Each lung region has one or 

more of these 8–10 segmental bronchi trees. The pulmonary artery's bronchial branch always 

travels parallel to the airways. 
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1.2 Screening of Lung Cancer 

   Every year, lung cancer claims more than a million lives as a result of this disease. When 

it comes to today's clinical world, detecting lung nodules in CT imaging is critical. Figure 

1.2 illustrates the morphology of lung cancer. The treatment of this disease and the 

probability of survival of the patient largely depends on the stage of the disease. Patients 

must be diagnosed with the disease as early as possible to maximize their chances of 

recovery. Lung cancer early detection can be facilitated through a computer-aided diagnosis 

(CAD) system [4].  

There exist two primary categories of lung tumors: benign and malignant. A benign tumor 

is characterized by well-defined, smooth, and consistent borders, while a malignant tumor 

exhibits irregular borders and demonstrates a more rapid growth rate than its benign 

counterpart. Benign versus malignant tumor characteristics are shown in comparison in 

Table 1. These tumors can be removed surgically and do not affect the rest of the body. 

Tumor cells can enter the lymphatic system or circulation and spread to other regions of the 

body through the aggressive growth of tumors. A process known as metastasis occurs when 

a cancerous tumor spreads throughout the body [5]. 

It is difficult for a doctor to detect a small cell cancer seen on imaging scan, and in most 

cases these small cell cancers are difficult to distinguish from one another. Many studies 

have given several recommendations. Eight-millimeter nodules have been found suitable for 

follow-up and are usually classified as malignant. Currently, cancer can only be detected by 

the size of the nodule, which complicates the doctor's work. Our aim is to detect lung cancer 

in its early stages from an unknown nodule using CT images. [5]. 

Table 1. 1 Comparison between Benign and Malignant Tumor 

Characteristics Malignant Benign 

Rate of Growth Rapid growth rate Slow growth 
rate 

Nature of spreading Recurrent Not recurrent 

Prognosis Bad Good 

Metastasis Frequently present Absent 

Mimics No Mimics Normal 
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Differentiation Undifferentiating; the 

cell structure is not 

nearly as distinct as 

at conception. 

A well-

differentiated cell 

structure; the cell 

structure is 

identical 

to the origin. 

1.3 Lung Cancer Causes 

   Lung cancer is mainly caused by genetic mutations in lung cells that cause uncontrolled 

growth. These mutations can be triggered by a number of factors, the most common of 

which is smoking. Below are several frequent causes and risk factors connected with lung 

cancer: 

• Smoking: smoke contains many harmful chemicals that can damage the DNA of lung 

cells, causing genetic changes and the development of cancer.  

• Secondhand smoke: Cigarettes, cigars, or pipes, heighten the likelihood of 

developing lung cancer, particularly among nonsmokers and children. 

• Radon Gas: A naturally occurring radioactive gas has the potential to permeate 

homes and structures from the ground. Prolonged exposure to elevated radon levels 

can escalate chance of rising lung cancer. 

• Asbestos: Being exposed to asbestos in workplace, a collection of minerals 

frequently utilized in construction and insulation materials can notably amplify the 

probability of rising lung cancer. 

• Air pollution: Long-term experience to outdoor air pollutants to fine particles and 

chemicals can make more likely for someone to get lung cancer.  

• Family history and genetics: Some people have a genetic predisposition to lung 

cancer due to inherited gene mutations.  

• Personal history of lung disease: Individuals who have previously experienced 

certain lung conditions like chronic obstructive pulmonary disease (COPD) or 

pulmonary fibrosis are at a greater chance of developing lung cancer. 

• Exposure to carcinogens: Experience to definite carcinogens in office, like arsenic, 

chromium, nickel, and chemicals used in the manufacture of plastics and textiles, 

can increase the risk of lung cancer.  

• Radiation: High doses of radiation, such as those used in medical treatments such as 

radiation therapy, chances to developing lung cancer.  
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• Diet and nutrition: A diet low in fruits and vegetables and high in processed foods 

may increase the risk of lung cancer.  

1.3.1  Lung Cancer Symptoms 

   The initial indications of lung cancer can vary based on the specific type, but they might 

involve a cough that worsens or difficulty in breathing. These signs may worsen or intensify 

as the malignancy progresses. Early lung cancer may not show any signs. However, there 

are several indicators to watch out for, such as those listed below [7]: 

• A bloody cough Chest pain that becomes worse when laugh, cough, or take a big 

breath 

• Back pain that gets worse when cough, laugh, or take deep breaths  

• Increasing discomfort in the shoulder when coughing, laughing, or breathing deeply. 

• Quick, rapid-onset tininess of snuffle while doing daily tasks 

• Weight reduction 

• Weakness or exhaustion 

• Loss of appetite Persistent bronchitis or pneumonia 

• Hoarseness or wheezing  

• Changes in the look of the fingers  

• Swelling of the face or neck  

• Pain or difficulty swallowing Bone pain  

• Headaches  

• Dizziness  

• Limbs  

• Jaundice  

• Lumps in the neck or collarbone region  

• Coughing up rust-colored mucus or blood  

• Breathing difficulties  

• Weakness or fatigue  

• Recurrent infections like bronchitis or pneumonia 
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Figure 1. 2 Lung Cancer Causes [6] 

1.3.2 Lung Cancer Risk Factor 

   There is different risk factor which is responsible for not only lung cancer but other types 

of cancers as well. The cancer gets involved in human body because there may be the 

possibilities of one or more types of such kind of risks. Following are some kinds of risks: 

a) Using tobacco or smoking regularly [7] 

Passive smoking is not considered smoking tobacco; it must be done actively.  

b) Passive Smoke   

Smokers who are not actively smoking inhale tobacco smoke, which is known as 

passive smoking.  

c) Issues in Environmental and Workplace 

i. Radon  

Radon, a radioactive gas occurs naturally. Uranium miners constitute the 

majority of those who are exposed to radon at work; they have been shown 

to have a 1.6–3.8-fold increase the risk of lung cancer.    

ii.  Arsenic  

      Inhalation of particles containing arsenic is the main way mining and    

industrial workers are exposed to this chemical element. 

iii. Polycyclic aromatic hydrocarbons exist.  

Polycyclic aromatic hydrocarbons (PAHs) form when organic materials 

like tobacco, coal, crude oil, natural gas, and garbage are burned. Food, 

cigarette smoking, industrial air pollution, and urban areas are all sources 

of PAHs. 
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iv. Cadmium  

Seawater and the crust of the Earth contain the element cadmium naturally. 

A wide range of industrial operations uses it.   

v. Asbestos  

In the past, asbestos, a logically occurring lifeless, often used in building 

supplies. Lung cancer risk is more when breathing in asbestos fibers, 

especially for long time. 

vi. Silica 

Silica is a natural source that contains silicon and oxygen. Numerous of 

these natural sources emit minute dust particles that are inhaled and have 

been related to lung cancer.  

vii. Iron & Steel's foundation 

Individuals employed in the iron and steel industry encounter multiple 

factors that increase the risk of lung cancer while they engage in tasks like 

pouring molten metal to produce new shapes or items. 

1.4 Types of Lungs Cancer  

    Lung cancer divided in two parts: non-small cell lung cancer and small cell lung cancer. 

These are differences based on whether cancer cells are present when looked at under a 

microscope and how they act. 

1.4.1  Small Cell Lung Cancer    

   The growth rate of small cell tumors is often greater than that of non-small cell cancers. 

Figure 1.4 (a) displays scleroderma cancer cells. When first diagnosed, tumors in the 

mediastinum, supraclavicular lymph nodes, or hemithorax of origin are only sometimes 

observed in people with small-cell lung cancer. Restricted stage and Expansive stage are 

two categories.  

• Limited stage: An area of the chest, the respiratory organ, or nearby lymph nodes is 

affected by cancer at this stage. 

• Extensive stage: Cancer has progressed to other parts of the chest or the anatomy at 

this point. 
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(a)                                                                (b) 

Figure 1. 4 SCLC and NSCLC cells [8] 

1.4.2 Non-Small Cell Lung Cancer (NSCLC) 

   The group of lung tumors called non-small cell lung cancer includes cancer of squamous 

cells and adenocarcinoma. Tininess of breath, weight loss, a persistent cough, and blood in 

the cough are all signs. Surgery, chemotherapy, and radiation are all forms of treatment. 

Figure 1.4 (b) shows the NSCLC cancer cells. Non-small cell carcinoma accounts for 75-

80% of all lung cancers. It's divided into four unique stages (I, II, III, and IV). Patients with 

non-small cell lung cancer (NSCLC) are more than 70% in stage III or IV at the time of their 

diagnosis. Adenocarcinoma, SCC, and LCC are all types of NSCLC carcinoma [8]. 

• Adenocarcinoma: Adenocarcinoma, the most frequent form of carcinoma in 

women, is the most common form of non-small cell lung cancer in women. This type 

of cancer is becoming more common. Adenocarcinoma typically emerges in the 

mucus-producing glands encircling the airways of the lungs. As with other types of 

cancer, it able to grow on its own. 

• Squamous Cell Carcinoma (SCC): Among men, squamous cell carcinoma stands 

as the most common form of cancer, if it's always within the broader airways. 

Squamous carcinoma, like other non-small cell lung cancers (NSCLCs), may be 

slow-growing. 

• Large Cell Carcinoma (LCC): LCC occurs less frequently than other NSCLCs, 

and its cells are bigger. In the beginning, the disease appears to be limited to the 

smallest of the breathing tubes. When other forms of lung cancer have been ruled 

out, large-cell carcinoma is found. Large-cell carcinoma grows and spreads 

(metastasizes) more rapidly than other forms of non-small cell carcinoma and does 

so at an earlier stage. 
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1.5 Tests for Lung Cancer 

   Although some lung cancers are detectable through screening, most lung cancers are first 

diagnosed when they are causing significant symptoms. Lab analysis of lung cells is used to 

make the final determination of lung cancer status [9]. 

1.5.1 Medical History and Physical Exam 

   To learn more about symptoms and other risk factors, a doctor inquiry about medical 

history. Besides checking for indications of lung cancer, a doctor also does a physical 

examination and need to undergo additional testing if medical history and physical 

examination suggest that might have lung cancer. Lung biopsies and tomography testing are 

two options. 

1.5.2 Imaging Tests to Look for Lung Cancer 

   Utilizing X-rays, magnetic fields, sound waves, or radioactive substances, it's possible to 

generate visuals of the body's internal structures. Imaging studies are conducted before and 

after diagnosing lung cancer for a range of purposes, including: 

• To examine potentially cancerous growths in areas of concern.  

• To determine the extent of cancer spread. 

•  To assess the effectiveness of the treatment. 

• Keep an eye out for any signs that the cancer has returned following therapy. 

a) Chest X-ray 

To check for any abnormalities in the lungs, a doctor most likely orders an X-ray of 

the chest. A doctor may prescribe more testing if something unusual is found. 

b) Computed Tomography (CT) Scan 

X-radiation is used in a CT image to provide highly detailed cross-sectional images 

of the human anatomy. A CT scanner, as opposed to a traditional X-ray, collects a 

slew of images, which are then stitched together on a computer to produce an image 

of the part of the body being examined. Routine chest X-rays are less likely to detect 

lung cancers than a CT scan. Radiation therapy may also be used to identify any lung 

tumors, as well as enlarged lymph nodes that may be harboring cancerous cells. It is 

also possible to perform this test to screen for tumors in other organs such as the 

adrenal glands, liver, and brain [10]. 
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c) Magnetic resonance imaging (MRI) Scans 

Similar to CT scans, MRI scans offer highly detailed visuals of the body's soft 

tissues. Instead of using X-rays, MRI scans utilize radio waves and strong magnets. 

These scans are frequently employed to identify the spread of lung cancer to the brain 

and spinal cord. 

d) Positron emission tomography (PET) Scan 

It is possible to have both a PET and a CT scan done at the same time on a single 

scanner. CT and PET images can be compared to identify areas with elevated 

radioactivity on PET scans. This PET scan is the most commonly used for patients 

with lung cancer. 

PET/CT scans can be useful: 

• Physician suspect's cancer has spread but is unsure of the exact location of the 

cancer's spread. In some cases, they can indicate the progression of malignancy 

to the liver, bones, or adrenal glands. The brain and spinal cord cannot be seen as 

well with these methods. 

• However, there is little evidence to support their use in determining if treatment 

is effective to predict cancer. PET/CT scans are not routinely recommended by 

clinicians for individuals who have undergone treatment for lung cancer. 

e) Bone scan 

It is necessary to inject the patient with a little amount of low-level radioactive 

material, which accumulates mostly in aberrant sections of the bone, to perform a 

bone scan. Using a bone scan, doctors can determine if a malignancy has migrated 

to the bones.  Nevertheless, PET scans can typically tell if the disease has progressed 

to the bones [11]. 

1.6 Introduction to Deep Learning 

   The widespread accessibility of advanced calculating resources, the popularity of deep 

learning approaches utilizing deep neural networks has been on the rise. When dealing with 

unstructured data, deep learning can process a huge number of features, which gives it 

greater power and flexibility. Each layer of the deep learning algorithm can extract 

information sequentially and pass them on to the next layer. First, the lowest-level features 

are extracted, and then the higher-level features are combined to create a comprehensive 

image representation [12]. 
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The initial iteration of artificial neural networks (ANNs) featured neural layers with 

perceptron’s that had limitations on their computational capacity. These perceptron’s were 

capable of executing only a finite number of computations per second. In the subsequent 

generation, error rates were reevaluated and retroactively propagated, with the breakthrough 

of addressing backpropagation challenges emerging alongside the advent of the Restricted 

Boltzmann machine. This milestone paved the way for the development of various other 

network architectures. A chronological representation illustrating the evolution of deep 

models alongside the classical model showcases this progression. When considering the 

volume of data they can analyze, deep learning classifiers significantly outperform 

traditional learning methods on an extensive scale. While conventional machine learning 

algorithms tend to stabilize as training data increases, deep learning algorithms continue to 

advance and improve in efficacy as data expands. 

1.7 Machine Learning Approaches 

   Machine learning is a subset of Artificial intelligence (AI) allows computer programs to 

predict events added precisely, even lacking explicit programming. Machine learning 

algorithms predict original crop ethics by processing ancient information as involvement. 

Deep neural networks find applications across various learning scenarios, such as 

supervised, unsupervised, reinforcement, and hybrid approaches. 

A. Supervised Learning 

A function f for translating input variables (expressed as letters or numbers) to output 

variables (represented as letters or numbers) is taught through the process of supervised 

learning. 

Y = f(X)                         (1) 

In order to predict the output (Y) for a new input, the learning approach approximates 

the mapping function (X). During training, the predictions generated can help refine the 

output. Learning can be halted once all inputs have been trained to achieve the intended 

output. Techniques like regression, Support Vector Machines for classification, and the 

utilization of Random Forests can be applied to address both classification and 

regression challenges [13]. 

B. Unsupervised Learning 

In unsupervised learning output cannot be plan; simply have input data. This course 
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seeks to teach students about data by teaching them how to model data distribution. It 

is possible to identify interesting patterns in data using algorithms. For clustering and 

association challenges, unsupervised learning proves to be the most suitable approach. 

Techniques such as K-means for clustering and Apriori for association are employed 

within unsupervised learning to address these specific problems. 

C. Reinforcement Learning 

Reinforcement learning uses a reward and punishment mechanism to teach an 

algorithm. Learned from its environment using an algorithm or a robot. Agents are 

rewarded for good work and penalized for bad work. Think of a self-driving car as an 

example; when it gets to its goal, it gets a reward, and when it gets off course, it gets 

fined. There may be two possible reward states in the case of a computer program that 

plays chess: winning and getting checked. The agent's goal is to achieve the best 

possible balance between reward and penalty. Rather than being explicitly instructed on 

how to solve a problem, a reinforcement learning algorithm solves it by itself [13]. 

D. Hybrid Learning 

The term "hybrid learning" refers to designs that include both generative and 

discriminative components. Multiple architectures can be combined to create a hybrid 

deep neural network. By utilizing action bank features, the recognition of human actions 

can be greatly enhanced in terms of accuracy. 

1.8 Fundamental of Deep Learning Architectures 

   Despite the longer training times of deep structures, they outperform a simple ANN in 

terms of accuracy. However, technologies such as transfer learning and Graphics Processing 

Unit (GPU) computing can shorten the training period. Network architecture has a 

significant role in the success or failure of neural networks. The following section provides 

an overview of some of the most relevant deep learning architectures [14]. The growth of 

several scientific domains, including speech and picture recognition, gaming, image-related, 

song, etc., has been greatly influenced by deep learning (DL). Some of the issues that the 

deep learning approach resolved were thought to be intractable by other computerized 

techniques. As a result, this technique has become very important for medical imaging, as 

seen by the rising trend in the number of publications in the area. Before knowing the 

characteristics of deep learning, it is crucial to comprehend the linked fundamental subjects. 

These subjects include neural networks, ML and PR (Patten recognition). This section 
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summarizes a quick introduction to deep learning for medical image processing. 

    

 

 

 

 

 

       

 

 

 

 

   Figure 1. 2       Fundamental Deep Learning Architecture [15] 

A. Unsupervised Pre-Trained Networks 

Before being utilized for prediction, a model is trained unsupervised using unsupervised 

pre-training. Following are a few examples of unsupervised pre-training architectures 

[16]. 

• Autoencoders: These can be used for a variety of purposes, including data reduction, 

novelty discovery, and anomaly detection. The initial layer of an autoencoder is 

designed as an encoding layer, and transposition of that layer serves like decoding 

layer. After that, may use the unsupervised technique to teach it how to recreate the 

input. Fix the weights of that layer after training. After that,  go to the next layer until 

the deep net has been pre-trained through its entirety. Re-visit our original goal of 

employing a deep net and use stochastic gradient descent for optimization, 

initializing with weights acquired during pre-training. 

• Deep Belief Network (DBN): Training the deep belief network begins with learning 

the features of the first layer of data. Then activate the features learned in the 

following layer. Continue until the last layer is applied. To train the DBNs, Restricted 

Boltzmann Machines (RBM) are used, and the feed-forward network is used for fine-

tuning. As opposed to other deep networks, DBN learns hidden patterns at a global 

level. 
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• Generative Adversarial Network (GAN): It is Ian Good fellow who introduced the 

term Generative Adversarial Networks (GAN). Networks for generators and 

discriminators are both part of it. The discriminator verifies the generated content 

while the generator creates it. Images are generated by the generator and then judged 

by the discriminator based on how realistic they appear to be. There are two players 

in GAN and it is thought of as having an optimal minimax strategy. GANs employ 

convolutional and feed-forward Neural Nets in their computations [17]. 

B. Convolutional Neural Networks 

CNNs are mostly used to analyze images, but they can also be used to analyze other 

types of data. It does this by giving different parts of the image varying weights and 

biases and then using that information to make distinctions. Compared to other 

techniques for classifying data, this one necessitates less preparation. The spatial and 

temporal relationships in a picture are captured by the CNN using appropriate filters. 

Some of the CNN architectures are LeNet, AlexNet, VGGNet, GoogleNet, ResNet, and 

ZFNet. CNNs are primarily employed in the detection, segmentation, and captioning of 

objects [18]. 

C. Recurrent Neural Networks 

Output from previous states is used as an input in RNN. The RNN's hidden layers are 

capable of storing data. Using the output from the previous state, the concealed state is 

continually being updated. Time series prediction is possible because RNNs can 

remember prior inputs, known as Long-Short Term Memory (LSTM) [19]. 

1.9 Applications of Deep Learning 

   The development of deep learning (DL) has helped a wide range of scientific fields, 

including voice recognition, image identification, gaming technology, music, and many 

more. Deep learning has proven to be more effective than conventional computer methods 

in several problems that were previously assumed to be intractable. As a result, the trend of 

more publications in this field is a sign of the technology's increasing significance for 

medical imaging. One must first have a clear understanding of the underlying ideas to truly 

understand deep learning.  Deep learning techniques are occasionally denoted as "deep 

neural networks" due to their frequent utilization of neural network architectures. The depth 

of a network is often indicated by the number of concealed neural network layers. Deep 

networks can encompass as many as 150 hidden layers and old neural network contains two 
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or three layers only. All labeled data along with neural network structures that autonomously 

extract features while directly learning from the data, are employed to train model. Deep 

learning used in wide range of industries, from healthcare to manufacturing. In this section, 

we'll go through several of them in greater detail [20]. 

• Self-Driving Cars: There is a lot of interest in self-driving cars among techies, and deep 

learning is the driving force behind that interest. Machine learning models are built from 

a variety of data sets and then tested in a controlled environment to ensure that they are 

ready to learn. There is an Uber Artificial Intelligence Lab in Pittsburgh that isn't simply 

preparing driverless vehicles but also includes many inventive ideas. For instance, 

they're working on making driverless food delivery a reality. This data is being used to 

create short and sophisticated models to direct traffic, identify routes, and real-time 

components such as volume of traffic and road stoppages. Additionally, self-driving car 

developers are concerned about dealing with unusual situations. Deep learning 

algorithms follow a standard sequence of testing and execution that ensures safe driving 

in an increasingly diverse range of conditions. As a result, may predict that deep learning 

lead to the development of many more intelligent devices in the future [21]. 

• Virtual Assistants: Using deep learning in the form of virtual assistants is one of the 

most prominent uses of this technology. Our daily lives are increasingly reliant on voice-

activated assistants like Alexa, Siri, and Google Assistant. It's possible to have an 

optional human interaction experience with these helpers every time speak with them. 

Deep learning use virtual assistants to learn themes, such as favorite restaurants, 

frequented locations, and favorite music artists. To carry out instructions, they analyze 

everyday human speech patterns to decipher instructions. In reality, virtual assistants are 

at service, as they can do everything from getting things done and answering phone calls 

to coordinating tasks among co-workers. Virtual assistants also can translate text, take 

notes, and book appointments. Virtual assistants can also help with email duplications 

thanks to deep learning applications like text generation and record synopses [22]. 

• Virtual Recognition: When someone have a lot of old photos, but only a few that  want, 

run into difficulties. As a result,  had to spend a lot of time and energy picking out photos. 

When it comes to arranging photos based on specific elements of the image, such as 

faces or a mix of people in the photo or the day and time they were taken, deep learning 

comes into play. Visual recognition algorithms that are state-of-the-art are needed to find 

a specific photograph in a large database (such as Google's image library), which 
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requires several layers from basic to advanced. The use of convolutional neural 

networks, TensorFlow, and Python in this area of advanced media management is 

enhancing the development of this portion of advanced media management [23]. 

• Natural Language Processing: When it comes to human-computer communication, 

natural language processing (NLP) is a key tool. NLP is the natural manipulation of 

normal languages, such as speech and text, by software. Deep learning has a wide range 

of applications in the field of NLP. It is attempting do something quite similar using 

Deep Learning by training robots to pick up on linguistic nuances and formulate 

appropriate responses. Deep learning is gaining momentum in NLP subdomains such as 

question answering, text classification, Twitter analysis, and sentiment analysis [24]. 

• Entertainment: Deep learning is being used by Netflix and Amazon to provide viewers 

with a more personalized experience, taking into account factors such as a viewer's 

preferences, the amount of time they have to watch a show, and so on. Using Deep 

Learning AI, cameras can analyze human nonverbal communication to capture virtual 

characters. Because of deep learning and its focus on expression and pattern recognition, 

content alteration and auto-content production are real [25]. 

• Fraud Detection: Fraud detection is yet another key use of deep learning. Financial 

sector and Bank can greatly benefit from this technology since individuals increasingly 

rely on digital transactions. Financial institutions stand to save billions of dollars in 

recovery and protection costs because of the development of autoencoders in Kera’s and 

TensorFlow that can detect credit card fraud. Trust in banking and Internet transactions 

is a result of this superior technology. Preventing and detecting fraud requires the ability 

to spot outlines in customer communications and credit scores, as well as a keen eye for 

odd behavior and other irregularities. Therefore, ML approaches and neural networks 

are active for fraud recognition, which includes classification and other regression 

techniques [26]. 

1.10 Challenges  

   Some of the challenges confronted by various lung cancer detection techniques are 

deliberated as follows: 

Challenges to Detect Lung Cancer: 

Most of the time, humans identify the signs such as coughing, shortness of breath and chest 

pain on a delayed note or probably they ignore it at an early stage which leads to further 
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creating complications in treating lung cancer. 

• Although medical science has grown in terms of technology in recent few years, still 

computed tomography (CT) and chest X-rays are only two techniques which are 

commonly used for identifying lung cancer. So, one of the biggest challenges faced 

is that there is no system which help doctors to identify lung cancer at an early stage.  

• Another challenge is that most of the Artificial intelligence (AI) system developed 

are only identifying whether the patient has lung cancer or not, but there is a need to 

design a system which not only predicts lung cancer, but should also identify the size 

of lung cancer tumor which help to identify the lung cancer stage. That help to treat 

the patient with the correct diagnosis and that too in early stage. 

• Current techniques had limitations in reducing the error margins and creating a more 

reliable and dependent lung cancer prediction system. 

• Current data acquisition techniques for lung cancer detection like CT scan or X-Ray 

images need to be pre-processed for better and more accurate results. 

1.11 Motivation  

   The lungs are the primary respiratory organs. It is leading cause of cancer mortality in 

people. Deaths of lung cancer outnumber those are colon, cervix, breast cancer shared. 

Coughing is the most common sign of lung cancer. It's important to pay extra attention to it 

because many people with lung cancer have a cough since they smoke and also have a lung 

problem called chronic obstructive pulmonary disease. Both of these can make them cough 

more. 

   Hence special attention needs to be given to identify the lung cancer by using advance 

Artificial Intelligence techniques become a need of today in the medical field. Only 

identification and prediction are not sufficient for lung cancer diseases but tumor size 

detection is also important and needs to be focused in today’s scenario to fight against this 

lung cancer disease. Lung cancer must be staged correctly for doctors to decide on the 

patient's course of therapy. It takes a lot of time and effort to complete these activities 

manually.  

   This research gap motivates us to take up this research. Advanced deep learning methods 

with optimization concepts, one detects lung cancer early. Detecting lung cancer initially 

help Doctors/Surgeons to give the right kind of treatment at an early stage, so that the 

survival rate of patients on the higher side. Additionally, after administering a specific 
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medicine or therapy to a patient with lung cancer, the doctors evaluate the patient's response 

to treatment using the RECIST (Response evaluation criteria in solid tumors) criteria. 

RECIST is a standard way of measuring tumor response to therapy. It provides objective 

criteria for determining whether a tumor disappears, shrinks, stays the same, or grows.  

1.12 Research Objectives 

   The primary goal of this study is to create a lung cancer prediction model using deep 

learning. To accomplish this task following objectives were proposed [27]. 

I. To review various state-of-the-art lung cancer prediction models and develop a new 

weighted feature extraction. 

II. To design and develop a deep-learning model to predict lung cancer. 

III. To validate the proposed model by comparing it with other conventional models. 

1.13 Major Contribution of Thesis 

I. To propose a novel weighted feature extraction deep learning model based on feature 

linking and optimization of prediction of Lung Cancer. For this proposed learning, 

two datasets from Kaggle have been derived. 

II. T-Distributed Stochastic Neighbor Embedded(t-SNE) and Principal Component 

Analysis (PCA) feature selection methods were combined via weighted optimization 

technique to propose the novel attribute correlation-based technique using Deep 

Learning. The proposed SA-SLnO methodologies optimized the weights to increase 

the effectiveness of Lung Cancer Prediction. 

III. Bringing an innovative self-adaptive SLnO algorithm to improve weights in 

innovative feature correlation-based weighted feature extraction stage & augment 

RNN’s hidden neurons to lower MSE among actual and predicted results. 

IV. Compare the planned method with current optimization and various performance 

measures to confirm the concert of the projected lung cancer analysis prototypical. 

V. The proposed SA-SLnO model improves the performance of the prediction of Lung 

Cancer compared to different machine learning algorithms & Conventional 

Optimization techniques.  
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1.14 Thesis Outline 

The thesis has been organized into six chapters. An overview of each chapter is given below: 

Chapter 1: This chapter introduced Lung Cancer along with a discussion of its various types 

and signs of lung cancer. The motivation for the research has been discussed. Furthermore, 

the chapter briefly overviews about ML and DL and how they apply to medical image 

analysis. The problem statement, objectives, and significant thesis contributions are 

discussed further. The thesis organization is provided at the end of the chapter. 

Chapter 2: This chapter presents a comprehensive literature review of the research on lung 

cancer diagnosis and treatment analysis. It includes a literature review on how deep learning 

and various machine learning algorithms are used to find lung cancer. Lastly, the chapter 

summarizes the literature presented and discusses the research gaps. 

Chapter 3: This chapter describe feature selection methodologies, and techniques like t-

SNE and PCA. It also introduces novel approaches that Weighted Feature Extraction Model 

based on Attribute Correlation. The description of relevant mathematical equations within 

the context of feature selection and the weighted feature extraction model. Moreover, the 

lung tumor datasets used for the proposed studies are discussed in the chapter. 

Chapter 4: This chapter describes the lung cancer diagnosis based on optimized deep 

learning methods, optimized weighted feature mining based on the novel characteristic, and 

proposed lung cancer detection architecture. Proposed model objective for lung cancer 

diagnosis to enhance the efficiency of hidden neurons within the Recurrent Neural Network 

(RNN) during the classification phase. This is complemented by an optimization of 

characteristic-correlation-based weighted feature extraction within the proposed RNN 

framework. This chapter also describes algorithm and flowchart of proposed model. 

Chapter 5: This chapter covers the results obtained from proposed models implemented 

using deep learning. The performance measures of the proposed model are accuracy, 

precision, recall, and F1-Score and it compared with the recent existing model. Using an 

optimized deep learning approach and attribute correlation-based optimized weighted 

feature extraction, the proposed model has sent a benchmark for prediction of lung cancer. 

Chapter 6: This chapter, conclude research work shown of thesis, and the limitations of 

proposed work and the future scope are also discussed. 

 



20 

 

Chapter Summary 

   In this chapter, introduced the Lung Cancer and how it impacting on human body. It is 

also focused on different types of cancer, test of cancer, introduction to deep learning, 

fundamental of deep learning approaches, application of deep learning, motivation and 

challenges, the contribution of thesis, research objective and thesis outline. Also discussed 

about thesis chapter summary, research objectives, Advance machine learning and deep 

learning techniques. 
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Chapter 2  

                                                                            Literature Review 

   Literature review on deep learning-based approaches for lung cancer prediction, lung 

cancer classification. For this, done a thorough research on various articles in recent years 

on lung cancer prediction system. Concepts like features extraction, lung cancer different 

stage classification methodologies and patients’ response to lung cancer treatment has been 

analyzed in this literature review.  

2.1 Introduction 

   Recurrence is a problem for a considerable number of lung cancer patients, even after they 

have had their tumors surgically removed. Imaging characteristics in analytical modelling 

of NSCLC recurrence-free subsistence has been attempted. For identifying mutation 

subgroups in malignancies, radio mic features have been used as well. However, it is 

uncertain whether these features have any effect on the final prognosis for patients. CT scans 

can detect genetic mutation subtypes in lung cancer with imaging correlates, according to 

studies. CT radionics-based deep learning is used in this work to establish the connection 

between quantitative imaging parameters indicative of mutation status and recurrence-free 

survival [28]. 

2.2 Lung Cancer Diagnosis Approach   

   Wang et. al [31], the author used two phases, one for node identification and another for 

risk estimate phase. The 3D-CNN & RNN were used for the node identification to reduce 

the loss and improve the recall. In the risk estimate step, the proposed 3D-CNN Model was 

tested with real-time medical data on lung cancer. Next, the regression model was integrated 

to align with the ground truth labels, which represented the level of morbidity for each CT 

scan. To guarantee the recommended model work as intended, it verified using the lung 

cancer module with the greatest risk 

Suresh et. al [32] proposed end-to-end CNN learning model removed the self-learned 

structure model. Subsequently, results of proposed CNN model were compared through 

conventional CNN model. For this study, 1018 images from the Lung Cancer dataset were 

utilized. Image processing techniques were active to detect Region of Interest (ROI) and 

accurately pinpoint the Lung Cancer region, thus enhancing accuracy. Generative 

Adversarial Networks (GANs) were then implemented on this preprocessed image dataset. 

The outcomes derived from these proposed CNN models demonstrated an enhancement in 
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the performance of Lung Cancer prediction. 

Palani et. al [29] state that survival rates may increase with proper treatment. The incidence 

of lung cancer varies by ethnicity and geographic location. In affluent nations, the five-year 

prevalence of lung cancer is roughly 15%, compared to 5% in impoverished nations. A very 

small proportion of computer tomography (CT) screening in high-risk groups results in a 

false-positive rate of 96% but there is a 20% reduction in mortality growth in lung cancer. 

 Pradhan et al. [27], implied a lung cancer detection model to lower the mean square error. 

The feature extraction process has been carried out using PCA (principal component 

analysis) and t-distributed stochastic neighbor embedding (t-SNE). Additionally, a self-

adaptive sea lion optimization method (SA-SLnO) described for an enhanced correlation-

based weighted feature extraction approach is used most current meta-heuristic techniques 

is used enhance weights, hidden neurons increased through SA-SLnO that is provided. 

Abdul et al. [30], state that lung cancer in humans can have a major impact on an individual's 

quality of life. Lung cancer tumors might be difficult to identify when they are still small. 

Detecting tumors early on has the potential to save a great many lives. Even though CT scan 

pictures can be used to create an ALCDC system that accurately detects and classifies lung 

cancer, the task of creating such a system is difficult. Hand-engineered systems for detecting 

and classifying lung cancer are currently in use, but their accuracy and other performance 

metrics are limited. A system for ALCDC based on images from CT scans is now available 

as a consequence of DL's impressive performance in several recognition-related tasks.  To 

detect and categorize whether lung cancers are malignant or benign, an ALCDC system is 

constructed utilizing a CNN model. According to the findings, the SA-SLnO system has a 

precision rate of 97.2%. A side-by-by-side evaluation demonstrates that the SA-SLnO 

system is superior to currently available cutting-edge technologies. In medical diagnosis 

research and health care systems, the proposed SA-SLnO beneficial. 

Mukherjee et al. [31], have implemented lung disorders have always been a source of 

fascination for scientists in the medical field, and that hasn't changed. An early detection 

system like this may only reduce the risk to human life by detecting cancerous development 

at an early stage. Over time, a few structures have been proposed, although the vast majority 

are merely speculative plans. and to establish an AI-based deep neural system framework 

for the detection of lung cancer. This approach relies heavily on the precision that can be 

achieved through DL. The framework contains a variety of approaches, such as 
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classification, pre-processing, enhancement, segmentation, feature extraction, and neural 

network identification. Deep Learning model in today’s era has possible to detect and predict 

lung cancer disease affordable cost which very useful for medical practitioners. 

S. R. Jena et al. [32] state that scientific studies should be geared toward finding a cure for 

lung cancer because it is the deadliest disease. Cancer can be completely cured if diagnosed 

early enough. To increase accuracy of cancer finding, a new method was developed i.e., 

Support vector machines and neural networks, together with image processing techniques, 

are employed extensively for cancer detection.  

Haga A. et al. [33]  have developed a deep learning-based method for predicting mortality 

risk in patients with lung cancer that incorporates both chest CT scans and coronary artery 

risk scores. End-to-end frameworks that use hybrid imaging features instead of relying 

solely on automated feature extraction are referred to as Hybrid Risk Networks 

(HyRiskNet). It has been shown that deep learning approaches may be used to predict 

mortality from chest CT scans. When compared to neural networks with only picture inputs 

and other typical semi-automated scoring systems, the experiment's results show that 

HyRiskNet can achieve superior performance. Feature extraction can further have used to 

extract more features using CNN. 

Sharma et al. [38] highlighted that microarray data classification has gained significant 

attention due to the widespread availability of gene expression assays online. The main focus 

has been on achieving high classification accuracy and identifying the smallest set of genes 

for each population. To address this, C-HMOSHSSA was introduced as a gene selection 

method, utilizing a combination of MOSHO and SSA to achieve similar objectives. The 

challenge of balancing convergence and diversity is a common issue in real-life optimization 

problems with multiple objectives. SSA is effective in preserving diversity, although the 

requirement to maintain necessary data, while MOSHO demands less computational effort 

and is employed for data storage. Consequently, a hybrid algorithm was developed by 

combining SSA and MOSHO to facilitate exploration and extraction. In proposed model, a 

new method of feature selection method discovered that can deliver the greatest results with 

the best classification accuracy and the lowest expenses. 

Cao et al. [34] proposed an ensemble learning architecture based on a three-layer CNN. 

Feature extraction is accomplished with the use of an Offline hard mining approach. False 

positive rate calculated. Multi-branch ensemble learning architecture is detected using a 
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three-dimensional convolutional neural network (CNN). For judgement of lung cancer 

recognition algorithms by Gunaydin et al. [35] has been given. As a statistical method for 

discovering new patterns, PCA is employed. The extraction process makes use of 

eigenvector and entropy properties. Algorithms like KNN, SVM, or naive Bayes are used to 

classify data. However, the truly significant weighted characteristics for diagnosing lung 

cancer were uncovered in the proposed investigation. 

 Senthil et al. [42] developed image segmentation algorithms for medical images, 

particularly focusing on enhancing the clarity of CT scans. Both accuracy and convergence 

time play significant roles in the effectiveness of these segmentation algorithms. To 

overcome the challenges connected with medical image separation, imperative to explore 

and incorporate novel evolutionary algorithms. Lung cancer diagnoses among males have 

reached alarmingly high rates globally. In the proposed approach, the SA-SLnO algorithm 

is employed for lung cancer detection through weighted feature extraction. This method has 

demonstrated superior accuracy compared to the other examined methods. 

Shanthi et al. [43] introduced a symbolic method for data analysis that incorporates a range 

of quantitative data. The author explores diverse feature selection strategies for predicting 

histological subtypes of lung cancer, utilizing symbolic data or radio mic features. The 

features were extracted using GLCM and Gabor filters. After normalizing with the Z-score, 

the features were combined through concatenation. Experimental results verified the 

advantage of proposed system over alternative approaches. The initial phase involved the 

use of VGG16 and ResNet50 to extract images. The classification was achieved through the 

employment of the region-CNN method. 

Rahman et al. [44] explored the application for detecting lumps. Pre-processing data initiates 

with blurring and thresholding procedures. Zuo and colleagues delved into multi-resolution 

identification of pulmonary nodules, employing CNN and candidate classification 

techniques. CNN is utilized to extract lung imaging characteristics [45]. Classification is 

executed using a multi-resolution CNN model. The process involves detecting and 

classifying pulmonary nodules in chest CT scans using CNN. Extracted images are fed into 

the CNN, and nodule identification employs metrics like false positive and false negative 

rates, along with attributes such as size and position [46]. The segmentation process is 

facilitated through clustering, and the Faster R-CNN approach is employed for data 

classification. In terms of future directions, it is suggested that a novel feature selection 

technique be implemented to enhance the accuracy of classification. 
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Yu et al. [47] investigated imaging biomarkers applicable for diagnosing and predicting the 

pathological stage of non-small cell lung cancer (NSCLC). The study encompassed 

participants across various stages, ranging from Stage I to IV of NSCLC. The participant 

cohort was segregated into three distinct groups: a training group, a testing group, and a 

validation group. To address the issue of imbalanced datasets, a new dataset was generated 

and the SMOTE Algorithm was employed to achieve a balanced distribution among classes. 

The training and testing groups were randomly divided dataset. The significance of CT scan 

features was assessed using the mean reduction in Gini impurity induced through the 

Random Forest (RF) algorithm. The study employed the Kaggle dataset for research and 

experimental analysis. The proposed model incorporates the PCA and t-SNE approaches for 

feature categorization. The model's performance evaluated using various performance 

parameters, including precision, recall, and accuracy. 

Palani et al. [48] introduced an innovative Internet of Things (IoT)-based predictive model 

for continuous monitoring and early detection of lung cancer, along with providing medical 

guidance. The approach involves employing the fuzzy clustering technique to effectively 

segment images through the extraction of transition regions. Lung cancer imaging data was 

used for applying the Fuzzy C-Means Clustering Algorithm, which facilitated the 

classification of transition area features. The study utilized Otsu threshold techniques to 

extract transition zones from lung cancer images, aided for segmentation. Furthermore, edge 

lung cancer images underwent morphological cleaning and were filled with object regions. 

The paper also proposed a novel incremental classification algorithm that integrates with 

methods. For experimentation, standard images from databases were combined with real-

time health data collected from IoT devices worn by patients. The results of the experiments 

conclusively demonstrated that the performance of the proposed model surpassed that of 

existing similar studies, confirming its efficacy in lung cancer detection and prediction. 

El-Askary et al. [49] introduced an early detection strategy for lung nodules, aimed at 

justifying the likelihood of lung cancer progressing to advanced stages. The team employed 

the Random Forest (RF) machine learning classifier for both the identification of lung 

nodules and the classification of soft tissues as containing nodules or not. A five-stage model 

was developed and tested using 165 samples from the Lung Image Database Consortium 

(LIDC). The initial stage involved image acquisition and pre-processing. Subsequently, 119 

attributes from CT scans were extracted and subjected to analysis. LIDC maintains a 

repository lung images. Improvement feature vectors included deletion of duplicate instance 
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of execution of growth of abnormal tissue. Fine-tuning of RF parameters was conducted 

afterward. The extracted feature sets were evaluated across various configurations to 

determine the optimal classification scores. This study utilized image attributes and wavelet 

transformation to achieve the most effective results. 

Fotouhi et al. [50] determined predictions regarding individuals with non-small cell lung 

cancer (NSCLC) can be made utilizing phenotypic radiomic characteristics extracted from 

CT images. 186 ill persons of NSCLC underwent CT image analysis using Pyradiomics. To 

create training and validation datasets, a 3:1 ratio was randomly allocated using the Synthetic 

Minority Oversampling Technique (SMOTE). Various Random Forest (RF) models were 

trained through a hyper-parameter grid search employing ten-fold cross-validation, with 

precision or recall as the evaluation criteria. The decision threshold of innovated prototype 

was an evaluation of the final model conducted using a ROC plot and a prediction accuracy 

test. The segmentation of scans from the 186 individuals resulted in a total of 1218 features. 

Model performance was assessed using recall, and an optimal decision threshold of 0.56 was 

identified. The model achieved an accuracy of 89.33% and an AUC score of 0.9296. RF 

classifiers with hyper-parameter tuning demonstrated superior evaluation expecting the 

existence status of NSCLC patients, suggesting their potential as automated classifiers for 

patient stratification. The proposed model's evaluation encompassed accuracy, precision, 

and recall. The study utilized the Kaggle dataset for research purposes. 

Alam et al. [36], studied that SVM classifiers used effectively distinguish and forecast lung 

cancer. Cancer detection was made possible with the use of a multi-stage categorization 

Lung cancer risk might be estimated using the technique. At each step of the categorization 

process improved and segmented the images. To improve the photos, used image scaling, 

contrast enhancement, and color space transformation. Watershed-based segmentation 

controlled by thresholds and markers was used for segmentation. When it came to making 

the distinctions, an SVM binary classifier was used. 

Lobo et al. [37] studied that classification and segmentation techniques for the detection of 

lung cancer from CT images. It's utilized for pre-processing. An algorithm known as GLCM 

is used to extract texture features such as dissimilarity and dissimilarity probability, as well 

as features such as contract and correlation. Classification is accomplished through the 

application of an SVM classifier. Segmentation is accomplished via FCM, to identify the 

best attributes. The author concluded that a better feature selection method can expand 

evaluation of innovative technique.  
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As per Kido et al. [53], Convolutional Neural Network containing CNN-specific 

characteristics have been employed within CNN framework identification and sorting of 

lung irregularities. The process begins with feature extraction using CNN. The classification 

task is executed by employing a Support Vector Machine classifier. The validation set is 

subjected to evaluation using a multiclass SVM. Additionally, the study explored the 

application of a random forest classifier for the classification of imbalanced lung nodules. 

For this purpose, structures of lung lumps were taken out by methods such as relief, genetic 

algorithm, and particle swarm optimization. 

Netto et al. [55] recently published research on lung lesion classification and temporal 

analysis using a modified version of Quality Threshold Clustering (QTC). The approach 

involves employing statistical characteristics for feature extraction. Lung sounds' 

observation rate was utilized to distinguish between disordered respiration and normal 

breathing patterns. Furthermore, acoustic and segmental features were used to derive lung 

imaging features from the input data. The classification task was carried out using a hidden 

Markov model. However, the proposed model incorporates weighted feature extraction, 

providing it an advantage and enabling the prediction of lung cancer with enhanced 

accuracy. 

Raweh et al. [56] developed grouping of feature selection and extraction procedures to 

predict cancer. Given the high dimensionality of DNA methylation data, an F-score filtering 

algorithm was utilized. Specifically, the innovation lies in the extraction model's 

components, which encompass extraction approaches designed for precise cancer 

classification. The dependability of the approach was assessed by evaluating various cancer 

types, such as breast, kidney, colon, lung, and uterine cancers. The evaluation included 

scenarios with or without the implementation of a hybrid method. 

Ciompi et al. [38]  developed model that detect lung cancer using  CT images using deep 

learning. The t-Distributed stochastic neighbour embedding approach is used to represent 

each nodule using a multidimensional scaling approach. It examined two classifiers for lung 

nodule detection: an artificial neural network with large training and a CNN. CNN examines 

a wide range of architectures, each having a unique combination of kernel size, stride, and 

pad. 

Saritas and Yasar [39] utilized Artificial Neural Networks (ANN) in combination with Naive 

Bayes classifiers to evaluate disease conditions based on data. This approach involved 
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providing input data and generating corresponding output. Their study elucidated the 

performance of these two algorithms concerning the accurate and erroneous categorization 

of samples. The experiments demonstrated that anthropometric data and routine blood 

analysis parameters are especially valuable for breast cancer diagnosis. 

 Prabukumar et al. [40] developed a diagnostic approach for early lung cancer detection 

using Fog Computing. They stored high-volume CT scans in Fog for privacy, low latency, 

and mobility support. They used Fuzzy C-Means algorithm for precise ROI segmentation 

and documented nodule characteristics. The CS optimization algorithm was used to classify 

nodules as malignant or benign. 

Sun et al. [57] developed the influence of machine learning techniques in predicting the 

overall survival of non-small cell lung cancer (NSCLC) patients. To gather information, 339 

radio mic attributes were generated since segmented tumor sizes in CT scans taken before 

treatment. The medical scans' tumor phenotypic characteristics were quantified using 

parameters like tumor shape, size, intensity statistics, and texture, which collectively define 

the tumor's phenotypic attributes. The study encompassed the evaluation of five different 

feature variety approaches and eight distinct ML techniques to explore impact on overall 

survival prediction. The concordance index, reflecting the agreement between the predicted 

and actual overall survival for NSCLC patients, was employed to assess prediction 

performance. While the accuracy, average precision, and precision-recall curve were utilized 

for evaluation, they weren't applied in the current model to gauge the model's performance 

on training and testing sets. The study utilized samples from the Kaggle database to assess 

the model's effectiveness in forecasting future outcomes. The SA-SLnO proposed model has 

been identified as more accurate than the alternatives in terms of validation. 

Darwish et al. [58] introduced a two-step procedure utilizing four distinct swarm algorithms, 

including floral pollination, grey wolf optimization, and moth flame optimization. These 

algorithms were employed in combination with classifiers like Support Vector Machine 

(SVM), K-Nearest Neighbors (KNN), and Decision Trees. Result analysis compared against 

those of other frequently used algorithms for breast cancer detection. Analysis of result 

demonstrated the efficacy of the proposed approach in effectively classifying lung cancer 

data and selecting relevant characteristics. 

Firouzabadi et al. [41] developed a reliable method for predicting eight different types of 

cancer. Several normalization approaches, including PSO, were used to select the most 
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appropriate normalization technique for each feature for database normalization. For the 

classification system, statistical feature selection approaches to separate the discriminative 

features and are upgrade through PSO over proper weighting. Message Passing Neural 

Networks (MPNN) and SVM were used as classifiers in the end. It concludes that proposed 

model has considerable promise fast recognize cancer through using SA-SLnO algorithm. 

as et al. [61] presented a methodology for detecting lung cancer in CT images of the lungs. 

The classification task is performed utilizing an Artificial Neural Network (ANN). Feature 

extraction was carried out using a residual network. A Faster R-CNN (Region-Based 

Convolutional Neural Network) architecture, leveraging two network layers, facilitated the 

classification process. For diagnosing lung cancer, radiograph image enhancement and a 

radial basis function classifier were utilized. Specifically, a neural network classifier 

incorporating a radial technology for classification. In proposed methodology, weighted 

features were employed to efficiently identify lung cancer cells. 

Lynch et al. [42] using SEER (Surveillance, Epidemiology, and End Results) data. Various 

techniques with linear regression, decision trees, Gradient Boosting Machines (GBM), 

SVM, and tradition group setups were employed. These methods utilized tumor ranking, 

tumor sex (male or female), age, measurements, and the count of primary tumors as 

significant data aspects for comparison and prediction evaluation. Rather than categorizing, 

the forecast was treated as a long-term objective to enhance longevity. The findings 

indicated that projected values, primarily numerical, aligned well with actual values during 

low to medium survival intervals. Among the methods used, group through 15.05 Root Mean 

Square Error (RMSE) demonstrated effectiveness. GBM was identified as the key model 

within the custom ensemble. Decision trees had insufficient distinct outcomes to draw 

conclusions. Among the five models, GBM exhibited the highest accuracy with a 15.32 

RMSE. For statistical analysis, SVM did not prove to be the optimal choice. 

Recommendations were made to consider the traditional Cox proportional hazards model as 

a guiding approach. Ultimately, SEER was shown to be a valuable resource for estimating 

patient survival time by applying certain machine-learning techniques to lung cancer data. 

Its performance was comparable to more conventional methods involving specific data 

collection methodologies. 
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Table 2. 1 Review of The State of The Art 

Sr.No. 
Author Algorithm Results in Accuracy 

1 Shanthi et al. 

[7] 

GLCM and Gabor filter 84%  

2 Senthil Kumar 

et al. [43] 

Image Segmentation Algorithms, 

Guaranteed Convergence Particle 

Swarm Optimization (GCPSO) 

 92%  

3 Askary et al. 

[44] 

Lung Image Database Consortium 

(LIDC), KNN, Decision Tree 

(DT), or SVM 

90.67% 

4 Prabu Kumar 

et al. [40] 

Fuzzy C-Means, CS 

optimization, SVM 

89%  

5 Narayanan et al. 

[45] 

Computed Tomography (CT)and 

Chest Radiography (CR) 

 77% in CR and 50%   

in CT  

6 
Ankita et al. 

[42] 

Fuzzy C Means Clustering, 

GLCM, SVM 

96.7% 

7 
Baboo et 

 al. [46] 

 hybrid of PeSOA, FA, AIS, and 

BAT 

90%  

8 
Faisal et al. [47] SVM, Decision Tree, 

MLP, NN, and NB 

90%  

9 
Firouzabadi et 

al. [41] 

PSO, SVM and Decision Tree 

 

93.04%  

10 
Yamuna Devi 

et al. [48]  

Search (CS) Optimization 

Algorithm 

91%  

 

Gopi et al. [72] developed a methodology involving noise reduction to eliminate undesired 

regions from images. The process begins by converting the grayscale image into a 

normalized version using k-means clustering and an SVM classifier. Feature extraction is 

achieved using the GLCM approach, and tumor classification is conducted through an SVM 

classifier. Additionally, the proposed methodology incorporates a deep learning algorithm. 

Sarker et al. [73] utilized the k-means algorithm for the segmentation and classification of 
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lung tumors in 3-dimensional CT images. The initial steps involve lung image segmentation 

using thresholding and morphological techniques. The segmented area is then identified. 

Classification is based on tumor nodule metastasis. In the proposed approach, the t-SNE and 

PCA algorithms are employed for attribute identification, facilitating the identification of 

lung cancer cells. 

Katre et al. [74] investigated lung cancer stages, focusing on noise reduction through the use 

of a median filter. Image enhancement was performed using a high-boost operator, 

complemented by image processing and data categorization techniques. Classification tasks 

were carried out utilizing an SVM classifier, contributing to lung cancer diagnosis through 

CAD (Computer-Aided Diagnosis) systems. 

Huang et al. [76] utilized the maximum information coefficient approach for feature 

selection. An SVM classifier was employed for classification purposes. Nodule separation 

was detected through a three-dimensional CNN (Convolutional Neural Network) that 

utilized a local geometric model-based filter. Subsequently, the isolated nodules were 

classified using a three-dimensional CNN, with the overall strategy involving PCA 

(Principal Component Analysis). The effectiveness of lung cancer detection, including the 

use of weighted features, was demonstrated. 

Paing et al. [77] demonstrated the classification of three-dimensional lung nodule border 

characteristics. Attributes such as diameter, area, major and minor axis length, aspect ratio, 

perimeter, circularity, and margin features were considered. The classification task was 

executed through the application of an SVM classifier. 

 Xiao et al. [78] explored lung cancer detection and appearance aspects, utilizing spherical 

harmonics and shape properties for lung nodule identification. Classification tasks were 

achieved through an auto-encoder classifier. A stick filter derivative was constructed using 

the rotating kernel transformation for fissure segmentation. Lung cancer detection and 

classification were executed using k-means clustering. Prior to clustering, lung images 

underwent median and Wiener filtering for artifact reduction. Fuzzy k-means were 

employed for clustering, with statistics and GLCM used for feature extraction.  

Monkam et al. [79] prepared raw lung images for analysis by applying smoothing and 

filtering. Traditional methods were used for data segmentation, leading to the generation of 

a new set of nodule candidates. CNN was used for feature extraction and selection. 

Commonly, machine learning classifiers, such as the Naive Bayes classifier, were utilized 



32 

 

for detection and classification purposes. CAD and CNN architectures were employed, 

considering data properties and transfer learning. Feature hierarchies were extracted, and 

classification was performed using a CNN architecture. 

Wajid et al. [81] outlined the lung detection process. Shape histogram features based on 

local energy were extracted. Image enhancement was conducted using the CLACHE 

technique. Classifiers like SVM and echo state networks were employed for data 

classification. The detection of major lung illnesses was automated using chest radiography 

and feed-forward Artificial Neural Networks (ANN). Histogram equalization was utilized 

for preprocessing. Statistical and geometrical traits were used to extract information, 

followed by data classification using ANNs. 

Leong et al. [82] proposed a Gene Expression Programming (GEP) model for lung cancer 

prediction based on microarray data. Researchers constructed multiple GEP prediction 

models using two distinct gene selection strategies. The authors utilized real microarray lung 

cancer datasets to test and compare their generalized estimating equation (GEE) models. 

Rigorous tests ensured the reliability of the cross-data validation process, ultimately 

concluding that the GEP model was the most effective for predicting lung cancer. 

Rendon-Gonzalez et al. [83] employed Support Vector Machines (SVM) for the automatic 

classification and segmentation of lung nodules. Morphological operations and thresholding 

techniques were initially used to calculate masks before any post-processing. Shape and 

textural attributes derived from CT lung nodule images were employed to extract 

information, with classification conducted using SVM classifiers. 

Bhuvaneshwari et al. [84] introduced genetic K-Nearest Neighbors (KNN) as a 

nonparametric approach for early cancer detection, specifically in CT lung scans. Genetic 

KNN aimed to reduce the manual interpretation time for CT scans. This approach is 

expected to efficiently and rapidly classify scans. MATLAB-based image processing tools 

were used to process CT lung scan images. The researchers extensively examined 

performance indicators such as classification rate and false positive rate. In genetic KNN, K 

samples were chosen per iteration, with a classification accuracy of 90% considered a 

suitable fitness level. The approach consistently achieved high accuracy rates. 

A specific algorithmic-based classifier, along with distinct enhancement channels, 

demonstrated automatic lung tumor localization in small region CT images. The researchers 

incorporated a diverse range of sizes, shapes, and samples in their database. This Computer-
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Aided Diagnosis (CAD) approach encompassed five steps: lung segmentation, specific 

tumor enhancement, tumor starting position determination, feature extraction, and 

arrangement. The method utilized a unique tumor enhancement channel, achieving a low 

classification level for tumor cells and a short processing time, rendering it suitable for its 

intended application. 

Arun et al. [85] delved into the realm of perilous tumor growth types that pose a global 

concern. The spread of diseases through cell proliferation in the lungs can have worldwide 

implications. Early detection and treatment of these diseases can thwart tumor growth in 

affected patients. The study focuses on examining various components of information 

mining systems to forecast the progression of lung tumors in patients. Leveraging 

information mining concepts enhances the characterization of lung tumors. In a similar 

manner, the author streamlined the information mining process by drawing parallels with 

components of an insect group. In this data mining methodologies were employed to 

ascertain the appropriate reference age and sequence of infection for lung tumor growth 

stages. The fundamental structure of lung tumor growth, embedded in medical analysis, 

stands to benefit from these findings.  The proposed model uses deep learning techniques to 

predict lung cancer. PCA and t-SNE are harnessed for feature extraction in lung tumor 

detection within the proposed approach.  

Diciotti et al. [86] used a computer algorithm to categorize images into clusters based on 

their level of similarity. The Histogram Equalization technique utilizes pre-processed 

images to extract features, which are then evaluated by neural network classifiers to ascertain 

whether a patient's initial disease condition is typical or unusual. To predict a patient's 

survival rate, specific features are examined, and neural network techniques are favored due 

to their ability to enhance system performance. However, the proposed method excludes 

images of poor quality as it is unable to forecast tumor cells accurately. Various data mining 

techniques can enhance the analysis of lung tumor progression. Among them, Naive Bayes, 

decision trees, and neural networks stand out as promising models for predicting lung 

disease patients using extensive remote sensing data. In proposed methods for predicting 

lung tumor progression have the possibility for development. 

Bhattacharjee et al. [87], studied decision trees are a widely utilized tool for problem 

detection. However, due to the inclusion of an extensive range of characteristics, retaining 

the information can become challenging. In their learning, an SVM was employed to 

recognize quality components in lung tissue microarrays. The proposed approach overcomes 
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the limitations of existing models, enabling the identification of lung cancer tumor cells 

more effectively. 

Kim et al. [88] conducted a study implementing Decision Tree methodologies for lung 

cancer prediction. Utilizing the OSHRI (Occupational Safety and Health Research Institute) 

dataset spanning from 1992 to 2007, with 153 instances, features like histological type, age, 

industry type, smoking pack-years, salaried duration, dormancy, and workplace substance 

exposure were considered and extracted for model training. The CART (Classification and 

Regression Test) model was applied for lung cancer prediction, with a particular focus on 

the relationship between lung cancer and employment type. 

Petousis et al. [92] developed and estimated a set of Dynamic Bayesian Networks (DBNs) 

using longitudinal data. The study utilized five DBNs on the LDCT (Low-Dose Computed 

Tomography) arm of the NLST (National Lung Screening Trial) dataset. The models were 

constructed and explored using a forward design methodology, leveraging learning structure 

solutions. The features used in this study included smoking status, cancer history, 

demographics, exposure to risk factors, and LDCT screening outcome data. The proposed 

DBN-based model exhibited superior performance compared to more traditional models like 

naive Bayes and logistic regression. It concludes that the proposed model has considerable 

promise for first recognition of cancer through using SA-SLnO algorithm. 

Table 2. 2 Comparative Analysis of Research Work 

Author Accur

acy 

Specifici

ty 

Sensiti

vity 

Methodolo

gies 

Features Challenges 

Pradha

n et. al. 

[2023] 

[49] 

93.15 93.15 93.14 BF-SSA-

HR-DEL 

A greater 

comprehension 

analysis data 

reduces likelihood 

of creating a bad 

decision, leading 

to more accurate 

results. 

Security of 

data and 

longitudinal 

explosion. 

Faruqui 

et al 

2021. 

[50] 

91.1 90 90 Lung Net High precision 

and little 

complexity 

Do not use 

an 

algorithm 

for remote 

learning 

Xiao et 92 90 92 WGAN resolved online The data 
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al.2021 

[51] 

categorization 

issue with data 

imbalance. 

distribution 

was not 

accounted 

for in 

forecast 

model. 

Naik et. 

Al. 

2021 

[52] 

85 80 81 3D-CNN improvement of 

categorization 

system's precision 

in real-world 

applications. 

early failure 

in the 

detection of 

cancerous 

lesions. 

Wang 

et. 

al.2021 

[53] 

87.3 86 86.2 3D-CNN 

and RNN 

effective recall 

performance for 

pulmonary nodule 

detection. 

-Multiple 

counts of 

the same 

nodule 

provide 

difficulties. 

Considers 

only a 

single 

nodule with 

higher 

malignancy 

ratings 

Tian et 

al.2021  

[54] 

91.6 90 91.4 SAR 

optimizatio

n algorithm 

Get under control 

of difficulties 

with local optima 

near the major 

centroids. 

It is 

necessary 

to assess 

using 

additional 

performanc

e metrics. 

Suresh 

et. 

al.2020  

[55] 

87.15 84.98 89.22 CNN a high capacity 

for gathering 

important relevant 

information with 

few stacked 

structures. 

 to look at 

many 

datasets and 

deeply 

complex 

structures. 

 

2.3 Research Gap 

   After understanding the literature review, found majorly the three issues in the lung cancer 

prediction system, which are listed below 

1. Inadequate Decision-making Algorithms 
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2. Incorrect classification of the disease in its early stages 

3. Lack of pattern recognition in the various images such as X-rays, CT scans and PET 

scan 

 Along with the major issues listed above, found the following shortcomings or research gap  

1. Accurate and proper identification of Lung Cancer from 2D images was not provided 

by many of the existing methods. This is majorly due to the inconsistency in analyzing 

pulmonary nodules. 

2. The literature review highlights the need for Lung Cancer prediction models that 

integrate image feature extraction for high accuracy  

3. The study brings out the requirement of novel deep learning models that integrate 

hybrid inputs such as Image features, Risk factors, and Symptoms. 

4. The existing research work underperforms in differentiating the nature of pulmonary 

nodules located in CT scans 

5. Most of the work done on the development of Lung Cancer detection/prediction models 

has performed well in reducing the time complexity but while doing this, they failed to 

determine the severity level and the growth rate of lung cancer. 

6.  The developed system reduced the computational complexity without degrading the 

system's performance, but it failed to determine the severity level and the growth rate 

of lung cancer. 

7. The main drawback of the cellular automata method is that it was unable to reduce the 

rate of error and did not increase the system's dependability. 

Chapter Summary 

   In this chapter, a review of the literature based on studies on the detection of lung cancer 

using various algorithms has been published. The chosen papers try to find to provide a 

summary of research based on various models and techniques used for lung cancer detection, 

datasets used, and performance measures taken into consideration. It has been determined, 

after a thorough examination of numerous subtopics, that the presented literature survey play 

a significant role in identifying future research opportunities, research gaps, and the 

limitations of previous works. 
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Chapter 3  

Development of Feature Selection and Classification Model 

   There are various motivations for employing either supervised or unsupervised learning 

for data manipulation, with common goals such as data compression and visualization. Both 

PCA and t-SNE are techniques utilized in machine learning and data analysis to reduce data 

dimensionality while retaining its fundamental characteristics. These techniques are 

frequently applied in complex datasets for data visualization and exploratory analysis, aiding 

in a deeper understanding of patterns and relationships based on the specific objectives of 

the analysis. t-SNE is great for visualizing complex relationships and clusters within data 

and  PCA effectively reduces dimensionality while preserving as much variation as possible, 

which makes it useful for noise reduction and feature selection. 

   Feature extraction, a dimension-reduction technique, involves partitioning vast amounts 

of raw data into smaller groups. Given the high dimensionality of datasets, significant 

computational resources are necessary for their processing. Feature extraction involves 

methods that choose and combine variables into features. These features substantially reduce 

the data processing load while effectively and comprensively representing the entirety of the 

original dataset. It proves beneficial when processing demands fewer resources while 

retaining essential data and this technique aids analysis by minimizing redundant 

information. 

3.1 Principal Component Analysis 

It is a statistical technique that aims to transform high-dimensional data into a lower-

dimensional form while retaining most of the original data's variability. The process 

identifies principal components, linear combinations of initial features, that effectively 

capture the most significant patterns in the data. Real-world datasets exhibit linear 

correlations between variables, which are compatible with widely used examination 

methods. The PCA data mining system receives all extracted features and employs them to 

enhance the sorting process. PCA is a linear technique, which means that it may not capture 

complex non-linear relationships in the data [56]. 

A sample covariance matrix is used to find an eigen function, which is used to compute the 

coefficients based on the principal components. It holds coefficients for their most important 

elements in a matrix structure. The modification of the principal constituents stored in all 

diagonal elements and data with the highest variance yields the most valuable information 
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for classification. 

Scree Plot: A Scree Plot is a graphical representation which has eigenvalues or factors or 

Principal Component Analysis for a particular analysis. This graph normally starts high on 

the left side, then quickly falls and towards the end flattens out. By analyzing the nature of 

this plot, it can be identified that the first component usually accounts for the most variable 

value and subsequently next few components reach out to be a moderate count. Figure 3.1 

shows the Scree Plot of PCA components which converts the feature space PCA1 and PCA2 

with their respective numbers. In Figure 3.2, the scree plot shows the significance of the 

principal count numbers in PCA analysis. The Scree plot help to decide the reliability of 

PCA functions. The components are organized based on how widely they cover a wide range 

of possibilities. PCA 1 is the most diverse, followed by PCA 2 and so on. 

 

 

 

 

 

 

 

 

Figure 3. 1  PCA feature space 

Figure 3. 2 Scree Plot 
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3.2 t- Distributed Stochastic Neighbor Embedding (t-SNE)  

   t-SNE is a method employed to achieve nonlinear dimensionality reduction and visualize 

data patterns. Its objective is to transform high-dimensional data points into a space with 

fewer dimensions, reserving relationships and similarities between the data points. Unlike 

PCA, t-SNE focuses on preserving the pairwise similarities of data points rather than the 

total variance. PCA and LDA (Linear Discriminant Analysis) are both used for visualization 

and dimensionality reduction, but t-SNE is only used for visualization. It is suitable for 

visualization high dimensional datasets 

t-SNE generates a probability distribution that measures pairwise similarities in the original 

high-dimensional space and another distribution in the lower-dimensional space. It then tries 

to minimize the difference between these distributions and effectively group similar data 

points into a lower dimension. t-SNE is often used to explore clusters or groupings of data 

and reveal hidden structures that may not be readily visible in a higher-dimensional space. 

It is particularly useful for visualizing complex and non-linear relationships between data 

points. Because the scale of t-SNE is four times the number of ‘N’ objects, that is why its 

use is limited to datasets with only a ten thousand input object and also learning is too slow 

to be practical and the memory requirements are too large [57]. 

3.3 Feature Extraction Model 

   It is the initial stage in developed lung cancer analysis model. The t-SNE [56] and PCA 

[55] methods are employed to extract characteristics from the input data. This procedure is 

crafted to reduce attribute duplication by generating pertinent attributes from pre-existing 

data entities. Thus, novel group of features can summarize most information included in the 

original set of features. The techniques such as t-SNE and PCA used for the feature 

extraction process are explained below. 

PCA: The goal of this unsupervised learning technique is to reduce dimensionality of big 

datasets. It is  uses mathematical concepts to reduce parameters dataset’s vector space which 

are “various variables are probable correlated into smaller diversity parameters known as 

essential elements". The PCA's dimensionality reduction is given in Eq. (7). 

MEPCA =               (7) 

   Here, the data matrix and the eigenvector matrix are represented as M and E , respectively. 

The eigenvector matrix is computed using the covariance matrix termed that is given in Eq. 

(8). 
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= DiEvE                 (8) 

   In Eq. (8), the terms denote matrix of eigenvectors of Cv and a diagonal matrix of 

eigenvalues of Cv . Assume V as the HG matrix with the 
thq column is −zM , which is 

represented in Eq. (9). 

  −−= ZMMV ,,1          (9) 

   Here, the mean vector is represented as 


that is computed as
( )ZMM

Z
++


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



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1


. The 

covariance matrix with the size SzSz is given in Eq. (10). 
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                (10) 

   Finally, the obtained principles are given as ( )PcMPCA , , where the number of preserved 

principal components is given as Pc . Hence, the PCA-extracted features are denoted as
PCAin

t-SNE: It is method of reducing dimensions while preserving essential information and 

internal structures within high-dimensional data. It is used to identify the prevailing error 

type through dimensionality reduction and the subsequent revelation of error characteristics.  

Assume a −DS dimensional dataset  NDlllL ,....., 21= , which is used for representing the −DS

dimensional dataset Ll  . The t-SNE is employed for retaining the relationship of the 

neighbor and picturing the structure of complex datasets by adopting a Gaussian. To 

decrease the variance among two deliveries, through high similarity the association across 

input. To provide a clear comparison, t-SNE is utilized to transform the complex Euclidean 

distances between objects jl
 into uncertain possibilities ij


. The joint probabilities ij


are 

described to compute “the pairwise similarity between il and jl
by summarizing as given in 

Eq. (11) and Eq. (12). 
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   Here, the term i indicates the inconsistency bound of the Gaussian function that is 

relatively related to the number of adjacent neighbors. There is a conditional distribution i

for each i . The pairwise similarity ij
is measured among io and jo

in low-dimensional 

space as represented in Eq. (13). 
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   The Kullback-Leibler difference among the joint distributions


 and a normal measure of 

the authenticity at the modelling process is validated. The solution process is improved 

by adding what is given in Eq. (14). 
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          (14) 

Here, ( )it denotes the momentum at iteration it , the learning rate is fixed and the cost 

function is mentioned as Cb that is given in Eq. (15).  
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The gradient ( )OCb is obtained by employing the gradient decent approach to the cost 

function, where the optimal matrix O is given in Eq. (16). 
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Here, the normalization term is formulated in Eq. (17). 

 

−









−+=

fk fk ooNz
1

2

1
         (17) 

Thus, the t-SNE-extracted characteristics are represented by 
PCAin . The joint features of PCA 

and t-SNE obtained throughout the feature extraction process are represented

 SNEtPCA

i ininin −= , , by a newly developed attribute correlation-based optimized weighted 

feature extraction procedure. 
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3.3.1 Innovative Weighted Feature Extraction Model Based on Attribute 

Correlation 

   This cancer detection application of innovative attribute correlation-based optimized 

weighted feature extraction is its main contribution. The dataset is divided into two sections 

based on class 1 (normal class) and class 2 (abnormal class) for this novel feature extraction 

model. Let the matrix of the attribute iy agreeing to class 1 be denoted as 
1

iyMT
and the matrix 

attribute iy agreeing to class 2 be denoted as
2

iyMT
, where NYiy ,,2,1 = and the number of 

attributes NY accessible in the dataset. The association between the characteristics of class 1 

and class 2 should be determined. Eq. (18) displays the computational method for the 

connection between class 1 and class 2 corresponding to 
thiy the attribute. Here, 

( )21 , iyiy MTMTCov
indicates computed based on Eq. (19), and 

1
iyMT


and 

2
iyMT


represent the 

standard deviation of matrix 
1

iyMT
and

2

iyMT
, separately. 

   ( )
21

21

21
,

iyiy MTMT

iyiy

iyiyiy

MTMTCov
MTMTCR


==

         (18) 

( ) ( )( ) 21

2121 ,
iyiy MTiyMTiyiyiy MTMTEMTMTCov  −−=

       (19) 

The characteristic connection is used to limit the feature vector. Eq. (20) affects how the 

feature is formulated. By defining the weight to be multiplied for each feature based on 

connection value, the suggested correlation-based optimized weighted feature extraction is 

accepted in an improved method. To analyze the unvarying variance over big datasets, this 

method is used. The formula of weighted feature extraction is decided using Eq. (19). 

( ) ( )



 −

=
elseinCRWg

CRifinCRWg
in

iiyiy

iyiiyiynew

i **

5.0**1

            (20) 

Here, the terms iyWg
 iin represent the nominated weight of the attribute and extracted 

combined feature vector, respectively. The SA-SLnO algorithm that has been used to 

optimize the weight of attributes. As a result, the format of Eq. (21) used to build the new 

feature vector. 

 new

NF

newnewnew

i inininin ,,, 21 =                     (21) 

Here, NF is the whole quantity of extracted features. 
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3.4 Dataset  

Datasets 1 and 2 are obtained from open source Kaggle. These datasets are of the integer 

type.  Dataset 1 comprises a total of 55,395 patient records and has a size of 1.88 MB. A 

healthy group of 27915 people aged 18 to 87 years and a cancer patients 

group of 27480 people with lung cancer were the two sample of this study. Patient 

information is included in the dataset, including details on smoking, yellow fingers, anxiety, 

weariness, allergies, wheezing, alcohol use, coughing, chest pain, etc. The collected patient 

data consisted of 27686 males and 27808 females. 

    Dataset 2 consists of a total of 401949 patients data between the ages of 14 and 73 years 

ans has a size of 51 MB. It collects data on 51,237 healthy and 350,712 unhealthy people. 

The database includes factors such as alcohol use, smoking, obesity, chest pain, fatigue etc. 

including patient information. Table 3.1 provides some of the dataset's characteristics, with 

1 indicating "YES" and  2 indicating "NO". The attribute information of the datasets are as 

follows: 

Table 3. 1 Attributes of Dataset  

Attributes  Values (‘YES’ as 2 and ‘No’ as 1) 

Gender Male/Female 

Age 14 – 87 

Smoking Yes / No 

Yellow Fingers Yes / No 

Fatigue Yes / No 

Allergy Yes / No 

Anxiety Yes / No 

Wheezing Yes / No 

Alcohol Yes / No 

Coughing Yes / No 

Chest Pain Yes / No 
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Chapter Summary 

   In this chapter covered feature selection methods such as PCA and t-SNE, PCA is a 

technique used to reduce the dimensionality of data while preserving its invariance, and t-

SNE helps visualize complex data patterns. The chapter introduces novel approaches that 

Weighted Feature Extraction Model based on Attribute Correlation. The description of 

relevant mathematical equations within the context of feature selection and the weighted 

feature extraction model and also introduces the datasets 1 and 2 of lung cancer patients used 

for analysis, including several characteristics related to the patient's health. 
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Chapter 4  

Proposed Methodology                                                                    

   This chapter emphasizes the importance of thoroughly exploring and analyzing two 

innovative methodologies: the SA-SLnO-RNN algorithm for predicting and diagnosing lung 

cancer, and the optimization of the RNN model through configuring hidden layers. These 

methodologies have the potential to revolutionize the field of lung cancer prediction by 

significantly enhancing accuracy and efficiency in diagnostic procedures. The SA-SLnO-

RNN algorithm represents a novel approach to predicting lung cancer. 

4.1 Proposed SA-SLnO-RNN Deep Learning Model for Prediction of 

Lung Cancer  

4.1.1   System Architecture  

   Lung cancer requires early detection and prediction due to its destructive nature and 

potential future impact on the human body. Extensive utilization of deep learning and 

advanced artificial intelligence technology has assisted medical practitioners in early 

predicting such perilous illnesses. These sophisticated techniques can detect and unveil 

hidden patterns in lung cancer tumor sizes that may not be identifiable by medical surgeons 

or equipment. 

   Traditional methods of machine learning like Naive Bayes, Support Vector Machine, and 

Random Forest are typically used for the prediction of Lung Cancer in recent studies. 

However, there are certain limitations and disadvantages of these methods like less accurate 

prediction and time complexity which need to be improved for producing a more dependable 

and consistent result with higher accuracy. Hence in this research, proposing an advanced 

SA-SLnO-RNN method with a weighted average feature selection and optimization 

technique. Figure 4.1 represents the system architecture diagram. 
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Figure 4. 1  Proposed Lung Cancer Detection Architecture 

 

   The projected lung cancer diagnosis model takes its input from the patient's medical 

record. "a) Data Gathering, (b) Feature extraction, (c) New attribute correlation-based 

optimal weighted feature extraction, and (d) Prediction" are some of the different phases of 

this model's development. In the beginning, the data collection is carried out to acquire 

various benchmark datasets from Kaggle datasets, which include attribute information from 

different patients in the form of health records. The t-SNE and PCA techniques are used to 

extract features from the input data during the feature extraction step. The feature extraction 

step in the diagnosis model is crucial for reducing data dimensionality by eliminating 

redundant information. This feature enhancement contributes to improved inference and 

training speed. The new optimized correlation-based weighted feature extraction stage 

receives the derived features and uses the suggested SA-SLnO algorithm to optimize weights 

Weighted feature extraction is developed based on the correlation between characteristics of 

different classes. This is done to ensure uniform scaling of all the data, thereby reducing 

complexity. SA-SLnO optimizes the hidden neurons of the RNN. The standard SLnO 

method is transformed into the SA-SLnO algorithm by creating a new fitness-based solution 

for the random vector. In conclusion, the proposed lung cancer diagnosis model efficiently detects 

output from optimized RNN classifier. The main goal of this proposed lung cancer diagnosis 

model is to minimize the MSE among the actual and predicted output. 

 

Lung cancer 

data 

Feature extraction 
New attribute correlation-

based optimized weighted 

feature extraction 

Classification 

Predicted 

output 

 

SA-SLnO 

t-SNE PCA 

RNN 



47 

 

4.1.2 Objective Model for Proposed Lung Cancer Diagnosis 

    In this section calculating fitness values of patients using fitness function. The concept of 

a fitness function, which plays a pivotal role in quantifying the fitness levels of patients in 

the context of lung cancer prediction. This function evaluates the relevance and contribution 

of various attributes, allowing the model to assign appropriate weights to different features.  

As a result, fitness function, as stated in Eq 1., is used reduced of MSE among actual and 

anticipated outcomes in model for lung cancer diagnosis. 

                                              
 

( )MSEFF
RNNi HNWg ,

minarg=
                  (1) 

In Eq. (1), FF  as a fitness function,  word RNNHN denotes the secret neurons of RNN and 

iWg expressions of weights of attributes that need to be optimized, wherever NFi ,...,2,1= and 

total list of properties in the dataset is denoted as NF . The MSE is computed by Eq. (2). 

                                            ( )
=

−=
tn

w
ww POAO

tn
MSE

1

21
               (2) 

Here, term tn denotes the number of data points, actual and predicted output is indicated as

wAO and wPO , respectively. 

4.1.3 Optimized RNN 

    The data are classified into normal and abnormal using an optimized RNN in proposed 

lung cancer diagnostic model. The classification method utilizes the correlation-based 

weighted feature extraction stage's extracted features as an input. The sum of veiled neurons 

in the RNN is optimized for SA-SLnO algorithm to improve classification accuracy. The 

feature of recurrent neural network (RNN) is used to characterize the relationship between 

the current and previous output of the sequence in the order of the sequence growth model. 

RNN's performance is constrained by the time and effort required to train it. The optimized 

RNN is illustrated in Figure 4.2. 
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Figure 4. 2 The proposed optimized RNN 

 

The input is considered as ( )1, −ii hin , where the input features are considered for thi picture cut 

and the earlier secrete state. In Eq. (3) and Eq. (4), the apprise gate and reset gate are 

calculated. 

                                                 ( )1−+= i

hu

i

inu

i hWtinWtu             (3) 

 

                                                 ( )1−+= i

hrg

i

inrg

i hWtinWtrg                          (4) 

Here, a logistic sigmoid function is represented   and the weight matrices are termed as

inuWt , huWt , inrgWt and hrgWt . In Eq. (5),  

                                                ( )( )ii

hh

i

inh

i rghWtinWth += −1tan
~

                          (5) 

Here, an element-wise multiplication is denoted as , the previous state 1−ih  and the 

candidate state ih
~

 is computed in  thi hidden activation state ih of GRU, given in Eq. (6). 

                                                 
( )

( ) 1

1

~
1

~
1

−

−

+−=

+−=

iiii

iiiiii

huhu

hhuhuh
       (6) 

As an amendment to this conventional RNN, manipulative hide neurons using algorithm for 

improving accuracy of diagnosis through reducing the error between measured and actual 

value. 
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4.1.4 Proposed SA-SLnO Algorithm and Model 

   The objective of the proposed SA-SLnO algorithm is to optimize weight parameters during 

the new attribute correlation-based weighted feature extraction phase and to optimize hidden 

neurons of RNN during the classification stage. This enhances the development of lung 

cancer diagnosis performance. The self-adaptive approach has been created to address a 

differnt of optimization concerns in the experimental results that have show significant 

advantages in resolving optimization issues and it is also used in significant feature selection 

problems. The SA-SLnO method has been suggested to improve the performance of the 

optimized weighted feature extraction procedure and diagnosis stage. Self-Adaptive 

algorithms are created by either modifying adaptive operators or adaptive functions. There 

are several approaches to implement adaptation in conventional optimization concepts. 

Performance has improved as a result of choosing an appropriate adaptive model in the 

current optimization procedures. The concept is derived from the hunting techniques of sea 

lions, characterized by their superior hunting abilities, lucid vision, and quick movement. 

The algorithm has four crucial stages:  

Tracking of prey: The tracking behavior of SLnO is formulated in Eq. (7), for best solution 

( ) ( )itpTitSRD


−= 2           (7) 

Here, the term it represents current iteration, the distance D


is estimated between the target 

prey and sea lion, and terms ( )itS


 ( )itpT


 target prey respectively.  The random vector, R


in 

boundary of [0, 1] for discovering optimal or close to the optimal solution. In Eq. (8), the 

behavior of sea lion at next iteration is modelled. 

( ) ( ) QDitRitS


−=+1            (8) 

In Eq. (8), the term ( )1+it  denotes the next iteration and the random value Q


is linearly 

reduced from 2 to 0. 

Vocalization phase: Sea lions communicate through a variety of vocalizations, particularly 

during hunting and chasing behaviors. Sea lions exhibit the capability to detect sounds both 

above and underwater, with sound frequencies below 0.25 Hz being optimal for hunting, 

thus leading to the formulation of the remaining equation in Eq. (9) following prey 

identification. 
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( )
2

21 1

W

WW
SL leader




 +

=            (9) 

sin1 =W


                     (10) 

sin2 =W


                     (11) 

Here, the speed of sounds in water and air is termed as 1W


and 2W


, respectively and the speed 

of sound of the sea lion leader is represented as leaderSL


. 

Exploitation or attacking phase: Initially, the prey is observed by the sea lion’s master who 

advises another lion about it. The prey is encircled by all the sea lions. Find the best solution 

for target hunt. The hunting behavior is mathematically formulated by proposing two 

techniques circle update position and dwindling position. In dwindling method works 

created on random value Q


, which is decreased from 2 to 0 which enables the sea lions to 

move near prey and enclose it. Consequently, the next location of a search agent can be 

placed somewhere among agent leading position and the current best agent position. The sea 

lions track fish and start hunting from the edges in the circle updating position as formulated 

in Eq. (12). 

( ) ( ) ( ) ( ) ( )itRaitSitRitS


+−=+ 2cos1
         (12) 

Here, a random number is given as a in a range of [-1, 1], absolute value is termed as and 

distance among the target prey, 
( ) ( )itSitR


−

denotes the search agent. The hunting procedure 

is performed in a circular motion using ( )a2cos  Eq. (12). 

Exploration phase or search for prey: Generally, the search process is performed randomly. 

Therefore, the random value R


is utilized. If ]1,1[−R


, then sea lions are forced to move 

from sea lion’s leader and target prey. Here, sea lion updated best position, Global search 

agent is responsible for locating the optimal solution at a global level when 1R


it is 

modelled in Eq. (13). 

( ) ( )itSitSRD rand


−= 2                      (13) 

 

( ) ( ) QDitSitS rand


−=+1                       (14) 

Here, random sea lion chosen as of recent population is denoted ( )iSrand


. The performance 

of SLnO for solving the diverse test functions is improved than the conventional 
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optimization algorithms. SLnO demonstrates superior searching behavior, effectively 

avoiding locally optimal solutions and accelerating the speed of convergence. When 

compared to other meta-heuristic algorithms, the SLnO method performed better and 

demonstrated competitive performance. Based on the effective features of the SLnO, it can 

be implemented with self-adaptive behavior. A new algorithm termed SA-SLnO is proposed 

using the advantages of self-adaptive nature and the efficiency of adapting these functions 

or operators has proven its importance in literature. It is specifically suggested for improving 

model execution. The SA-SLnO proposed through defining new formula for random value

R


in Eq. (15), which is purely depended on the fitness function of previous and current 

iterations. The proposed algorithm works based on the improvement by using the adaptively 

updated random value R


that depends on the fitness function. Therefore, this algorithm is 

called a self-adaptive algorithm. 

TauR =


            (15) 

 

( ) ( )
( )1
1

−

−−
=

itf

itfitf
Tau                                   (16) 

Now,  i  as iteration, and fitness function solution iteration of previous and current state 

specified as ( )1−itf  and ( )itf , respectively. In Algorithm 1, pseudo-code of proposed SA-

SLnO algorithm is given. 

 

Algorithm 1: Proposed SA-SLnO [27] 

Initialize population 

Select randS


 

Compute fitness for each search agent 

if ( )iterationsi max  

 
Determine leaderSL



using Eq. (9)  

 
if 25.0leaderSL



 

  if 1Q  

   Find R


by self-adaptive concept using Eq. (15) 



52 

 

   Alter the state of the current search agent with the use of Eq. (8). 

  Else 

   
Choose randS



 

   And use to it update location of recent search agents with the use of Eq. (14). 

  end if 

 Else 

  Again, use to it update the location of recent search agents with the use of Eq. 

(12). 

 end if 

 
In case the search agent goes beyond leaderSL



  

  Moves to the first condition of if 

 Else 

  Calculate fitness for every search agent 

  Amend S


based on a greater solution 

  Return S


based on the bad solution 

 

End if 

 end if 
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Figure 4. 3 Flowchart of the proposed SA-SLnO algorithm 
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Chapter Summary 

   This chapter summaries the utilization of new deep-learning techniques for lung cancer 

estimate. It introduces enhanced weighted feature extraction methods rooted in critical 

attributes for the proposed deep learning model (SA-SLnO-RNN). The primary contribution 

lies in the advancement of weighted feature extraction techniques, which are guided by 

feature correlations to refine lung cancer prediction. The propose model for lung cancer 

estimate, on Recurrent Neural Network, amplifies the significance of feature weights to 

optimize the performance of RNN's feature correlations and the activation of neurons within 

its layers. The chapter also includes a detailed flowchart depicting the structure and 

functioning of proposed SA-SLnO-RNN model. 
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Chapter 5  

Verification and Validation of Proposed Model 

   This chapter discusses comparative analysis of the SA-SLnO-RNN methodology with the 

existing models. The dataset of proposed model taken from Kaggle website and consists of 

nine features as described in Section 3.4. The execution of proposed model compared with 

conventional optimization models like PSO (Partical Swarm Optimization), GWO (Gray 

Wolf Optimization), GSO (Glowworm Swarm Optimization) and SLnO (Sea Lion 

Optimization) and conventional model like DT, SVM, NN (Neural Network), DNN (Deep 

Neural Network) and RNN. For prediction of lung cancers, proposed model is compared 

with other models on basis of various performance parameters like accuracy, F1-score, 

precision and recall.  

5.1 Work Environment  

   For developing lung cancer prediction model’s experimentation MATLAB tool is used as 

it is very powerful for mathematical calculation also provides matrix and array language 

orientation, which makes it simple. It employs statistical analysis and deep learning 

modeling approaches which helps to model learning and carry out classification tasks 

without delay from text dataset. The planned lung cancer diagnosis is developed in 

MATLAB 2019a. The experimentation is executed on a machine running Windows 11 with 

8GB RAM and an Intel i5 processor.  

   MATLAB is a language used for numerical computation, data analysis, and algorithm 

development. MATLAB is also known as Matrix Laboratory. It is mostly used in 

engineering, physics, mathematics, and finance field. It has intuitive syntax and extensive 

fitted functions. Deep Learning with MATLAB is used as follows: 

1. MATLAB is designed for scientists and engineers to analyze and enhance systems 

and products quickly and efficaciously. MATLAB Language is a matrix language 

that expresses the maximum number of common mathematical expressions. 

MATLAB is identified as one of the best programming languages that can handle 

deep learning in an easy and straightforward way. 

2. Labeling is one of the most challenging tasks in deep learning, and MATLAB is one 

of the best practices to implement it. MATLAB gives interactive deep learning apps, 

including signal data, audio data, images, and video. 
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3. MATLAB can help generate artificial data if there aren't enough records to guarantee 

accuracy. This is a huge advantage because deep learning relies on huge amounts of 

data. 

4. MATLAB has many approaches to interaction and transforming the data of the deep 

learning frameworks. 

5. MATLAB additionally supports Python interaction. 

5.2 Performance Measures 

   The performance metrics used for estimation of proposed model are described below. (a) 

Accuracy: “proportion opinion of closely projected to whole remarks”. 

( )
( )ngpongpo

ngpo

fafatrtr

trtr
Arc

+++

+
=                         (32) 

(b) Sensitivity: “numeration the true positive values”.   

ngpo

po

fatr

tr
Sty

+
=           (33) 

(c) Specificity: “counting the true negatives, which are resolute indeed”.  

ng

ng

fa

tr
Spy =            (34) 

(d) Precision: “average of positive observations that are exactly calculated to total number 

of correct systems shaping the conditions” 

popo

po

trtr

tr
Pcs

+
=           (35) 

(e) FPR: “the ratio of the count of high false prediction to the entire count of negative 

prophecies” 

 
ngpo

po

trfa

fa
FPR

+
=           (36) 

(f) FNR: “number of positives which vintage negative test products with test”.  

pong

ng

trtr

fa
FNR

+
=           (37) 

(g) NPV: “possibility that subjects with a negative showing test truly don't have the disease”.  

ngng

ng

trfa

fa
NPV

+
=           (38) 

(h) FDR: “number of false positives in all excluded hypotheses”.   



57 

 

popo

po

trfa

fa
FDR

+
=           (39) 

(i) F1 score: “sympathetic mean between precision and recall. Also used for geometric 

amount to rate performance”.   

StyPcs

PcsSty
scoreF

+


=−1                          (40) 

(j) MCC: “correlation coefficient computed by four values”.  

( )( )( )( )ngpopongngpopopo

ngpongpo

fatrfatrfatrfatr

fafatrtr
MCC

++++

−
=   (41) 

 

Here, the terms potr , ngtr , pofa , ngfa referred to as “the true positives, true negatives, false 

positives, and false negatives,” respectively. 

5.3 Performance Analysis on Optimization Algorithms for Dataset 1 

using SA-SLnO Algorithm 

   The expectation of lung cancer analysis model is evaluated through multiple conventional 

optimization algorithms for dataset 1, which is given in Figures 5.1,5.2,5.3,5.4, and 5.5.  The 

accuracy of established SA-SLnO-based RNN classifier improves than other algorithms in 

terms of learning percentages.  

➢ It demonstrates 1.2% improvement compared to PSO-RNN and GWO-RNN when 

study ratio 85.  

➢ The SA-SLnO-RNN shows a 12% precision improvement over PSO-RNN, a 1.6% 

improvement over GWO-RNN, a 16% improvement over GSO-RNN, and a 23% 

improvement over SLnO-RNN, all while considering a learning percentage of 45.   

➢ The SA-SLnO-RNN achieves a 50% lower FPR compared to PSO-RNN, a 12.5% 

lower FPR compared to GWO-RNN, a 66% lower FPR compared to GSO-RNN, and 

a 74% lower FPR compared to SLnO-RNN, all while in view of study ratio of 45.   

➢ FNR of SA-SLnO-RNN is significantly reduced, showing a 97% decrease compared 

to PSO-RNN, a 91% decrease compared to GWO-RNN, a 94% decrease compared 

to GSO-RNN, and a 94.4% decrease compared to SLnO-RNN, all at a learning 

percentage of 45. 

➢ The SA-SLnO-RNN achieved a 35% higher F1-score compared to PSO-RNN, an 

8% lead over GWO-RNN, a 17% advantage over GSO-RNN, and a 25% 

improvement over SLnO-RNN, all while sustaining a 45% learning percentage. 
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   Consequently, the expand optimized RNN model demonstrates superior performance 

across a range of measures, particularly at the initial percentage for dataset 1. 

  

 

Figure 5. 1 Comparative Analysis of Accuracy 

 

 

Figure 5. 2  Comparative Analysis of Precision 
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Figure 5. 3 Comparative Analysis of FPR 

 

 

Figure 5. 4 Comparative Analysis of FNR 
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Figure 5. 5 F1-score Comparative Analysis 

 

5.4 Comparative analysis of Model Performance 

   The performance evaluation of the SA-SLnO-based optimized RNN model is illustrated 

in figures 5.6 to 5.10, in comparison with alternative machine learning models.  

➢ Figure 5.6 presents a comparison of accuracy among all models, including the 

proposed SA-SLnO RNN model. Especially, the proposed SA-SLnO-RNN model 

shows a 3% higher accuracy than SVM, an 8% accuracy gain over traditional RNN, 

and a 16% accuracy improvement over the DT algorithm. 

➢ Figure 5.7 provides a comparative analysis of precision between our proposed 

methodology and other machine learning models. The proposed model shows a 6.7% 

higher precision compared to SVM and an 8.5% precision advantage over both RNN 

and DNN.  

➢ Figure 5.8 provide the FPR of the predictable SA-SLnO-RNN, at a learning 

percentage of 45, demonstrating a 57% reduction when compared to SVM, NN, and 

DNN. It also boasts a 14% reduction over RNN. The FNR of the SA-SLnO-RNN is 

impressively lowered by 94% compared to DNN and 92% compared to RNN. 

➢ Lastly, from Figure 5.10, it becomes apparent that F1-score of proposed SA-SLnO-

RNN model, at a learning percentage of 45, is superior to other models. Specifically, 

it showcases a 2.6% improvement over SVM, a 16% improvement over NN, a 14% 

improvement over DNN, and an 8.3% improvement over RNN. 

   Hence, it can be concluded that in every parameter analysis, our proposed model 
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outperforms other machine learning models used in recent studies for the prediction of lung 

cancer on dataset 1.  

 

Figure 5. 6 Analysis for Accuracy using Machine Learning Algorithm 

 

 

 

  Figure 5. 7 Analysis for Precision using Machine Learning Algorithm 
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Figure 5.8 Analysis for FPR using Machine Learning Algorithm 

 

 

Figure 5. 9 Analysis for FNR using Machine Learning Algorithm 
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Figure 5.10   Analysis for F1-Score using Machine Learning Algorithm 

5.5  Optimized Feature Extraction with Weighted Attributes Based on 

Correlation. 

   The proposed model for lung cancer diagnosis introduces a novel optimized weighted 

feature extraction approach to enhance its efficiency. This method's performance is 

evaluated in comparison with the standard feature extraction process, define in Figures 5.11 

to 5.15.  

➢ The accuracy of the optimized weighted feature extraction process at a learning 

percentage of 55 is greater than the accuracy of the standard feature extraction 

process by 25%. 

➢ The precision of the optimized weighted feature extraction process demonstrates a 

24% improvement over the standard feature extraction process, specifically when 

considering a knowledge percentage of 45.  

➢ The FPR of the optimized weighted feature extraction process showcases an 82% 

reduction compared to the standard feature extraction process at a study ratio 45. 

➢ The F1-score optimized weighted feature extraction process outperforms the 

standard feature extraction process by 30% at same study ratio. 

   Consequently, implementation proposed lung cancer analysis model utilizing the 

optimized weighted feature extraction process yields significantly enhanced outcomes. 
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Figure 5. 11   Impact of a lung cancer diagnosis on accuracy using attribute correlation-

based optimized weighted feature extraction. 

 

 

Figure 5. 62 Impact lung cancer diagnosis on attribute correlation-based optimized 

weighted feature extraction for rescission. 

 



65 

 

 

 

Figure 5. 13   Impact lung cancer diagnosis on false positive rate (FPR) using attribute 

correlation-based optimized weighted features. 

 

 

Figure 5.14   Impact lung cancer diagnosis for false negative rate (FNR) using optimized 

weighted features based on attribute correlation. 
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Figure 5. 15 Impact diagnosis of lung cancer on F1 score concerning attribute correlation-

based optimized weighted feature extraction. 

 

5.6 Performance Evaluation of Existing Techniques 

   The valuation of proposed lung cancer analysis model's performance is shown in Figures 

5.16 and 5.17, where it is compared against an existing lung cancer diagnosis model across 

different learning percentages for two datasets.  

➢ For dataset 1, the SA-SLnO-RNN achieves significantly higher accuracy rates than 

Adaboost, DT, DBN, and Boosted SVM, with enhancements of 5.5%, 3.2%, 4.3%, 

and 1% respectively, at a learning percentage of 75.  

➢ For dataset 2, SA-SLnO-RNN shows a substantially greater accuracy rate than 

Adaboost, DT, DBN, and Boosted SVM by margins of 7.9%, 3.2%, 5.5%, and 6.7% 

respectively, at a learning percentage of 85%. 

As a result, the designed lung cancer diagnosis model using the SA-SLnO-RNN approach 

showcases remarkable performance advantages when compared to conventional methods. 
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Figure 5. 16 Performance evaluation of the created lung cancer diagnosis using the 

currently used traditional methods for (a) dataset 1 

 

 

Figure 5. 17 Performance evaluation of the created lung cancer diagnosis using the 

currently used traditional methods for dataset 1(a) 

5.7 Performance Evaluation for Dataset 2 

  The evaluation of progress lung cancer identification model is presented for dataset 2, along 

with existing algorithms and classifiers, as shown in Figures 5.18 and 5.19.  
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➢ The accuracy achieved by the proposed SLnO-RNN for lung cancer detection shows 

illustrious superiority, superior PSO-RNN, GWO-RNN, GSO-RNN, and even its 

previous iteration of SLnO-RNN by margins of 1.5%, 4.3%, 3.1%, and 5.6% 

respectively, at a study ratio 75. 

➢ The execution of lung cancer diagnosis, measured in terms of accuracy, using the 

proposed SLnO-RNN method, outperforms DT, SVM, NN, DNN, and RNN by 

enhancements of 1.5%, 4.3%, 3.1%, and 5.6% respectively, again at a study ratio of 

75.  

   These results highlight model's remarkable accuracy-driven performance, superior 

alternative algorithms, and classifiers, particularly in the context of dataset 2. 

 

 

Figure 5. 18 Performance evaluation of the created lung cancer diagnosis for dataset 2 

using existing conventional techniques and comparing with conventional algorithms 
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Figure 5. 19 Performance evaluation of the created lung cancer diagnosis for dataset 2 

using existing conventional techniques and comparing with existing classifiers 

5.8 Overall Performance Evaluation on Existing Models  

  Table 5.1 and Table 5.2 provide a comprehensive valuation of actual execution of current 

lung cancer analysis model in comparison to traditional optimization methods such as PSO-

RNN, GWO-RNN, GSO-RNN and classifiers across both datasets.  

➢ For dataset 1, the SA-SLnO-RNN approach determines a remarkable accuracy 

improvement of 31%, 7.4%, 20%, and 26% over traditional optimization method and 

its previous SLnO-RNN iteration, respectively.  

➢ Furthermore, the sensitivity of the implemented SA-SLnO-RNN model beats that of 

traditional optimization methods, and SLnO-RNN by borders of 60%, 14%, 23%, 

and 74%, respectively, for dataset 1.  

➢ Additionally, the SA-SLnO-FDR RNN model shows reductions of 64%, 11%, 68%, 

and 74% compared to traditional optimization methods, and SLnO-RNN, 

subsequently, for dataset 1. 

➢ Similarly, for dataset 2, the SA-SLnO-based RNN achieves enhanced accuracy rates, 

surpassing traditional optimization methods, and SLnO-RNN by 1.7%, 2%, 5%, and 

2.7% respectively.  

➢ Additionally, the performance of the SA-SLnO-based RNN is evaluated alongside 

traditional classifiers. Notably, for dataset 1, the accuracy of the SA-SLnO-RNN 

method surpasses DT and SVM by 3.1%, while also outperforming NN, DNN, and 

RNN by 14.5%, 7.4%, and 3.1%, respectively. 

➢ Moreover, the precision of the designed SA-SLnO-RNN model showcases 
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impressive improvements, with margins of 31.8%, 31.4%, 24.4%, 39%, and 47.3% 

over DT, SVM, NN, DNN, and RNN, respectively.  

   Collectively, these findings underscore the superior performance of current lung cancer 

analysis model utilizing optimized weighted feature extraction based on the optimized RNN 

approach, outperforming other algorithms in terms of accuracy and precision. 

Table 5. 1 Overall Performance Analysis of The Developed and Traditional Meta-

Heuristic-Based RNN [27] 

Measures PSO-RNN  GWO-RNN  GSO-RNN  SLnO-RNN  SA-SLnO-RNN 

Dataset 1 

Precision 0.83333 0.93333 0.8125 0.76471 0.94118 

Sensitivity 0.625 0.875 0.8125 0.8125 1 

Accuracy 0.73333 0.9 0.8 0.76667 0.96667 

Specificity 0.85714 0.92857 0.78571 0.71429 0.92857 

NPV 0.85714 0.92857 0.78571 0.71429 0.92857 

MCC 0.49099 0.80178 0.59821 0.53035 0.93485 

FPR 0.14286 0.071429 0.21429 0.28571 0.071429 

F1-score 0.71429 0.90323 0.8125 0.78788 0.9697 

FNR 0.375 0.125 0.1875 0.1875 0 

FDR 0.16667 0.066667 0.1875 0.23529 0.058824 

Dataset 2 

Measures PSO-RNN  GWO-RNN  GSO-RNN  SLnO-RNN  SA-SLnO-RNN 

Accuracy 0.92889 0.92667 0.9 0.92 0.94544 

Sensitivity 0.56667 0.48571 0.40816 0.52778 0.64 

Specificity 0.95476 0.96386 0.9601 0.95411 0.98353 

Precision 0.47222 0.53125 0.55556 0.5 0.69565 

FPR 0.045238 0.036145 0.0399 0.045894 0.016471 

FNR 0.43333 0.51429 0.59184 0.47222 0.36 
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NPV 0.95476 0.96386 0.9601 0.95411 0.98353 

FDR 0.52778 0.46875 0.44444 0.5 0.30435 

F1-score 0.51515 0.50746 0.47059 0.51351 0.66667 

MCC 0.47943 0.46848 0.42284 0.47017 0.64855 

 

Table 5. 2 Overall Performance Analysis of the Developed and Traditional Classifiers 

[27] 

Measures DT  SVM  NN  DNN RNN  SA-SLnO-RNN 

Dataset 1 

Precision 0.89474 0.89474 0.875 0.875 0.93333 0.94118 

Sensitivity 1 1 0.82353 0.82353 0.875 1 

Accuracy 0.9375 0.9375 0.84375 0.84375 0.9 0.96667 

Specificity 0.86667 0.86667 0.86667 0.86667 0.92857 0.92857 

NPV 0.86667 0.86667 0.86667 0.86667 0.92857 0.92857 

MCC 0.88059 0.88059 0.68885 0.68885 0.80178 0.93485 

FPR 0.13333 0.13333 0.13333 0.13333 0.071429 0.071429 

F1-score 0.94444 0.94444 0.84848 0.84848 0.90323 0.9697 

FNR 0 0 0.17647 0.17647 0.125 0 

FDR 0.10526 0.10526 0.125 0.125 0.066667 0.058824 

Dataset 2 

Accuracy 0.91556 0.88667 0.93333 0.88222 0.92667 0.94544 

Sensitivity 0.475 0.33962 0.55882 0.28302 0.54839 0.64 

Specificity 0.95854 0.9597 0.96394 0.96222 0.95465 0.98353 

Precision 0.52778 0.52941 0.55882 0.5 0.47222 0.69565 

FPR 0.041463 0.040302 0.036058 0.037783 0.045346 0.016471 

FNR 0.525 0.66038 0.44118 0.71698 0.45161 0.36 
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NPV 0.95854 0.9597 0.96394 0.96222 0.95465 0.98353 

FDR 0.47222 0.47059 0.44118 0.5 0.52778 0.30435 

F1-score 0.5 0.41379 0.55882 0.36145 0.50746 0.66667 

MCC 0.45477 0.36508 0.52277 0.31691 0.46961 0.64855 

 

 

The following figures 5.20 to 5.39 give complete performance comparison of the developed 

and traditional meta-heuristic-based RNN:  

 

 

Figure 5. 20 Comparison of the Precision of a Meta-Heuristic-Based RNN to Traditional 

Methods 
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Figure 5. 21 Comparison of the Sensitivity of a Meta-Heuristic-Based RNN to Traditional 

Methods 

 

 

Figure 5. 22 Comparison of the Accuracy of a Meta-Heuristic-Based RNN to Traditional 

Methods 

 

Sensitivity 
1.2 

1 
1 

0.875 
0.8125 0.8125 

0.8 

0.625 

0.6 
Sensitivity 

0.4 

0.2 

0 

PSO-RNN GWO-RNN GSO-RNN SLnO-RNN SA-SLnO-RNN 



74 

 

 

Figure 5. 23 Comparison of the Specificity of a Meta-Heuristic-Based RNN to Traditional 

Methods 

 

Figure 5. 24 Comparison NVP of a Meta-Heuristic-Based RNN to Traditional Methods 
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Figure 5. 25 Comparison MCC of a Meta-Heuristic-Based RNN to Traditional Methods 

 

 

Figure 5. 26 Comparison of FPR of a Meta-Heuristic-Based RNN to Traditional Methods  
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Figure 5. 27 Comparison F1-score of a Meta-Heuristic-Based RNN to Traditional Methods 

 

 

Figure 5. 28 Comparison FNR of a Meta-Heuristic-Based RNN to Traditional Methods 
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Figure 5. 29 Comparison FDR of a Meta-Heuristic-Based RNN to Traditional Methods 

 

 

 

 

Figure 5. 30 Precision Comparison of the developed and traditional classifiers 
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Figure 5. 31 Sensitivity Comparison of the developed and traditional classifiers 

  

 

Figure 5. 32 Accuracy Comparison of the Developed and Traditional Classifiers 
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Figure 5. 33 Specificity Comparison of the developed and traditional classifiers 

  

  

 

 

Figure 5. 34 NPV Comparison of the developed and traditional classifiers 
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Figure 5. 35 MCC Comparison of the developed and traditional classifiers 

  

  

 

Figure 5. 36 FPR Comparison of the developed and traditional classifiers 
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Figure 5. 37 F1-Score Comparison of the developed and traditional classifiers 

  

 

 

Figure 5. 38 FNR Comparison of the developed and traditional classifiers 
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Figure 5. 39 FDR Comparison of the developed and traditional classifiers 

 

5.9 Performance Analysis on the Time Complexity of Proposed Model. 

   Early prediction lung cancer disease imperative criteria are selecting the best-performing 

model along with other performance parameters like accuracy, precision and F1-Score. 

Proposed model not only performs better in terms of the most accurate results of prediction 

but also the early prediction in terms of time was achieved. Tables 5.3,5.4 and 5.5 show the 

comparative analysis time complexity of each model for lung cancer prediction. 

➢ Table 5.3, observed that the proposed SA-SLnO-RNN prediction time was just 

0.24679 seconds compared to 2.1381 for GSO-RNN, 0.5652 for GWO-RNN, and 

11.786 for PSO-RNN on various optimization techniques used with Neural Network. 

➢ When evaluating time complexity on different classifiers, then found that the 

duration of the SA-SLnO-RNN is 94%, 45%, 9.8%, 82%, and 28.6% minimized than 

SVM, NN, DNN, and RNN, respectively.  

➢ The SA-SLnO-RNN's time is also 95.6%, 88%, 48.5%, and 9.9% faster than that of 

Adaboost, DT, DBN, and Boosted SVM, respectively.  

Hence, the recommended model perceives reduced time when compared with the other 

approaches. 
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Table 5. 3 Performance evaluation of the lung cancer diagnostic model using several 

optimization-based techniques regarding complexity [27] 

Measures PSO-RNN  GWO-RNN  GSO-RNN  SLnO-RNN  SA-SLnO-RNN 

Time (sec) 11.786 0.5652 2.1381 0.28134 0.24679 

 

 

Table 5. 4 Performance evaluation of the built lung cancer diagnostic model using 

several classifiers in terms of time complexity 

Measures DT  SVM  NN DNN  RNN  SA-SLnO-RNN 

Time (sec) 4.184 0.45136 0.2737 1.3894 0.34601 0.24679 

 

 

Table 5. 5 Comparing the lung cancer diagnosis model's overall performance in 

terms of time complexity to several traditional models 

Measures Adaboost  DT  DBN  Boosted SVM  SA-SLnO-RNN 

Time (sec) 5.6683 2.1382 0.47967 0.274 0.24679 
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Chapter Summary 

   This chapter explores the results of the models proposed and used in this work to develop 

a deep learning-based lung cancer detection system. Calculated the performance metrics that 

were used for the optimized weighted feature extraction with attribute correlation, the 

machine learning algorithm, the overall performance evaluation, and the estimation of the 

proposed model. A novel lung cancer detection model utilizing an enhanced deep learning 

technique and attribute correlation-based enhanced weighted feature extraction. The stages 

of this suggested diagnosis paradigm were data mining, attribute extraction, strategy 

collecting, and description. The feature extraction process was used to analyze the acquired 

input data using t-SNE and PCA algorithms. The features were initially extracted through 

the attribute correlation-based optimized weighted attribute mining process, an optimization 

using SA-SLnO recommended method. 
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Chapter 6  

Conclusion and Future Scope 

   This research proposed a novel lung cancer diagnostic model using correlation-based 

optimal weighted feature extraction and an optimal deep learning approach. The proposed 

diagnosis model consists of stages such as data gathring, feature extraction, measurement 

strategy collection, and prediction. The collected input data were entered into the feature 

extraction process using t-SNE and PCA methods. The extracted features are processed 

using an algorithm called SA-SLnO in a correlation-based optimized feature extraction 

process. Data features are classified as normal and abnormal using the optimized RNN 

classifier. The optimization of the hidden neuron is done using the proposed SA-SLnO 

algorithm. Observational analysis shows that the performance of SA-SLnO-RNN is 3.1% 

better than DT and SVM, 14.5% better than NN and DNN, and 7.4% better than RNN. 

Therefore, the proposed model produces better performance than other optimization and 

machine learning methods. 

As a result, the proposed model provides better performance than optimization and machine 

learning techniques. The challenge for the proposed SA-SLnO-RNN model is that it does 

not solve the combinatorial optimization problem. It does not effectively balance the use of 

algorithms and search capabilities. The main problem is the lack of data, latitudinal 

explosion and low local search capabilities. Therefore, this problem can be solved by using 

advanced smart techniques to detect lung cancer in the future. Since medical data is more 

sensitive than other data, new privacy protection algorithms may also be implemented in the 

future to protect data from unauthorized hackers. 
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