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ABSTRACT 

The economy and development of every country are significantly influenced by electric 

power. For the economy to grow sustainably, appropriate infrastructure must be created 

and in place. The major contributors to the development of a country are the power sectors, 

as electricity is essential to modern societies. Electricity can be produced from a variety of 

sources. Conventional energy sources, such as thermal plants, nuclear plants, hydroelectric 

plants, and oil and natural gas-based plants, are the main sources of electricity. The modern 

power system utilizes both conventional and non-conventional energy sources like solar, 

tidal, geothermal, wind, and so on. India's load demand is rapidly shifting. The gigantic 

power age limit is expected to fulfill the rising power need, and this limit can be filled.  

In the design and management of power systems, the security constraint unit commitment 

(SCUC) problem is a significant optimization challenge. In order to satisfy the demand for 

energy at the lowest possible cost while still adhering to a number of operational and 

security requirements, it must determine the optimum method to commit and dispatch 

power-generating units. The SCUC problem gets increasingly challenging as plug-in 

electric vehicles (PEVs) and renewable energy sources grow more common in power 

networks because of the intermittent and unpredictable nature of renewable energy and the 

existence of PEVs as an extra-demand source. 

Examining innovative solutions to the SCUC problem is the aim of the current study. The 

impacts of PEVs and the unpredictability of renewable energy sources (RES) are also taken 

into consideration for both summer and winter days. The innovative methodologies were 

created by fusing optimization algorithms. These hybrid optimization algorithms combine 

local and global search optimizers as their foundation. As a result, the new algorithms are 

better at exploring and exploiting the entire search space. The introduction to SCUC 

problem and its importance in contemporary power sectors are covered in the first section 

of the dissertation.  

In addition, the fundamental concepts of optimization methods, renewable energy sources, 

and electric vehicles have been examined in the subsections. The blend of a meta-heuristic 
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and classical optimization algorithm including hybrid methods has been suggested to solve 

the Security Constraint Unit Commitment Problem. 

Another section of this research deals with the proper justifications and explanations of the 

various optimization methodologies used in optimization research. Review of various 

testing standards, including the PEVs' charging and discharging properties, which are 

utilized to solve the SCUC problem. The nature of PEVs, the uncertainty of RES, and a 

literature review of several optimization approaches are covered in great length in this 

chapter as well. The literature review revealed that several optimizers still have some 

shortcomings. Numerous researchers have also made the argument that no optimizer is 

appropriate for all types of optimization problems. Therefore, it is imperative to investigate 

additional metaheuristic search algorithm variations. The development of new 

metaheuristic optimizers for numerical, engineering, and security constraint-based unit 

commitment problems is the sole focus of this entire chapter. 

The following chapter illustrates novel hybrid metaheuristic optimization methods that 

draw inspiration from arithmetic operations like division, multiplication, addition, 

subtraction, and various chaotic maps. Levy flight and random walk strategies are also used 

to enhance the exploitation search capability of the current optimizers. The chaotic map 

strategy has been applied to the arithmetic optimizer. Furthermore, these optimizers, 

namely CAOA, LAOA, and RWAOA, have better exploitation capabilities by combining 

these chaotic, levy flight, and random walk strategies. To evaluate the efficacy of such 

hybrid optimizers, hypothesis tests are taken into account. The hybrid chaotic arithmetic 

optimization algorithm, hybrid Levy flight arithmetic optimization algorithm, and random 

walk arithmetic optimization algorithm have been developed to enhance the ability to 

exploit and explore the entire search space. 

The next chapter is an overview of the exploitation and exploration of the current AOA. 

The chaotic tent function was used to successfully update the optimizer. The AOA 

optimizer additionally updated the exploitation and exploration phase using Levy flight 

and random walk methods. The CAOA, LFAOA, and RWAOA optimizers have been 



 
 

vi 
 

successfully tested for unimodal, multimodal, fixed dimension standard benchmark issues, 

and interdisciplinary engineering design challenges. For unimodal, multimodal, fixed 

dimension standard benchmark problems and multidisciplinary engineering design 

challenges, the CAOA, LFAOA, and RWAOA optimizers have been tested effectively. 

The proposed CAOA, LFAOA, and RWAOA optimization techniques are used to solve 

SCUC problem in the following chapter. The performance of these algorithms is evaluated 

using the standard test system, which consists of thermal generating units for the small, 

medium, and large power sectors. For frameworks with 10, 20, and 40 generators, the 

proposed calculation's viability was assessed. After a successful experiment, it was 

determined that the security constraint unit commitment problem efficiency of these 

algorithms was superior to that of competing algorithms. The proposed CAOA, LFAOA, 

and RWAOA optimizer outperforms the existing alternatives, as shown by the comparison 

results. 

The SCUC problem has been solved using hybrid CAOA with consideration for the effects 

of PEVs and renewable energy sources, including solar and wind, on summer and winter 

days in the following chapter. For maximum profit and the lowest fuel costs, the test 

systems with 10, 20, and 40 units have been tested successfully. The simulated results 

analysis reveals that the CAOA optimizer outperforms both established and recently 

created heuristics, meta-heuristics, and evolutionary search optimizers. A powerful 

optimizer like this can be used to find a solution for modern power sector security 

constraint unit commitment. The proposed algorithms were subjected to statistical analysis 

using the standard deviation, median value, best fitness, average fitness, and worst fitness 

metrics. The hypothesis testing was supported by the t-test and the Wilcoxon rank sum 

technique. Also, the computation time has been tracked to verify the computations' level 

of computational complexity. 

The significant contribution of the proposed research study is summarized in the final 

chapter. To further improve the security constraint, suggestions are made for several 

generating utilities. In order to get a better result, the usage and contributions of the 



 
 

vii 
 

suggested optimizers CAOA, LFAOA, and RWAOA to the solution of the SCUC problem 

with PEVs and RES have been compared to those of other competitive algorithms. In 

addition, new researchers are given directions for future research activities. 
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CHAPTER-1 

INTRODUCTION 

-------------------------------------------------------------------------------------------- 

1.1 INTRODUCTION 

The extensive network of connections and extremely non-linear operation of the 

contemporary power system have led to a major expansion of the power system. The ever-

increasing demand for power in various sectors, such as residential, commercial, 

agricultural, and industrial, has caused overloading issues in electrical grids. This has been 

further aggravated by the trend toward privatization and deregulation. The expansion of 

the electrical grid must keep pace with demand, while also accounting for time-varying 

power demands, environmental constraints, and optimal utilization of available resources. 

India has set ambitious targets for expanding its renewable energy capacity. By 2030, it 

aims to achieve 450 GW of renewable energy capacity, with a specific target of 175 GW 

by 2022. To achieve this, the government has launched various initiatives, including the 

National Solar Mission, National Wind Mission, and National Bioenergy Mission. 100 GW 

of solar energy, 60 GW of wind energy, 10 GW of bioenergy, and 5 GW of small hydro 

energy will be added to the national grid as a result of these efforts [1].  

Restructured power systems represent a significant shift in the organization and operation 

of electricity markets. Traditionally, power systems were vertically integrated, meaning a 

single utility managed the entire process of electricity generation, transmission, and 

distribution. However, in the latter part of the 20th century, many countries began adopting 

restructuring policies to introduce competition and enhance efficiency in the power sector. 

1.1.1 Key Components of Restructured Power Systems 

Generation: In restructured power systems, the generation sector is often unbundled from 

transmission and distribution. Independent power producers (IPPs) or generators operate 

in a competitive market, where various entities can participate in electricity generation, 

fostering competition and driving innovation. 
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Figure 1.1 Block Diagram of Restructured Power System 

Transmission: Transmission networks, responsible for transporting electricity over long 

distances from power plants to distribution networks, are typically managed independently. 

The goal is to ensure fair access to the transmission grid for multiple generators, promoting 

efficiency and reliability. 

Distribution: Distribution networks, responsible for delivering electricity to end-users, are 

also subject to restructuring. Multiple entities, including competitive retailers, may operate 

in the distribution sector, providing consumers with options and promoting service quality. 

Retail: Restructuring introduces competition at the retail level, allowing consumers to 

choose their electricity supplier. This competition aims to improve service quality, 

encourage innovation, and offer consumers a variety of pricing plans and energy sources. 
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Market Mechanisms: Restructured power systems often incorporate market mechanisms 

such as wholesale electricity markets. These markets enable the buying and selling of 

electricity among generators, traders, and other market participants, establishing 

transparent pricing based on supply and demand dynamics. 

The motivation behind the research with the title "Security Constrained Unit Commitment 

Problem integrated with Renewable Energy Sources and Plug-in Electric Vehicles" is 

rooted in addressing critical challenges in power system operation and planning. This 

research endeavour is driven by several key motivations: 

Grid Resilience and Reliability: Enhancing System Security: With the increasing 

penetration of renewable energy sources, power systems face greater variability and 

uncertainty. Integrating RES and PEVs into the SCUC problem is motivated by the need 

to enhance the resilience and reliability of the grid under varying conditions. 

Transition to Clean Energy: Reducing Carbon Emissions: The integration of RES and 

PEVs is a crucial component of the global effort to transition towards a low-carbon energy 

system. By addressing the security-constrained unit commitment problem in the presence 

of renewables and electric vehicles, the thesis aims to contribute to the reduction of 

greenhouse gas emissions associated with power generation. 

Optimizing Resource Utilization: Maximizing Renewable Energy Integration: The 

research seeks to optimize the utilization of renewable energy sources within the power 

system. This involves developing algorithms and models that consider the intermittency 

and variability of RES while ensuring system security and reliability [2]. 

Grid Flexibility and Adaptability: Accommodating PEV Charging Dynamics: With the 

growing adoption of PEVs, the thesis is motivated to explore ways to integrate their 

charging dynamics into the unit commitment process. This involves developing strategies 

to manage the impact of PEV charging on the grid and leverage the flexibility offered by 

these vehicles. 
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Technological Advancements: Innovations in Grid Management: The thesis is motivated 

by the opportunity to contribute to the advancement of grid management technologies. This 

includes exploring novel approaches to handle the complexities introduced by RES and 

PEVs, ensuring that the power system remains secure and efficient. 

Policy Compliance and Market Dynamics: Meeting Regulatory Requirements: Power 

systems must adhere to stringent security and reliability standards. The thesis is motivated 

by the need to develop solutions that align with existing regulations and market dynamics 

while accommodating the increasing share of renewable energy and the integration of 

PEVs [3]. 

Economic Viability: Cost-Effective Power System Operation: By integrating security 

constraints with the unit commitment problem in the context of RES and PEVs, the thesis 

aims to contribute to cost-effective power system operation. This involves finding optimal 

solutions that balance the economic considerations of power generation with 

environmental and reliability constraints. 

Contributing to Academic and Industry Knowledge: Advancing Research Frontiers: The 

thesis seeks to contribute to the academic knowledge base by pushing the boundaries of 

research in the intersection of security-constrained unit commitment, renewable energy 

integration, and electric vehicle charging management. The findings may offer insights for 

industry practitioners and policymakers. 

The motivation for the thesis lies in its potential to address pressing challenges in power 

system operation, align with global efforts towards sustainable energy, and contribute 

valuable insights to both academic research and practical applications in the field of power 

system optimization and management. 
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Figure 1.2 Current statistics of Power Generation Scenario at Global level [4] 

Nuclear, thermal, hydroelectric, and other power-generating units make up the modern 

power system. Additionally, power demand varies throughout the day. Therefore, to 

achieve optimal generation cost, it is necessary to choose which generating unit should be 

turned on for a specific hour and which should be turned off to meet time-varying power 

demand. SCUC refers to the entire process of making this intelligent decision, and a 

committed unit is a unit that has been programmed to connect to the power system network 

[5]. 
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Figure 1.3 Power Generation Scenario at National level [4] 

 

Figure 1.4 All India Electricity Consumption Sector-wise 2022-23 [4] 
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A mathematical optimization problem called the SCUC issue is employed in the design 

and management of power systems. The Unit Commitment issue, which is a subset of the 

SCUC problem, is concerned with planning the operation of producing units over a certain 

time horizon while satisfying the system's load requirement. By taking into account the 

constraints and contingencies of the transmission network, the SCUC problem elevates the 

UC problem to a higher level of complexity. To put it another way, the safety and 

dependability of the power system are guaranteed by SCUC's consideration of the security 

aspects of its operation. SCUC takes into account the power grid's available transmission 

capacity and ensures that scheduled power flows do not exceed transmission limits [6].  

SCUC takes into account the possibility of power system failures or outages involving 

transmission lines, generating units, or other parts. It guarantees that the power system can 

continue to function safely and reliably even in such circumstances. SCUC makes sure that 

the power system works within the limits of voltage stability, which is important for 

keeping the power system’s reliability. The SCUC problem's objective is to meet security 

constraints while reducing electricity generation and transmission costs. The SCUC 

problem solution provides the optimal schedule for power generation units, transmission 

lines, and other parts of the power system over a given time horizon. To guarantee the 

power system's safe and dependable operation, planners and operators need access to the 

SCUC problem. It aids in maximizing the utilization of transmission infrastructure and 

resources for power generation while preserving the power system's safety and 

dependability [7]. 

1.2 SECURITY CONSTRAINT UNIT COMMITMENT 

SCUC issue is a mathematical optimization problem used in power systems to determine 

the optimum method to schedule power generators while keeping the power system secure 

and dependable. The availability and capacity of generators, transmission line capacities, 

voltage limits, and other technical constraints are all taken into consideration in the SCUC 

problem. It also takes into account unforeseen contingencies like transmission line outages 

or generator failures that could affect the power system's stability and dependability. The 
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SCUC challenge seeks to make the power system safe and reliable under a variety of 

operating scenarios while lowering total power generating and distribution costs. 

The SCUC problem is challenging and calls for complex mathematical methods and 

optimization techniques. Several tactics have been developed throughout time, including 

MILP and MIQP. Modern power systems, which are becoming increasingly 

interconnected, depend heavily on the SCUC problem to function safely and reliably. The 

SCUC problem helps to reduce the likelihood of blackouts, voltage collapses, and other 

critical events that could affect the stability and dependability of the power system by 

optimizing the scheduling of generators and taking into account a variety of operational 

and security constraints [8]. 

1.3 SECURITY CONSTRAINT UNIT COMMITMENT PROBLEM WITH 

ELECTRIC VEHICLES 

The introduction of PEVs into the system has presented additional challenges to the SCUC 

problem in power systems. The increasing ambiguity and fluctuation caused by the PEV 

charging demand might threaten the security and dependability of the power supply. To 

include PEVs in the SCUC issue, it is required to model the charging demand of PEVs as 

a stochastic variable that is affected by many variables such as the quantity of PEVs, their 

charging patterns, and the availability of charging infrastructure. The demand for PEV 

charging can also be influenced by outside variables including the climate, traffic, and 

customer behaviour. 

Numerous modelling and optimization strategies, including robust optimization, and 

scenario-based optimization, have been proposed as solutions to these issues. By taking 

into account the uncertainty and variability of PEV charging demand, these methods can 

contribute to increasing the power system's security and reliability. Besides, the integration 

of PEVs into the power system can likewise give new chances to request power demand 

response and energy storage. By carefully planning the timing of PEV charging and 

discharging, it is feasible to lower the costs and environmental impacts of electricity 

generation while increasing the flexibility and efficiency of the power system. PEVs must 
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be integrated into the SCUC problem, which calls for novel approaches and enhanced 

practices that can handle the cyclical and unpredictable nature of PEV charging demand. 

The power system's security, dependability, and effectiveness can all be enhanced in this 

way, and the advantages of PEV integration can also be secured [9]. 

1.4 SECURITY CONSTRAINT UNIT COMMITMENT PROBLEM WITH 

RENEWABLE ENERGY 

The SCUC challenge in power networks becomes very difficult when renewable energy 

sources are incorporated. Due to the unpredictability and inconsistency of renewable 

energy sources like wind and solar power, it is difficult to schedule generators optimally 

while still assuring the security and reliability of the power system. To address these 

difficulties, sophisticated modelling and optimisation techniques like resilient optimisation 

and scenario-based optimisation have been developed. These techniques are able to deal 

with the volatility and unpredictability of renewable energy sources and help to increase 

the security and dependability of the power system by applying a number of operational 

and security limitations.  

The SCUC problem can be approached in a different way by incorporating energy storage 

systems. Energy storage systems can provide a flexible energy source that can be used to 

balance the power system and help to smooth out the variability and uncertainty of 

renewable energy sources. By maximising the scheduling of energy storage devices, the 

SCUC issue has the potential to help increase the dependability and efficiency of the power 

system while also reducing electricity generating costs and environmental effects. 

Renewable energy sources must be included into the SCUC issue using sophisticated 

modelling and optimisation techniques that can handle their fluctuation and uncertainty. It 

is possible to take advantage of the advantages of the generation of renewable energy while 

simultaneously increasing the power system's security and reliability [10]. 
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1.5 OUTLINES OF THE DISSERTATION 

The SCUC problem in the modern power system is the main focus of the current study. 

The present research focuses on optimizing and overcoming the security constraint unit 

commitment problem in the modern power system. The effect of PEVs is taken into 

consideration by a metaheuristics optimizer when solving the SCUC problem using the 

hybrid algorithm. Also take into account the RES uncertainty in the summer and winter. 

The primary objective is to achieve maximum profit and reliability while meeting time-

varying, technical, electricity demand-response, and other physical constraints. To find the 

best SCUC problem solution, three hybrid algorithms have been tested, and various 

scenarios have been taken into consideration. The potential of the proposed work has been 

examined by testing a variety of small, medium, and large test systems. In this thesis, the 

work of the current study has been organized as follows: 

Chapter 1 is an introduction to the SCUC problem and its significance in the current power 

sectors discussed. The integration of the SCUC problem with PEVs and RES is discussed. 

In addition, various types of metaheuristic search algorithm optimisation techniques are 

presented in this chapter. For the SCUC problem, the hybrid method, as well as the 

stochastic search algorithm and conventional algorithm, have been proposed. 

Chapter 2 discusses the explanations of various optimization techniques' methodologies. 

The chapter discusses the various optimizers utilized to resolve SCUC problem related 

issues. the examination of some of the testing benchmarks used to solve the SCUC 

problem, including PEVs' charging and discharging capabilities. This chapter also provides 

an in-depth discussion of the RES literature. 

Chapter 3 identifies some brand-new metaheuristic optimization methods that are inspired 

by arithmetic mathematical operations like division, multiplication, addition, subtraction, 

a number of chaotic map numbers, and adaptive search methods. The effectiveness of these 

hybrid optimizers is evaluated using hypothesis tests. In order to enhance diversification 

and intensification, in other words, we can say that exploration and exploitation over the 

whole search space, CAOA, RWAOA, and LAOA have been developed. These developed 



 
 

11 
 

hybrid algorithms are tested successfully for different benchmark functions, including 

multidisciplinary engineering design problems. 

Chapter 4 shows that the proposed optimization techniques, CAOA and LFAOA, are 

effective and valid for solving the SCUC problem. Also, a conventional test system with 

thermal generating units for the different power sectors is used to assess how effectively 

the recommended hybrid optimization technique works. The effectiveness of the suggested 

method was assessed with 10, 20, and 40 generators. After a successful experiment, it was 

found that the proposed optimizer outperforms another existing optimizer in solving 

continuous, discrete, and non-linear optimization issues. The novel CAOA and LFAOA 

optimizers outperform all other methods in terms of different constraints, including profit 

comparison. 

Chapter 5 The reliable solution for the SCUC problem, taking into account the influence 

of PEVs, solar RES during summer and winter, and wind power, is provided through the 

utilization of hybrid optimizers such as CAOA and LFAOA. These optimizers have been 

applied to systems comprising 10, 20, and 40 generating units, which have undergone 

successful scheduling, resulting in minimum cost. Through simulation results, it has been 

established that the performance of the CAOA and LFAOA optimizers is superior to that 

of previously established heuristics, metaheuristics, and evolutionary search optimizers, as 

well as those currently in use, in terms of profit. The simulation results indicate that the 

proposed optimizer can determine a satisfactory generating cost value within a reasonable 

computational time frame while incorporating commitment scheduling. Such a powerful 

tool can be employed to obtain solutions for the crucial issue of unit commitment in modern 

power systems. The variation in cost values, including the best, average, and worst values, 

along with their standard deviation and median values, is taken into consideration. Several 

hypothesis tests, including the Wilcoxon rank-sum test and t-test, are utilized to analyze 

the results, although p-values and h-values are subject to uncertainty. Furthermore, the 

computational times for the best, average, and worst simulation times are evaluated. A 
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comprehensive representation and summary of the applications and contributions of 

CAOA, RWAOA, and LFAOA in SCUC problem are provided. 

1.6 CONCLUSIONS 

The present chapter serves as the backbone of the thesis, providing a detailed outline of the 

research work carried out. It offers a comprehensive overview of the different chapters in 

the thesis and summarizes them briefly, highlighting the research's significance. 

Furthermore, the chapter explores the current scenario of security constrained unit 

commitment problems, bringing together the different perspectives and solutions offered 

in the field. The research study presented in this thesis contributes to the existing body of 

knowledge by providing a novel approach to solving this problem. 

In addition, the chapter offers an introduction to the thesis topic, providing a background 

to the research work. It sets the stage for the research problem and presents the objectives 

and methodology employed in the study. The introduction aims to provide a clear 

understanding of the research problem, its importance, and the scope of the study. Overall, 

the chapter provides a comprehensive overview of the thesis, serving as a guide for the 

reader. It lays out the research's foundation, highlighting the problem's significance and the 

approach taken to address it. 
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CHAPTER- 2 

LITERATURE REVIEW 

-------------------------------------------------------------------------------------------- 

2.1 INTRODUCTION 

SCUC is a critical concern in the operation and planning of power systems. The primary 

objective of the SCUC problem is to identify the optimal generation schedule that meets 

system demand while ensuring the safety and reliability of the power grid. Over the past 

few years, significant strides have been made in the development of efficient optimization 

algorithms for addressing the SCUC problem. The field of optimization research is 

constantly expanding due to new challenges and opportunities, driving further 

advancements in this area. 

The different new procedures or strategies for various improvement issues are needed to 

effectively settle. To overcome the shortcomings of the current methods, the research is 

rapidly developing a hybrid combination of optimization algorithms. The current chapter 

provides an overview of the literature available on various optimization methods utilized 

to effectively address the challenges posed by security constraints in unit commitment 

problems. The SCUC problem related issues became more complicated when renewable 

energy sources like solar, wind, and others were involved. Additionally, the numerous 

constraints have made SCUC problem more complicated, including the charging and 

discharging of PEVs. In order to improve the system's reliability and boost the system’s 

generation profits, the power scheduling selections and allocations are more crucial in the 

security constraint unit commitment problem. 

2.2 REVIEW OF LITERATURE 

Optimization is a huge area of research in power systems, where research activities are 

used to design various optimization techniques. Numerous researchers have developed 

optimization techniques to address a variety of issues in a variety of fields. In order to 

improve the existing optimizer's efficiency, numerous researchers are successfully 
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developing new optimizers and modifying existing algorithms using chaotic and hybrid 

techniques [11]. The successfully implemented methods, including SCUC problem, can be 

divided into three groups for issues in the real world: conventional techniques, non-

conventional techniques, and hybrid techniques. The researchers are eager to discover 

novel approaches and methods for resolving problems involving security constraint unit 

commitment. Additionally, optimization is a huge field in which research is moving 

quickly. The researchers are successful in locating solutions by attempting to apply various 

methods to various issues. In order to address any shortcomings in the methods that are 

currently in use, research is ongoing to discover new algorithms and hybrid versions of 

existing algorithms. The review of literature has been divided into three subsections viz. 

(i) Review of SCUC problem, (ii) Review of SCUC problem by considering renewable 

energy sources, (iii) Review of SCUC problem by considering the PEVs. 

2.2.1 Review of Security Constraint Unit Commitment Problem 

A metaheuristic technique was created by Yang et al. [12] to address the unit commitment 

problem with renewable energy sources. The tool included a revolutionary method for 

sampling several zones and considered the clever control of PEV charging and discharging. 

The analysis of four different unit commitment scenarios in various weather and season 

circumstances made up the entirety of the study. To completely analyse and assess the 

economic impacts of various scenarios, the average economic cost index is utilised [13].  

Imani Hosseini et al. The utilisation of a V2G system is taken into consideration in the 

SCUC problem. They discussed the scheduling and management of power systems 

utilising V2G. The expanded IEEE 30 bus system and the IEEE 6 bus system are two case 

studies that have used the suggested methodology. In this study, two simulated scenarios 

were provided: The SCUC problem was initially evaluated separately and then with a few 

electrical cars connected to the lattice. The results demonstrate a reduction in the overall 

cost of operating. The administrator can also establish the appropriate number of cars 

needed to depart every hour by employing the suggested method. The findings of this study 
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could prove useful for system designers and operators in the design, planning, and 

operation of power systems [14].  

In their work, Muralikrishna et al. conducted a thorough examination of evolutionary 

optimization methods utilized for solving UC problems. They gathered information from 

several peer-reviewed publications and divided their analysis into multiple sections, using 

a range of evolutionary optimization techniques. The aim was to provide assistance to new 

researchers in addressing modern UC problems in various power system scenarios [15]. 

Wang and Hobbs, along with other researchers, conducted an investigation into unit 

commitments in the real-time market with a focus on ramp or Flexi-ramp capability. The 

Flexi-ramp was defined as the reserve committed unit's ability to handle sudden changes 

in demand resulting from the increased penetration of renewable energy. This study 

highlighted the need for flexible generators to better handle such scenarios. To further 

advance the research, the team incorporated a multitude of complex constraints, including 

meeting load demands, power generation limits, minimum up and free time, as well as 

spinning reserves [13]. 

Abujarad et al. done a review of the UC concepts, goals, and limitations in the literature. 

The need for alternative optimization strategies for UC solutions is the subject of this study. 

The effects of installing energy storage devices on UC models and the fluctuation in power 

generation caused by them are discussed [16]. 

V. K. Kambhoj et al. for further developing the double ability to deal and worldwide 

execution of the DE calculation, a novel and mixture variant of the DE calculation is 

introduced, and furthermore, presents a DE algorithm in the hybrid form for calculation 

joined with a random search for the arrangement of a solitary region UCP. Experimental 

investigation was conducted on benchmark systems containing 4, 10, 20, and 40 generating 

units to evaluate the effectiveness of the hybrid DE random search method. The results of 

the study demonstrate the efficacy of the proposed hybrid algorithm and its ability to 

produce global solutions for the UCP problem [17]. 
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Ghasemi et al. introduced a stochastic model for security-constrained unit commitment 

(SCUC) to enable the smooth integration of wind power into reconfigurable transmission 

networks [18]. The model was not only presented but also implemented in practice [18]. 

While accommodating transmission constraints, the proposed model makes use of network 

reconfiguration to reduce costs associated with energy, spinning reserve, wind curtailment, 

and load shedding. The Benders decomposition method is used to formulate and solve the 

associated optimization problem. Using IEEE 118-bus and 6-bus test systems, the proposed 

model's performance is thoroughly examined [18]. 

Talebizadeh et al. have suggested an appropriate charging and discharging schedule for 

PEVs based on load variations [3]. Integral PEVs are incorporated into the proposed 

method; referred to as parking lots; into the issue of unit commitment [3]. The effects of 

PEVs on generation scheduling are examined using a 10-unit IEEE test system. Significant 

technological and financial savings can be seen in the simulation analysis results [3]. 

Zheng et al. conducted a review of stochastic optimization-based unit commitment 

techniques. These techniques have been widely utilized in the power sector to facilitate 

decision-making processes for dispatch and power generation planning. Unit commitment 

is a critical aspect of power generation, and this review highlighted two main areas of 

research: unit commitment improvement and ongoing operations [19]. 

Cai et al. developed a mathematical model based on the conventional SCUC formulation 

to address the problem of power system dispatching including plug-in hybrid electric 

vehicles (PHEVs) [20]. The model takes into account not only the financial gains for PHEV 

owners but also the costs associated with carbon dioxide emissions, while ensuring the safe 

operation of the power system. The UC model and the EVs scheduling model, both of 

which incorporate AC power flow constraints, are then used to decouple the developed 

model from the PHEVs as mobile energy storage units [20]. 

Nikolaidis and others analyzed annual data from the isolated power system on the island 

of Cyprus to assess the effect of intermittent renewable energy sources on total production 
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costs. They recognized electrical energy stockpiling as a feasible way to deal with upgrade 

adaptability and dependability. To model and evaluate the selected EES facilities, a life-

cycle cost analysis was carried out with cost metrics and characteristics based on actual 

values found in the literature [21]. According to the findings of the uncertainty analysis, 

the vanadium-redox flow battery exhibited the highest net present value compared to other 

evaluated electrical energy storage facilities [22]. Nevertheless, the sodium-sulphur battery 

system was identified as the most secure investment, in terms of both the uncertainty range 

and mean value, followed by the lead-acid battery system. On the other hand, even though 

the lithium-ion battery system had high capital costs, its overall cost performance was still 

poor, as indicated by its negative mean NPV well below zero [22]. 

Panagiotis et al. concentrated on UC models that employ several strategies to control the 

unpredictability of renewable energy sources and integrate large amounts of wind power 

output. The IEEE RTS 96 power system was chosen by the researchers as their test platform 

[23]. To evaluate the effectiveness of different electrical energy storage facilities in 

enhancing flexibility and reliability, a life-cycle cost analysis was conducted by 

considering the most realistic values found in the literature. The vanadium-redox flow 

battery was found to have the highest NPV among the EES facilities evaluated, while the 

sodium-sulphur and lead-acid battery systems were deemed the most secure investments 

based on their uncertainty range and mean value. Additionally, simulation results showed 

that an optimized charging strategy was more effective than a random charging strategy in 

terms of total operating costs and capacity to integrate additional EVs [23]. The most 

reliable UC model has higher overall operating expenses as compared to the other models 

as a result of its more conservative approach to handling the stochastic nature of wind. 

There is a non-linear trade-off between power system robustness and overall operating cost, 

which also influences EV uptake, depending on the features of each power system [23]. 

According to Wang et al., the growth in PEV ownership in recent years has been sparked 

by favourable regulatory changes, a greater availability of charging infrastructure, and 

reduced beginning prices. PEV adoption boosts grid-based power consumption, which may 
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either make supply shortages worse or level off demand curves. It is essential to have the 

best coordination and commitment of power production units while also making it feasible 

for more PEVs to connect to the grid in order to minimise the cost and pollution generated 

by thermal power generation systems as well as make the transition to a smarter grid [24]. 

The inclusion of stochastic charging behaviour of PEVs with flexible demand side 

management poses new challenges for optimizing complex power systems, rendering 

existing mathematical methods inadequate. This study aimed to tackle the challenge of 

large-scale unit commitment problems that involve mixed-integer variables and multiple 

constraints commonly found in PEV-integrated grids. To achieve this, a novel parallel 

competitive SOA was developed, which combines binary and real-valued optimizers, and 

can handle simultaneous UC problem and demand side management of PEVs. The 

proposed method was tested in numerical case studies, which included different scales of 

unit numbers and a variety of demand-side management strategies for plug-in electric 

vehicles. The results of these studies demonstrated that the parallel competitive swarm 

optimization-based method outperformed other approaches in effectively addressing the 

complex optimization problem. Plug-in electric vehicles' adaptable demand-side 

management strategies have demonstrated significant economic potential [9]. 

The importance of performing stochastic analysis on the security-constrained unit 

commitment problem has been emphasized by Mehrtash et al.[25]. This is particularly 

relevant in the current electricity market where renewable energy sources are being 

increasingly deployed on the generation side, and variable loads are emerging on the 

demand side. Additionally, the growing popularity of plug-in electric vehicles that rely on 

electricity instead of fossil fuels presents both opportunities and challenges for modern-

day electric power systems. As such, there is a need for continued research in this area to 

ensure safe and efficient operation of the electricity market [25]. 
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Table 2.2.1 Literature Review on Security Constraint Unit Commitment Problem 

Author Year Research Gaps Findings Test 

Systems 

Used 

Bertsimas, 

D. et al.[26] 

2005 Integration of 

uncertainty in 

unit commitment 

Showed that the incorporation of 

uncertainty led to more robust 

and flexible unit commitment 

solutions 

IEEE 

RTS-96 

Zhang, N. et 

al. [27] 

2009 Uncertainty 

modeling in unit 

commitment 

Identified the need for improved 

modeling techniques to capture 

the effects of uncertainty on unit 

commitment 

IEEE 118-

bus system 

Guan, Y. et 

al. [28] 

2011 RES integration 

with UCP 

Showed that the integration of 

renewable energy sources can 

significantly reduce the 

operational cost of power 

systems 

IEEE 118-

bus system 

Wu, L. et al. 

[28] 

2013 Multi-objective 

unit commitment 

Identified the need for better 

optimization techniques to 

handle the conflicting objectives 

of unit commitment 

IEEE 30-

bus system 

Liu, C. et 

al.[29] 

2015 Unit 

commitment 

under 

transmission 

network 

constraints 

Showed that the inclusion of 

transmission network 

constraints can lead to more 

efficient and reliable unit 

commitment solutions 

IEEE 118-

bus system 

Rogier et al. 

[30] 

2021 All security 

constraints are 

not considered 

Solved the unit commitment 

problem by considering ramping 

constraints 

10 Unit, 

New 

algorithm 

Wenjun et 

al.[31] 

2022 Some limited 

constraints of 

SCUC problems 

are considered 

Fastly detect the redundant 

constraints in the security 

constraint unit commitment 

problem. 

IEEE-30 

Bus 

system 

Ayani N. et 

al.[9] 

2022 Not considering 

the wind power 

generation as 

RES source 

Profit based unit commitment 

problem is solved with hybrid 

algorithm. 

10. 20 

generating 

unit 

system are 

considered 
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Table 2.2.2 Hierarchy, Timescale of problems in the operation and planning of Power 

Systems 

Hierarchy  Timescale  Problems  References  

Strategic  
Long-Term 

(Years) 

Resource Planning, Infrastructure 

Development, Regulatory 

Compliance, Integration of 

Renewable Energy Sources   

[32][33][34] 

 Tactical  

Medium-Term 

(Months-

Years) 

Capacity Expansion Planning, 

Transmission Network Upgrades, 

Load Forecasting and Demand 

Management, Market Design and 

Policy Changes 

[35][36][37] 

[38][13][39] 

Operational 

Short-Term 

(Minutes-

Hours) 

Real-Time Grid Operations, 

Contingency Management, Voltage 

and Frequency Control, Emergency 

Response 

[40][41][42] 

[43][44][41]  

Technical 

Very Short-

Term 

(Seconds) 

Fault Detection and Diagnostics, 

Grid Stability and Resilience, 

Cybersecurity  

 [45][46][47] 

Procedural 
Immediate 

(Real-Time)  

Operator Training and Procedures, 

Communication Protocols, Control 

Room Coordination   

[48][49][16][50]  

 

Effective management and day-ahead scheduling of plug-in electric vehicles presents an 

opportunity to address the challenges faced by power system operation and planning. To 

address the security-constrained unit commitment problem involving wind power 

generation and plug-in electric vehicles, this study proposes a novel approach that utilizes 

interior point optimization techniques. The method offers the advantages of conventional 

scenario-based approaches while overcoming their limitations. The algorithm was 

implemented on two networks: a large-scale 118-bus test system and a 6-bus test system. 

The results of the study demonstrate that the proposed method is accurate and effective, 

particularly for large-scale power systems with varying levels of uncertainty [25]. 
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2.2.2 A comprehensive literature review on SCUC problems with RES 

In the planning of the operation of power systems, the SCUC problems is a crucial 

optimisation issue. Finding the best unit commitment schedule for generators while 

ensuring the power system complies with operational requirements, such as security and 

reliability limitations, is the goal of the SCUC issue [6]. New difficulties in SCUC issues 

have emerged as a result of the growing penetration of renewable energy sources (RESs) 

in power networks. An overview of current studies on security-constrained unit 

commitment issues with renewable energy sources is provided in this literature review [51]. 

Several research have looked into SCUC issues with renewable energy. A 2-stage strategy 

was suggested by Zhang et al. (2021) for resolving the SCUC issue using renewable energy 

sources. In the first step, a unit commitment issue with no security requirements is solved, 

and in the second stage, security constraints are added. A case study employing wind and 

solar energy sources was employed in the study to show the usefulness of the mixed-integer 

linear programming model [52]. 

Studies have also been done on stochastic SCUC issues using renewable energy sources. 

A stochastic SCUC model that takes into account wind and solar power as uncertain 

variables was proposed by Fouladgar et al. (2018). The study used a chance-constrained 

programming approach to handle the uncertainty in the stochastic SCUC problem. The 

results showed that the proposed model could effectively handle the uncertainty in the 

stochastic SCUC problem [18]. 

Multi-objective SCUC issues with renewable energy sources have been examined in a 

number of research. A bi-level, multi-objective SCUC model that takes into account both 

economic and environmental goals was presented by Li et al. in 2019. The bi-level multi-

objective SCUC issue was solved using a non-dominated sorting genetic algorithm II 

(NSGA-II) in the study. The findings demonstrated that the suggested model could 

successfully balance the SCUC problem's economic and environmental objectives while 

using renewable energy sources [53]. 
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To enhance the performance of SCUC issues, battery energy storage systems have been 

combined with renewable energy sources. A SCUC model that takes battery energy storage 

systems into account to manage the unpredictability and uncertainty of renewable energy 

sources was proposed by Huang and colleagues in 2020. The findings of the study 

demonstrated that the suggested model could successfully handle the unpredictability and 

uncertainty of renewable energy sources. The study employed a two-stage strategy to 

address the SCUC problem using BESSs. There are a number of research gaps in the 

literature, as indicated in the table, including the neglect of voltage stability in SCUC 

issues, the absence of thorough analyses of optimisation models for SCUC with 

renewables, and the disregard for chance-constrained programming. However, there have 

been several findings, including the effectiveness of GA-based and SCUC approaches in 

handling uncertainty and variability of renewables, the significant impact on RES [54]. 

Table 2.2.3 Literature review on security constraint unit commitment problem with RES 

Author & Year References Research Gaps 
Findings Test System 

Used 

Galiana, F. D., 

& Wu, L. 

(2010). 

[50]  

Lack of 

comprehensive 

review of 

optimization models 

for SCUC 

Reviewed various 

optimization models 

for SCUC with 

renewables 

Power 

system with 

SCUC 

Ortega-

Vazquez, M. A., 

& Kirschen, D. 

S. (2013). 

[55]  

Lack of assessment of 

wind power's impact 

on system flexibility 

Wind power can 

significantly reduce 

operational flexibility 

Power 

system with 

wind power 

Yang, H., Sun, 

Y., & 

Shahidehpour, 

M. (2016). 

[56]  

Lack of consideration 

for chance-

constrained 

programming 

The proposed 

approach can handle 

the uncertainty of 

renewables 

Power 

system with 

wind power 

and solar 

power 

Li, X., 

Fouladgar, M. 

M., & Ahmadi-

Khatir, A. 

(2019). 

[57]  

Lack of multi-

objective approach to 

SCUC with 

renewables 

A proposed bi-level 

multi-objective 

approach for SCUC 

with RE 

Power 

system with 

wind power 

and solar 

power 
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Zhang, L., Xu, 

H., & Gao, F. 

(2021). 

[58]  

Lack of consideration 

for two-stage 

approach to SCUC 

with RE 

Proposed two-stage 

approach for SCUC 

with renewables 

Power 

system with 

RES 

 

The test systems used in these studies vary, with some studies using power systems with 

wind power and/or solar power, while others do not specify a test system. 

2.2.3 A comprehensive literature review on security constraint unit commitment 

problems with plug-in electric vehicles 

 

As shown in the table, there are several research gaps in the literature, including the lack 

of consideration for PEVs in SCUC, the lack of analysis on the impacts of PEVs on system 

operation, and the lack of consideration for the charging behaviours of PEVs. 

Table 2.2.4 Literature review on security constraint unit commitment problem with electric 

vehicles 

Author & 

Year 

Refer

ences 
Research Gaps Findings 

Test System 

Used 

Li, Liu & 

Wang 

(2012). 

[28]  

Lack of consideration 

for electric vehicles in 

SCUC 

Proposed approach can 

effectively model PEVs in 

SCUC 

IEEE 30-bus 

system with 

PEVs and wind 

power 

Saberi & 

Vahidinasa

b (2013). 

 [59] 

Lack of analysis on 

impacts of EVs on 

system operation 

Proposed approach can 

effectively manage PEVs in 

SCUC 

IEEE 14-bus 

system with 

PEVs 

Ding, Li & 

Li (2016). 
[60]  

Lack of consideration 

for charging behaviors 

of PEVs 

Proposed approach can 

model EV charging 

behaviors in SCUC 

IEEE 33-bus 

system with 

PEVs and wind 

power 

Kucuk & 

Kucuk 

(2018). 

 [61] 

Lack of analysis on 

effects of charging 

infrastructure 

Proposed approach can 

manage PEV charging 

infrastructure in SCUC 

IEEE 30-bus 

system with 

EVs and 

charging 

infrastructure 

Zhang & 

Cui (2019). 
[62]  

Lack of analysis on 

impacts of stochastic 

PEVs 

Proposed approach can 

effectively manage 

stochastic PEVs in SCUC 

IEEE 118-bus 

system with 

PEVs and wind 

power 
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Bai, Wang 

& Li (2020). 
[63]  

Lack of analysis on 

effects of bidirectional 

charging 

Proposed approach can 

manage bidirectional PEV 

charging in SCUC 

IEEE 33-bus 

system with 

PEVs and solar 

power 

Rahimi, 

Safari & 

Moradi 

(2020). 

[37]  

Lack of consideration 

for uncertainty in PEV 

charging 

Proposed approach can 

handle uncertainty in EV 

charging for SCUC 

IEEE 33-bus 

system with 

PEVs and wind 

power 

Zhang, 

Huang & 

Han (2021). 

[58]  
Lack of analysis on 

effects of V2G services 

Proposed approach can 

manage V2G services in 

SCUC 

IEEE 118-bus 

system with 

PEVs and wind 

power 

Zangeneh et 

al. (2015) 
[64] 

Electric vehicle 

charging and 

discharging impact on 

power system 

reliability is absent.  

To maximise the integration 

of electric cars into the 

power grid while retaining 

dependability, a security-

constrained unit 

commitment model was 

proposed. 

IEEE 118-bus 

test system 

Haji et al. 

(2016) 
[65] 

Lack of consideration 

of the uncertainty of 

electric vehicle arrival 

and departure times. 

Proposed a robust security-

constrained unit 

commitment model that 

considers the uncertainty of 

electric vehicle arrival and 

departure times. 

IEEE 57-bus 

test system 

Asrari et al. 

(2017) 
[14] 

The effects of electric 

car charging on the 

distribution system 

have not been well 

examined. 

Proposed a security-

constrained unit 

commitment model that 

takes the distribution 

system's effect of PEV 

charging into account. 

IEEE 33-bus 

distribution 

system 

Teng et al. 

(2018) 
 [66] 

The UC problem's 

implications for 

battery deterioration in 

electric vehicles are 

not taken into account. 

A security-constrained unit 

commitment model that 

takes the effect of battery 

deterioration on the ideal 

charging and discharging 

schedule into account has 

been proposed. 

IEEE 118-bus 

test system 

Safdarian et 

al. (2019) 
[13] 

Lack of analysis of the 

impact of electric 

vehicle parking lots on 

the power system. 

Proposed a SCUC model 

that considers the impact of 

electric vehicle parking lots 

on the power system. 

IEEE 118-bus 

test system 
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Li et al. 

(2020) 
[60] 

Lack of consideration 

of the multi-objective 

nature of the UCP. 

Proposed a SCUC that 

considers the multi-

objective nature of the 

problem and optimizes the 

economic and 

environmental objectives. 

IEEE 118-bus 

test system 

Mousavi et 

al. (2021) 
[67] 

Lack of consideration 

of the impact of 

electric vehicle 

charging on the power 

system voltage 

stability. 

Proposed a SCUC model 

that takes into account how 

charging electric vehicles 

affects the stability of the 

power system's voltage. 

IEEE 39-Bus 

Test system 

 

However, there have been several findings, including the effectiveness of proposed 

approaches in effectively modelling and managing PEVs in SCUC, the importance of 

analyzing the effects of bidirectional charging and V2G services, and the effectiveness of 

approaches in handling uncertainty in PEV charging. Some of these studies employ IEEE 

30-bus, IEEE 33-bus, and IEEE 118-bus systems with electric vehicles, wind, solar, and/or 

charging infrastructure, while other studies do not identify a test system [68]. 

2.2.4 A comprehensive literature review on security constraint unit commitment 

problems with PEVs and renewable energy sources 

Table 2.2.5 Literature review on SCUC problem with PEVs and RES. 

Author References Research Gaps Findings 
Test 

System 

Carrión, M et al. 

(2006). SCUC 

with Wind Power 

Plants 

[69] 

Incorporating 

wind power plants 

into SCUC models 

Wind power plants can be 

successfully included into 

the SCUC issue and the 

uncertainties related to 

wind power generation 

can be handled by the 

provided model and 

solution method. 

IEEE 118-

bus system 

Morales-España, 

G., Gómez-

Lázaro, E., & 

Pérez-Molina, J. 

(2013). SCUC 

[67] 

How to effectively 

incorporate large-

scale wind farms 

into SCUC models 

The proposed model and 

algorithm can effectively 

handle large-scale wind 

farms in SCUC problems, 

while considering 

IEEE 118-

bus system 
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with large-scale 

wind integration. 

transmission constraints 

and voltage stability. 

Ranjbar, A. M., & 

Taherian, H. 

(2016). Unit 

commitment 

problem with 

solar and wind 

energy sources. 

[70] 

Incorporating solar 

power plants into 

SCUC models, 

including 

consideration of 

the variability and 

uncertainty of 

solar power 

generation 

The proposed model and 

solution algorithm can 

effectively handle the 

uncertainties associated 

with solar power 

generation in SCUC 

problems. 

IEEE 30-

bus system 

Zhang, J., Li, G., 

& Wu, L. (2017). 

Multi-objective 

UC with Wind 

Generating 

power, and 

Energy storage 

[41] 

Incorporating 

wind and energy 

storage into SCUC 

models  

The proposed multi-

objective optimization 

algorithm can effectively 

handle wind power and 

energy storage in SCUC 

problems while 

considering multiple 

objectives. 

IEEE 118-

bus system 

and a 

modified 

version of 

the PJM 

system 

Luo, F., Lu, Q., 

Chen, Y., & 

Chen, C. (2018).  

[62] 

How to effectively 

handle high wind 

power penetration 

in SCUC problems 

and improve the 

optimization 

algorithm 

The proposed algorithm 

can effectively handle 

high wind power 

penetration in SCUC 

problems. 

IEEE 39-

bus system 

Ayani N. et al 

(2020) 
[71] 

Solution to the 

UCP considering 

with EVs  

The proposed algorithm 

scheduled the power 

demand 

10, 20 

Generating 

unit 

system 

Ayani N. et al. 

(2021) 
[51] 

Solve the UCP 

problem with RES, 

considering the 

photovoltaic as 

renewable energy 

source. 

The algorithm in question 

has been specifically 

designed to tackle the 

UCP problem, which is 

essentially a profit-based 

unit commitment 

problem. 

10, 20, 40 

generating 

unit 

system 

considered 
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M. Abdelateef 

Mostafa et al. 

(2022) 

[72] 
Wind energy 

conversion system 

The proposed work 

focused on the wind 

energy conversion system 

integrated with grid. 

Soft 

Computing 

Methods 

 

Table 2.2.6 Literature review on SCUC problem with PEVs and RES 

Author Name 

and Year 

References Research Gaps Findings Test 

System 

Gao et al. 

(2020) 

[24] Lack of investigation 

on the coordination 

of SCUC with the 

charging and 

discharging of EVs 

Proposed an 

integrated SCUC 

and EV charging 

scheduling model 

IEEE 118 

Bus 

System 

Lin et al. 

(2021) 

[53] The limited 

consideration of 

power system 

uncertainty in SCUC 

problems with RESs 

and EVs 

Developed a two-

stage stochastic 

SCUC model 

taking into account 

the EV and RES 

uncertainties 

IEEE 30-

bus 

system 

Niu et al. 

(2021) 

[50] Lack of investigation 

on the joint 

scheduling of wind 

power and EVs in 

SCUC 

Proposed a joint 

wind power and 

EV charging 

scheduling model 

for SCUC 

IEEE 118-

bus 

system 

Wang et al. 

(2022) 

[20] Limited research on 

the impact of EV 

charging on the 

power system 

voltage stability in 

SCUC 

Developed an 

SCUC model 

considering the 

voltage stability 

constraint under 

EV charging 

IEEE 30-

bus 

system 

Zhang et al. 

(2022) 

[31] Limited 

consideration of the 

interaction between 

EVs and RESs in 

SCUC 

Developed a 

coordinated EV 

charging and RES 

scheduling model 

for SCUC 

IEEE 118-

bus 

system 

 

Furthermore, there is still a lot of examination to be finished around here, for example, 

exploring the effect of various PEVs infiltration levels and charging methodologies on 
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SCUC issues, growing more precise and productive models for RESs, and tending to the 

difficulties of coordinating PEVs and RESs into power frameworks at an enormous scope. 

2.2.5 A comprehensive literature review on the metaheuristic’s optimization 

technique 

 

In a variety of fields, including engineering, computer science, management, and others, 

metaheuristic optimization techniques are frequently used to solve optimization problems. 

Intelligent search algorithms are the foundation of these strategies, which are capable of 

rapidly locating high-quality solutions to challenging optimization issues. This section of 

the chapter presents a literature review in table format, offering a summary of the most 

significant metaheuristic optimization techniques developed and implemented between 

2005 and 2023. 

Table 2.2.7 Literature review on the metaheuristic optimization algorithms. 

References 
Algorithm 

Name 

Author & 

Year 
Research Gaps Findings 

[73] 

Harmony 

Search 

Algorithm 

Z. W. Geem et 

al. (2005) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

engineering 

optimization 

problems 

[74] 
Artificial Bee 

Colony 

Karaboga and 

Basturk (2007) 

Need for more 

efficient update 

mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

real-world 

optimization 

problems, 

outperforms other 

algorithms 

[75] 
Cuckoo Search 

Algorithm[75] 

X. S. Yang 

and S. Deb 

(2009) [75] 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

complex 

optimization 

problems 

[76] Bat Algorithm 
X.-S. Yang 

(2010) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings 

Effective at solving 

continuous 

optimization 

problems with noisy 

objective functions 

[77] 
Firefly 

Algorithm 
Yang (2010) 

Need for better 

search strategy, 

parameter tuning. 

High efficiency and 

flexibility, able to 

solve complex 
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optimization 

problems 

[78] 

Artificial Bee 

Colony 

Algorithm 

D. Karaboga 

and B. Akay 

(2010) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

continuous 

optimization 

problems 

[79] 
Krill Herd 

Algorithm 

Gandomi and 

Alavi (2012) 

Need for more 

efficient update 

mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

real-world 

optimization 

problems, 

outperforms other 

algorithms 

[80] 

Flower 

Pollination 

Algorithm 

X.-S. Yang 

(2012) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

continuous 

optimization 

problems with non-

linear constraints 

[81] 
Grey Wolf 

Optimizer 

Mirjalili et al. 

(2014) 

Lack of diversity in 

population, 

sensitivity to 

parameter settings. 

Outperforms other 

optimization 

algorithms in 

accuracy and 

efficiency 

[82] 

Teaching-

Learning-Based 

Optimization 

Algorithm 

R. Kumar and 

P. Kumar 

(2014) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving a 

variety of 

optimization 

problems 

[83] 

Moth-Flame 

Optimization 

Algorithm 

Mirjalili 

(2015) 

Need for more 

efficient update 

mechanisms, 

sensitivity to 

parameter settings. 

Outperforms other 

optimization 

algorithms in 

accuracy and 

efficiency 

[84] 

Whale 

Optimization 

Algorithm 

Mirjalili and 

Lewis (2016) 

Need for more 

efficient update 

mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

complex 

optimization 

problems, 

outperforms other 

algorithms 

[85] 

Grasshopper 

Optimization 

Algorithm 

S. Mirjalili 

(2019) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

real-world 

optimization 

problems 
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[86] 

Biogeography-

Based 

Optimization 

X. Liu et al. 

(2020) 

Need for efficient 

update mechanisms, 

sensitivity to 

parameter settings. 

Effective at solving 

real-world 

optimization 

problems 

[2] 

Arithmetic 

Optimization 

Algorithm 

(AOA) 

Abualigah 

(2021) 

Arithmetic Operator 

for Exploration and 

Exploitation 

Engineering design 

problem. 

 

Table 2.2.8 Literature review on the metaheuristic optimization algorithms. 

Year 
Metaheuristic 

Technique 
Application Key Features References 

2005 
Particle Swarm 

Optimization (PSO) 

Image 

Segmentation 

Social learning and 

global optimization 
[87] 

2006 
Genetic Algorithm 

(GA) 

Supply Chain 

Management 

Chromosome encoding 

and crossover 
[34] 

2007 
Ant Colony 

Optimization (ACO) 

Routing 

Optimization 

Pheromone trail and 

heuristic function 
[88] 

2008 
Differential Evolution 

(DE) 

Power System 

Optimization 

Mutation and crossover 

operators 
[89] 

2009 
Artificial Bee Colony 

(ABC) 
Data Clustering 

Employed bees and 

onlooker bees phases 
[78] 

2010 Harmony Search (HS) 
Sensor Placement 

Optimization 

Memory consideration 

and improvisation rate 
[6] 

2011 
Firefly Algorithm 

(FA) 
Feature Selection 

Attraction and distance-

based light intensity 
[77] 

2012 
Grey Wolf Optimizer 

(GWO) 

Wireless Sensor 

Networks 

Alpha, beta, and delta 

wolf positions 
[81] 

2013 Cuckoo Search (CS) 
Resource 

Allocation 

Random walk and Lévy 

flight 
[90] 

2014 Bat Algorithm (BA) 
Image 

Classification 

Echolocation and 

frequency tuning 
[91] 

2015 

Teaching-Learning-

Based Optimization 

(TLBO) 

Economic Load 

Dispatch 

Teacher and learner 

phases 
[82] 

2016 
Moth-Flame 

Optimization (MFO) 

Portfolio 

Optimization 

Moth and flame 

attraction and 

movement 

[83] 
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2017 
Whale Optimization 

Algorithm (WOA) 

Artificial Neural 

Network Training 

Encircling and bubble-

net hunting 
[84] 

2018 
Dragonfly Algorithm 

(DA) 
Task Scheduling 

Swarming and 

territorial behaviour 
[92] 

2019 
Water Cycle 

Algorithm (WCA) 

Image 

Enhancement 

Evaporation and 

precipitation phases 
[93] 

2021 

Arithmetic 

Optimization 

Algorithm (AOA) 

Engineering 

Design 

Arithmetic Operator for 

Exploration and 

Exploitation 

[2] 

2021 
Elephant Herding 

Optimization (EHO) 
Image Retrieval 

Herd behavior and 

migration 
[94] 

2021 
Chaotic Slime Mold 

Algorithm   

Engineering 

Design 
Chaotic Slime mold [95] 

2022 
Manta ray foraging 

optimization 
Image processing Manta ray foraging [96] 

 

Ultimately, it can be concluded that extensive exploration is still underway concerning 

metaheuristic optimization approaches, with a plethora of novel algorithms being put 

forward and rigorously assessed for their efficacy in resolving intricate optimization 

problems. However, there are still research gaps that need to be filled, such as the 

requirement for update mechanisms that are more effective and the sensitivity to set 

parameters. In general, metaheuristic optimization methods are still useful tools for 

resolving challenging optimization issues in a variety of contexts. 

The No Free Lunch Theorem (NFL) is a concept that originates in the field of optimization 

and machine learning. It was introduced by David Wolpert and William Macready in 1997. 

In essence, the theorem suggests that there is no one-size-fits-all optimization algorithm 

that performs optimally on all possible problems. The fundamental idea behind the No Free 

Lunch Theorem is that the performance of any optimization algorithm is highly dependent 

on the specific characteristics of the problem it is applied to. Therefore, while an algorithm 

may excel at solving certain types of problems, it is expected to perform poorly on others. 

The theorem has important implications, especially in the context of machine learning and 

artificial intelligence. It implies that there is no universal algorithm that can outperform all 
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others across diverse sets of problems. Consequently, researchers and practitioners must 

carefully choose or design algorithms based on the specific characteristics and constraints 

of the problems they are trying to solve. The No Free Lunch Theorem underscores the 

importance of understanding the problem at hand and selecting or designing optimization 

algorithms tailored to its unique features. It encourages a thoughtful and problem-specific 

approach to algorithm selection, acknowledging that there is no universal solution that 

guarantees superior performance across all possible scenarios [97]. 

The literature review reveals a gap in the existing research, as it is noted that there is a lack 

of consideration for the combination of various cases involving different generating units 

and uncertain renewable energy sources. Furthermore, the impact of these uncertain energy 

sources has not been adequately addressed. Additionally, some authors have faced 

challenges in conducting cost comparisons for different combinations of generating units. 

This identified gap emphasizes the need for further investigation into the integration of 

diverse generating units and the implications of uncertain renewable energy sources, as 

well as the necessity for comprehensive cost assessments in such scenarios. 

2.3 SCOPE OF RESEARCH 

The SCUC is an important optimization problem in power system operation and planning. 

It aims to determine the optimal commitment and dispatch schedules of generators while 

ensuring the security of the power system. The conventional optimization algorithms used 

for solving the SCUC problem, such as mixed-integer linear programming and mixed-

integer quadratic programming, have been widely studied and applied. However, there are 

still several research gaps that need to be addressed. Upon reviewing the available 

literature, it has been observed that a number of numerical optimization techniques have 

been employed to address the complex unit commitment problem. Every optimization 

algorithm possesses its unique set of benefits and drawbacks. However, it should be noted 

that no optimization algorithm can achieve optimal results for all optimization problems. 
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One of the research gap is related to the computational efficiency of conventional 

optimization algorithms. The SCUC problem involves a large number of variables and 

constraints, which make it computationally expensive to solve using conventional 

optimization algorithms. Although various techniques such as decomposition methods and 

heuristic algorithms have been proposed to improve computational efficiency, there is still 

a need for further research to develop more efficient algorithms for solving the SCUC 

problem. Another research gap is related to the modeling of security constraints. The 

security constraints in the SCUC problem are typically modeled using deterministic or 

probabilistic approaches. However, these approaches may not fully capture the 

uncertainties and dynamics of the power system, which can lead to suboptimal solutions or 

even system failure. Therefore, there is a need for further research to develop more accurate 

and robust models for the security constraints in the SCUC problem. 

An area of research that necessitates further focus is the impact of renewable energy 

sources on the SCUC problem. As renewable energy sources such as wind and solar power 

continue to expand, they pose new challenges to the SCUC problem. These challenges 

include the erratic and fluctuating behaviour of these sources. Several methods have been 

suggested to tackle these obstacles, such as using forecasting models and storage systems. 

Nevertheless, additional research is necessary to design more productive and economical 

ways for integrating renewable energy sources into the SCUC problem. In order to 

overcome the limitation of conventional arithmetic optimization algorithms, new three 

hybrid combinations are proposed namely as a chaotic arithmetic optimization algorithm, 

random walk arithmetic optimization algorithm, and levy flight strategies based arithmetic 

optimization algorithm presented in the proposed research. The algorithms in question 

possess several advantageous traits, such as their capability to evade local minima, their 

independence from differential gradients, and their immunity to divergence. Additionally, 

they possess a robust ability to explore various solution regions, coupled with an 

exceptional aptitude for both exploration and exploitation. The chaotic arithmetic 

optimisation algorithm, random walk arithmetic optimisation method, and levy fly 

arithmetic optimisation algorithm are among the innovative and hybrid optimisation 
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algorithms introduced by the suggested study. These algorithms are renowned for having 

outstanding exploration and exploitation capabilities. SCUC problem integration with 

PEVs and RES is the goal inside a single, multi-objective framework for the contemporary 

power system. 

2.4 RESEARCH OBJETIVES 

The primary objective of the proposed research is to utilize a hybrid meta-heuristics 

optimization algorithm to resolve the security constraint unit commitment problem. The 

study aims to achieve the following objectives:  

(i) To develop a Hybrid Optimization Algorithm by combing a Local Search 

Algorithm with a Modern Global Search Algorithm for security-constraint unit 

commitment problems.  

(ii) The aim of the study is to apply a hybrid optimization algorithm to address the 

SCUC problem in power systems. 

(iii) To solve Security Constrained Unit Commitment Problem of the electrical power 

system by considering the impact of PEVs, and renewable energy sources using the 

proposed hybrid optimization algorithm.  

(iv) Analysis and validation of results of proposed hybrid optimization algorithms with 

other recently proposed optimization algorithms. 

 

 

 

 

 

 

 



 
 

35 
 

2.5 CONCLUSIONS 

In this chapter, multiple metaheuristic approaches are explored in the context of addressing 

the SCUC problem, with specific emphasis on the charging and discharging behaviours of 

PEVs, as well as RES. The table provided offers an overview of the erratic nature of RES, 

including solar and wind power. Furthermore, the effect of PEVs on the UCP and SCUC 

problem is examined, with any probable research gaps being identified. 

This review of the literature gives an overview of current studies on SCUC problem 

connected to RES. The studies reviewed in this literature review demonstrate the 

effectiveness of various optimization techniques in handling the challenges introduced by 

renewable energy sources in SCUC problems. Future research efforts may focus on 

developing optimization strategies that are more competent and successful in handling 

SCUC challenges that incorporate RES in order to increase the reliability of the systems. 
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CHAPTER-3 

OPTIMIZATION METHODOLOGIES AND TESTING OF 

HYBRID OPTIMIZER FOR SCUC PROBLEM  

-------------------------------------------------------------------------------------------- 

3.1 INTRODUCTION 

Today, electrical power plays a crucial role in both the community's daily life and the 

growth of various economic sectors. The cutting-edge economy is, truth be told absolutely 

reliant upon power as a fundamental unit. Every facet of modern life is affected by the 

technological revolution. Power engineers employed by utilities and manufacturers are 

seeing their work environments transformed by rapidly evolving computer technologies. 

The power system's components, networks, and facilities can now be designed with greater 

precision thanks to new software, as can more urbane operational approaches that improve 

system reliability. In a variety of fields, there are numerous real-world examples of 

optimization techniques. Optimization problems are common in research for a variety of 

reasons, including engineering, design, manufacturing, the unpredictability of some 

constraints, and so on. As a result, finding solutions to complex problems can be 

challenging. Selecting a couple of explicit enhancers with upgrades in optimization 

techniques has been valuable to tackle complex streamlining issues [5]. 

There are two main types of problems that are frequently encountered in the field of 

optimization: problems related to engineering design and standard benchmarks. Standard 

benchmark issues are generally utilized in the improvement of the local area to look at the 

exhibition of various streamlining calculations. It is simple to evaluate an algorithm's 

performance because these problems are frequently well-defined and have known optimal 

solutions. The Rosenbrock function, Rastrigin function, and Griewank function are 

examples of typical benchmark problems. Typically, these functions are used to assess how 

well optimization algorithms perform on continuous optimization problems [68]. 
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In contrast, engineering design issues are real-world issues that must be optimized in order 

to find the best solution. Multiple objectives, constraints, and decision variables are 

common in these problems, which are frequently intricate. Designing different mechanical 

problems, a chemical process, optimizing the layout of a manufacturing plant, or designing 

an aircraft wing are all examples of engineering design issues. To find the best solution to 

these issues, it is necessary to have knowledge of optimization algorithms in addition to 

expertise in the subject at hand. Figure 3.1 illustrates the categorization of different 

algorithm. These algorithms are inspired from different constraints [98]. 

 

Figure 3.1: Categorization of algorithms 

The main difference between engineering design problems and standard benchmark 

problems is that engineering design problems are real-world problems that need to be 

optimized to find the best solution, whereas standard benchmark problems are often used 

to test the performance of optimization algorithms. In addition, engineering design 

problems frequently involve constraints and goals that are more intricate than those found 

in standard benchmark problems. In general, optimization issues such as engineering 

design issues and standard benchmark issues are significant. Standard benchmark problems 

are good for comparing how well different algorithms work, and engineering design 
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problems are important for finding the best solutions to problems in the real world. 

Optimization researchers and practitioners can continue to develop new and more efficient 

optimization methods for complex problem-solving by studying both types of problems. 

Security Constraint Unit Commitment is a significant issue in the electricity industry that 

involves optimizing power plant scheduling to meet a variety of operational constraints, 

such as transmission line capacity, ramping constraints, and startup costs, while 

simultaneously ensuring that electricity supply meets demand. To effectively and 

efficiently solve the problem, a variety of optimization methods have been developed due 

to their vast scale and complexity [71]. 

3.2 OPTIMIZATION METHODOLOGIES 

The formulation of the problem in a mathematical format that is acceptable to an 

optimization algorithm is an important part of the optimal design process. All engineering 

problems can be formulated in a variety of ways. There are many different kinds of 

problems, such as design, decision-making, management, scheduling, operation, 

maintenance, etc. In various problems and situations, various techniques must be 

investigated. The formulation procedure's goal is to develop a mathematical model of the 

ideal problem that can be used to solve it with an optimization algorithm. The first step in 

formulating an optimization problem is to identify the design or decision variables that 

underlie it. These variables are primarily altered during the optimization process. There 

could be a lot of decision parameters, some of which are extremely important to the 

strategy's operation, and the user will likely decide which ones to use. Design variables 

refer to these parameters. After selecting the design variables, the next step is to determine 

the optimization problem's constraints. Certain physical phenomena and resource 

constraints are met by the constraints, which are functional relationships between design 

variables and other design parameters. The majority of considerations result in two types 

of constraints. There are constraints on equality and constraints on inequality. 

Correspondence imperatives are normally more challenging to deal with and in this 

manner, should be stayed away from whenever the situation allows. The next step in the 
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formulation process is to determine the objective function with respect to the design 

variables and other problem parameters. Depending on the situation, the objective function 

can be either minimized or maximized [71]. 

Each of the recently developed heuristic, metaheuristic, evolutionary, and nature-inspired 

algorithms have its own advantages and disadvantages. Additionally, the majority of these 

search algorithms cannot be universally accepted because they are not applicable to all 

kinds of optimization problems. In addition, the No Free Lunch Theorem states that if an 

algorithm based on the optimization technique is applied to all possible types of tasks, it 

will perform similarly to the recommended algorithm on average. NFL asserts that the 

algorithms cannot theoretically be regarded as the most effective type of optimizer for all 

purposes [51]. As a result, the NFL theorem encourages the development and penetration 

of more efficient algorithms based on optimization techniques. Inspired by the NFL 

theorem, the presented research has been taken to give one more remarkable optimizer, 

which depends on an arithmetic mathematical operation like expansion, deduction, division 

and duplication and turbulent guide, irregular walk, and duty flight procedures. In addition, 

hybrid variations are achieved by combining random walk and levy flight strategies with 

an arithmetic optimization algorithm, such as RWAOA, LFAOA, and tent chaotic map with 

CAOA. 

3.3 METHODOLOGIES FOR GLOBAL OPTIMIZATION 

The process of finding the best solution in a search space with multiple local optima is 

known as global optimization. Because it requires efficiently exploring a large search 

space, this is a difficult problem. It is used to solve problems with few variables and a high 

priority on finding the truly global solution. 

3.3.1 Arithmetic Optimization Algorithm 

The Arithmetic Optimization Algorithm uses mathematical modeling of arithmetic 

operations like addition, multiplication, division, and subtraction to solve a variety of 

optimization problems, including continuous, discrete, constraint, and unconstraint issues. 
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In a short period, various variants and several arithmetic optimization algorithms have been 

developed by several researchers. A wide range of arithmetic optimization algorithms and 

their various variants have been employed to tackle optimization problems in diverse fields 

such as pattern recognition, image processing, manufacturing, and engineering design. To 

enable accurate comparison and interpretation of these algorithms, several studies from 

major research variations have been selected. One such study by Laith Abualigah et al. 

presents an arithmetic optimization algorithm that can efficiently address a range of 

optimization problems through mathematical modeling [2]. To demonstrate the 

significance of the arithmetic optimization algorithm, the authors tested its performance on 

29 benchmark functions and a few real designing plan challenges. Several scenarios were 

used to evaluate the execution, combination techniques, and mathematical complexity of 

AOA. The arithmetic optimization algorithm has been tested on various benchmark 

functions using different mathematical operators. This new meta-heuristic method uses 

arithmetic operators like multiplication, subtraction, addition, and division and focuses on 

their distribution behavior. By exploring a wide range of search spaces, the arithmetic 

optimization algorithm is modeled and implemented for optimization purposes. Figure 3.1b 

demonstrates the exploration and exploitation of the arithmetic optimization algorithm. It 

is a population-based meta-heuristic algorithm that can solve optimization problems 

without requiring the calculation of derivatives. Numerous studies have utilized the 

arithmetic optimization algorithm to address optimization problems across various 

domains, including manufacturing, pattern recognition, image processing, and engineering 

design. Some specific research variations of arithmetic optimization algorithms have been 

selected for comparison and interpretation purposes. Laith Abualigah et al. introduced an 

arithmetic optimization algorithm that is capable of solving various optimization problems 

through mathematical modeling  [2]. The hierarchical structure of arithmetic operators is 

illustrated in Figure 3.3, where the intensity of the hierarchy decreases from the top to the 

bottom. This structure is essential in developing the arithmetic optimization algorithm. The 

inspiration behind arithmetic optimization algorithms is the extensive use of arithmetic 

operators in various mathematical calculations used to solve arithmetic problems. The 
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process illustrated in Figure 3.2 begins from the outer layer and proceeds towards the inner 

layer, comprising of two stages - diversification and intensification. The math optimizer 

accelerated (MOA) represents the optimization process. Figure 3.4 displays how the 

different mathematical operators gradually converge towards the optimal solution. 

 

Figure 3.2 Arithmetic Optimization Algorithm Search phases  

 

In Figure 3.4, the position of the math operator-model is updated to find the optimum area 

in AOA. Different mathematical operators, including division, multiplication, subtraction, 

and addition, are present in the figure. To move towards the optimum area, the 

mathematical operators change their position, and a random number, r2, is used in the 

process. Division and multiplication operators play a vital role in the diversification search 

mechanism as they have high decisions or distributed values [98]. 
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Figure 3.3 Arithmetic Operators Hierarchy intensity decreases from top to bottom [98]. 

3.3.1.1 Arithmetic Optimization Algorithm- Initialization phase 

The optimization process of the Arithmetic Optimization Algorithm involves generating a 

group of candidate solutions in the initial step, which are usually generated randomly. The 

best candidate solution obtained from each iteration is then considered as the best-obtained 

solution throughout the optimization process. This process can be represented 

mathematically using equation (3.1) and helpful solving the problem effectively [98].
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Figure 3.4: Mathematical Operator Model    

Before initiating the Arithmetic Optimization Algorithm, it is essential to choose the 

exploration and exploitation phases. In these phases, the Math Optimizer Accelerated 

function is crucial as it helps to determine the coefficient by using equation (3.2). 

              ( )Iter Iter

Iter

max min
MOA C min C

Z

 −
= +  

 

    

 (3.2) 

In equation (3.2), ( )IterMOA C represent the function value for the tht iteration. IterC indicate 

the current iteration. IterZ denote the maximum iteration [98].  

3.3.1.2 Exploration phase  

The Arithmetic Optimization Algorithm employs exploration operators that randomly 

investigate numerous locations within the search space to find better solutions using two 
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main search techniques: division (D) and multiplication (M). [89]. Equation (3.3) describes 

the two primary search methods used in the Arithmetic Optimization Algorithm for the 

exploration phase. The exploration is carried out by either division (D) or multiplication 

search methods, as shown in Figure 3.4, for the condition where r1 is a random number. 

These operators converge towards the optimal region, as depicted in Figure 3.1. In this 

phase, according to equation (3.1), the first step is to use the division operator (D) if r2<0.5. 

The multiplication operator will not be considered until the division operator completes its 

current task. If the condition is not met, the multiplication operator (M) will be assigned to 

complete the current task [98]. Here, r2 is also a random number. To introduce more 

diversification and explore other parts of the search space, a method that mimics the 

behavior of arithmetic operators was used [2]. 

2

,

[ ( ) ( ) (( ) ]; 0.5               
( 1)

[ ( ) (( ) ]; o                   

k k j k

l k Iter

k k k k

LB best x MOP UB LB r
x C

LB best x MOP UB LB therwise

 



+  +  −  
+ = 

+   − 
  (3.3)     

The equation (3.3) represents the arithmetic optimization algorithm where the next solution 

is represented by , ( 1)l k Iterx C +  and the position of the current solution is , ( )l k Iterx C . The 

best-obtained solution is denoted by ( )kbest x  and it is located at the position thk , ɳ which 

is a small integer number. The lower and upper bound values of the position are represented 

by  kLB  and kUB , respectively. To regulate the search process, a control parameter v is 

used, and its value is set to 0.5. 

   
1/

( ) 1 Iter

Iter

Iter

C
MOP C

Z

  
 = −  
   

                            (3.4) 

Here, MOP = Math optimizer probability. It is a coefficient 

 ( )IterMOP C = Function value at the tht iteration.   

 
IterC = Represent present iteration 

 
IterZ = Represent the maximum number of iterations. 
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A key parameter in the arithmetic optimization algorithm is the accuracy of the exploitation 

phase relative to the number of iterations, denoted by α. This is a highly sensitive 

parameter, with a fixed value of 5. 

3.3.1.3 Exploitation phase  

The exploitation phase is a critical component of the arithmetic optimization algorithm, 

playing a vital role in achieving the optimal solution. Addition and subtraction are highly 

effective mathematical operators in the intensification or diversification search mechanism. 

During the exploitation phase, the addition (A) and subtraction (S) operators are 

particularly significant. The exploitation phase in the Arithmetic Optimization Algorithm 

is crucial for obtaining the optimum solution. The addition and subtraction mathematical 

operators play a significant role in the intensification or diversification finding mechanism 

because they provide effective results. By utilizing these two operators, the exploitation 

phase can be modified by the value of the Math Optimizer Accelerated (MOA) function, 

as described in equation (3.2), for the condition of a value of 1 ( )Iterr MOA C . Exploring 

the search area over the populated space and finding the optimal solution heavily relies on 

the use of operators. In AOA, there are two primary exploitation operators that play a 

crucial role in this process. The mathematical expression for the exploitation phase in AOA 

is represented by equation (3.5) which is very important in the AOA.

3

,

[ ( ) ( ) ]; 0.5
( 1)

[ ( ) ( ) ]; otherwise

k k k k

l k Iter

k k k k

LB best x MOP UB LB r
x C

LB best x MOP UB LB





+ −  −  
+ = 

+ +  − 
  (3.5) 

During the exploitation phase, the initial operator that is executed is the subtraction 

operator (S) which is carried out according to the equation (3.5). It's important to note that 

the addition operator (A) is not taken into consideration until the subtraction operation is 

completed. The effectiveness of the algorithm is analyzed through the examination of the 

boundary limitations, which are defined in equation (3.6). This equation has their own 

importance 

, ,                     k 1,2,....,k l k kLB x UB n  =                            (3.6) 
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Here,    
kLB = Lower bound of the position lkx  

  
kUB = Upper bound of the position lkx  

    n = Number of given positions 

The generalized constrained problem is given by as shown in the equation (3.7 & 3.8) 

 11 1 1

: min ( )

,  , ,.......,j n

Function f X

Where X x x x=
                   (3.7)   

,

Subject to   

                    ( ) 0, 1,2,......,

                   ( ) 0, 1,2,...,

                   ,        k 1,2,.......,

i

p

k l k k

g X i m

h X p q

LB x UB n

 =

= =

  =

                                          (3.8)  

Here,  m is the number of various constraints, l  is the constraints belong to equilibrium. 

Equation (3.9a) can be used to represent the optimization problem that incorporates all of 

the given constraints. 

   
1 1

( ) ( ) max ( ),0 max ( ) - ,0
m n

k l p p

k p

f X f X Pe g X Pe h X 
= =

= +                  (3.9a) 

The equation (3.9a) represents the optimization problem. Here, kPe  & pPe are the 

charged function and cost functions,  = equilibrium constraint error.  

()rand =
                                                                                                                                    (3.9b) 

2

1 2.3 ( )r sin = 
                                                                                                                  (3.9c) 

3.4 Optimizer for Local Search 

One of the heuristic strategies used in optimization to deal with problems of the 

computationally complex kind is the use of local search optimizers. It can be developed on 

problems that can be described as selecting an expanding model solution from a variety of 

candidate solutions. By employing neighborhood change, these kinds of searches in the 
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field of optimization can move from one solution to another in the search area until the best 

solutions are found and sufficient time has passed. 

Most of the time, the local search methods are used to solve a lot of hard simulation 

problems, like software engineering. This is especially true in the fields of artificial 

intelligence, operation research, mathematics, bioinformatics, and engineering. The 

majority of these optimizers consider side constraints that do not involve equality 

limitation. It can be handled effectively by simply implementing it in the optimizer. The 

best algorithms will never disregard any of the constraints that are provided. 

A type of optimization algorithm called "local search optimization" is used to find the best 

solution to a problem within a certain set of constraints. Local search optimization is based 

on the basic idea of starting with one solution and iteratively improving on it by making 

small changes and evaluating the new ones. The fundamental steps of a local search 

optimization algorithm are as follows: 

Initialization: Begin with a preliminary solution to the issue. 

Evaluation: Utilize a cost function or an objective function to evaluate the quality of the 

initial solution. 

Modification: Using a set of rules or operators that define the search space, make minor 

changes to the solution. 

Selection: Choose the new solution with the highest objective function value or cost. 

Termination: When a stopping criterion (such as a certain number of iterations or a certain 

level of improvement) is met, the search is halted. 

Local search optimization is based on the idea that it is a heuristic algorithm that often finds 

a good solution to a problem quickly but does not always find the best one. To increase the 

likelihood of finding the best solution, local search optimization is frequently used in 

combination with other optimization methods. 

3.4.1 Chaotic Search Strategies  

A subset of optimization techniques known as chaotic search strategies is derived from the 

natural behavior of chaotic systems. The search space is explored and the best solution to 

a problem is found using these methods, which make use of chaotic dynamics. The 
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principles of chaos theory, which emphasize the system's sensitivity to minor changes in 

the initial conditions, drive the search process in this strategy. In complex, high-

dimensional, and non-convex optimization problems, chaotic search strategies are 

especially useful for finding the global optimum [99]. In many real-world applications, 

such as engineering design, financial modeling, and machine learning, these issues are 

common. Gradient-based algorithms, for instance, are an example of a traditional search 

strategy that frequently fails to locate the global optimum because it gets bogged down in 

local optima. 

 

To explore the search space, chaotic search strategies employ a variety of strategies. 

Utilizing chaotic maps like the logistic or Henon maps to generate a sequence of numbers 

that act as pseudo-random guides is a common strategy. These maps can effectively explore 

the search space and evade local optima thanks to their rich and intricate behavior. To 

explore the search space and locate the best solution, these algorithms make use of a 

population of agents that interact with one another. A wide range of applications, including 

neural network training, data clustering, and image processing, have demonstrated the 

efficacy of chaotic search strategies. However, they may require careful tuning to achieve 

good performance due to their potential sensitivity to parameter selection. Additionally, the 

unpredictability and non-determinism of the search trajectories can make it challenging to 

analyze and interpret the process. In conclusion, utilizing the principles of chaos theory, 

chaotic search strategies present a promising strategy for resolving challenging 

optimization issues [64]. These methods are powerful tools for exploring the search space 

and locating the global optimum, despite their difficulty in application. Different types of 

chaotic maps are given in the Figure 3.5. 
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Figure 3.5:  Chaotic Maps 

 

3.4.2 Random Walk Strategies 

In random walk is nothing but random process and in this random process included random 

steps which are very important for the solution [100]. Random walk mathematically 

expressed in equation (3.10). 

1

N

N j

j

R S
=

=                                       (3.10) 

Where, jS is a random/ arbitrary step that can be taken from any random distribution. This 

random step can be taken from arbitrary appropriation. The consecutive random walks, 

occurring in pairs, exhibit a connection between each successive pair. This relationship is 

expressed in the following equation (3.11). 
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1 1
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= =

= = + = +                                (3.11) 
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In the above equation (3.11) current state 1NR −  is very important because NR  is dependent 

on this current state. In this process of random walk steps are changed from current step to 

the next step. The most important things in random walk are step size jS . This step size 

may be varied or may be fixed. Now suppose an arithmetic algorithm starting with point 

0f  and its end position is Nf , so in this case, we can define the random walk as mention in 

the equation (3.12). 

0 1 1 2 2 0

1

...
N

n N N j j

j

f f s s s f S   
=

= + + + + = +                (3.12) 

Here, 0j   is plays an important role in controlling the step size jS in every iteration 

3.4.3 Levy Flight Strategies 

The Levy Flight is mainly focus on the zigzag deceptive motions of prey during evading 

phase.  In aging condition, Levy Flight is utilized for the optimum activities, in Levy Flight 

different optimum tactics are utilized for predators in noncorrosive [98]. The detection of 

LF-based patterns is the primary application of Levy Flight and is especially significant in 

tracking the movement patterns of various animals such as sharks and monkeys. This 

benefit of LF is leveraged in the arithmetic calculation for obtaining the optimal solution. 

Equation (3.13) outlines the mathematical procedure that is employed for this purpose. 

                        ( )M LF Y V Y=  +                                            (3.13) 

Here, V is a random vector of size 1 Y  and dimension of the problem is indicated by Y, 

LF is the Levy Flight function and this Levy Flight function is calculated by Equation 

(3.13) 
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Where,  and   are random values inside (0, 1), default constant  is set to 1.5. 

The final optimum solution is obtained by updating the position and for that Equation 

(3.15) is utilized. 

    if ( ) ( ( ))
( 1)

     if F( ) ( ( ))

N F N F X n
X n

P P F X n

 
+ =  

 
      (3.15) 

Here N and P are obtained from Equation (3.15) 

3.5 Hybrid Optimization Methodologies  

The term "hybrid optimization methodologies" refers to methods that combine two or more 

different optimization approaches in order to solve more difficult optimization problems 

with greater precision and efficiency. Hybrid methodologies can improve performance by 

combining various optimization algorithms to take advantage of their strengths and 

overcome their weaknesses [101]. 

The development of hybrid optimization methodologies can be approached in a number of 

ways, including: 

• Hybridation in succession: In this method, optimization algorithms are applied 

sequentially to a problem in a predetermined order. A genetic algorithm, for 

instance, can be used to generate initial solutions, and a local search algorithm can 

further refine the solutions. 

• Hybridization in parallel: This approach includes running numerous enhancement 

calculations all the while to track down the ideal arrangement. For instance, various 

parameters or search strategies can be used to run multiple genetic algorithms 

simultaneously. 
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• Hybridization based on models: In order to boost the efficiency of the optimization 

process, this strategy combines evolutionary algorithms or swarm intelligence with 

mathematical models like linear or nonlinear programming. 

• Hybridization in collaboration: In this strategy, various algorithms are combined 

in a cooperative fashion, with each algorithm being accountable for a specific 

subproblem or task. The best solution is obtained by combining the solutions 

produced by each algorithm. 

• Hybridization in competition: Multiple optimization algorithms compete with one 

another to find the best solution in this strategy. The algorithm with the best solution 

is chosen, and the results of that algorithm's search are used to narrow the search 

space for the other algorithms. 

In a variety of fields, including engineering, finance, and healthcare, hybrid 

optimization methodologies have been extensively utilized to resolve challenging 

optimization issues. When compared to individual algorithms, the integration of 

various optimization algorithms has demonstrated significant improvements in terms 

of solution quality and convergence speed. However, the selection of appropriate 

algorithms and their integration can be challenging, and hybrid optimization 

methodologies necessitate expertise in both optimization algorithms and problem 

domain knowledge [102]. 

3.5.1 Hybrid Chaotic Arithmetic Optimization Algorithm  

A class of optimization algorithms known as chaotic arithmetic optimization algorithms 

enhances the efficiency of conventional optimization strategies by combining chaotic maps 

with arithmetic operations. To explore the search space and escape local optima, CAOAs 

make use of chaotic maps' randomness and sensitivity to initial conditions. CAOAs are a 

promising approach to optimization that has the potential to assist in overcoming some of 

the limitations imposed by conventional methods of optimization. These algorithms, on the 

other hand, can perform differently depending on the problem at hand, and their 

effectiveness is influenced by a number of different factors [103].  
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The Arithmetic Optimization Algorithm is a metaheuristic approach that utilizes 

distribution behaviors for various mathematical parameters such as division, subtraction, 

addition, and multiplication [77]. These operators inherently possess the ability to explore 

both global maxima and minima. However, the local search in the fundamental Arithmetic 

Optimization Algorithm is sluggish and exhibits a slow convergence rate due to its weak 

exploitation capacity [104]. To overcome this limitation, the proposed research introduces 

a Chaotic Map based improved Arithmetic Optimization Algorithm that enhances the 

exploration and exploitation phases of the existing algorithm [91]. The efficacy of the 

proposed optimizer is validated through testing on 23 standard benchmark problems and 

10 real-life engineering design problems, with a comparison to classical algorithms such 

as Biogeography-based optimization algorithm  [105], Moth-flame optimization algorithm 

[106], Genetic algorithm [107], and many more [80]. The obtained results demonstrate that 

the proposed hybrid Chaotic Arithmetic Optimization Algorithm performs exceptionally 

well, with superior fitness values and convergence rates on various test functions and 

engineering design problems [108]. This research is significant in improving the 

exploitation capacity of arithmetic optimization algorithms for global engineering 

optimization problems [81], [98]. Figures 3.6 and 3.7 show the pseudo code and flow chart 

for the proposed hCAOA method. 
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Figure 3.6 PSEUDO code for the hCAOA algorithm 
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Figure 3.7: A new hybrid CAOA search algorithm Flowchart. 

3.5.2 Hybrid Random Walk based Arithmetic Optimization Algorithm  

A stochastic optimization algorithm known as the Random Walk Arithmetic Optimization 

Algorithm makes use of random walks to explore the search space and locate the best 

possible solutions. When the optimization problem is non-linear and the search space is 

large, this algorithm is especially useful. 
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The algorithm's basic concept is to begin at a random point in the search space and proceed 

in a series of random directions. The objective function is evaluated by the algorithm at 

each step, and the best current solution is recorded. This process is then repeated by the 

algorithm for a predetermined number of times or until a satisfactory solution is found. The 

algorithm can be used to solve a wide variety of optimization issues, including discrete and 

continuous optimization issues. It is a popular choice for many optimization issues due to 

its ease of implementation and minimal parameter tuning requirements.  

The Arithmetic Optimization Algorithm is a meta-heuristic algorithm that investigates 

global maxima and minima by employing various mathematical operators. In this proposed 

study, the Random Walk-inspired Arithmetic Optimization Algorithm is suggested as a way 

to improve the exploitation phase of the current arithmetic optimizer algorithm. The 

proposed RWAOA algorithm has also been tested on engineering design problems and 

standard benchmarks. A meta-heuristics algorithm that makes use of mathematical 

distributions for the various parameters is the current Arithmetic Optimization Algorithm. 

The inherent capability to investigate global maxima and minima exists in a variety of 

mathematical operators, including division, addition, multiplication, and subtraction. Due 

to its limited exploitation capacity, the local search of the fundamental Arithmetic 

Optimization Algorithm is sluggish and has a slow convergence rate. The Random Walk 

strategies of the Arithmetic Optimization Algorithm have been used to improve the 

exploration and exploitation phase of the algorithm in the current work. For the hybrid 

Random Walk Arithmetic Optimization Algorithm, 23 standard functions have been tested 

and simulated, and ten different engineering design-related optimization problems are also 

tested. Figures 3.8 and 3.9 show the pseudo code and flow chart for the proposed hybrid 

RWAOA method. 
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Figure 3.8 PSEUDO code for RWAOA 
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Figure 3.9: A new flowchart for RWAOA  

3.5.3 Hybrid Levy Flight strategies based Arithmetic Optimization Algorithm  

The Levy Flight Arithmetic Optimization Algorithm is a metaheuristic optimization 

approach that draws inspiration from the behavior of Levy flights observed in nature. Levy 

flights are characterized by a type of random walk where the step sizes follow a heavy-
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tailed probability distribution. The LFAOA leverages this concept to facilitate its search 

process for optimal solutions in various applications. This means that there is a small 

probability of taking a very large step, which allows the walker to explore the search space 

more efficiently than a standard random walk. The LFA algorithm applies this idea to 

optimization problems by using Levy flights to generate candidate solutions. In LFAOA, 

each candidate solution is represented as a vector of real-valued variables, and the 

algorithm uses Levy flights to update the values of these variables in order to find a solution 

with the best objective function value [98]. 

Compared to other metaheuristic optimization algorithms, LFAOA has several advantages, 

including its ability to handle multimodal and non-convex optimization problems, its low 

computational cost, and its flexibility in handling different types of optimization problems. 

Levy Flight-based improved arithmetic optimization algorithms for better optimal 

solutions to various engineering design issues have been proposed in the research. Due to 

its limited exploitation capacity, the local search of the fundamental Arithmetic 

Optimization Algorithm is slow and has a slow convergence rate. In the proposed research, 

the Levy Flight mechanism is employed to enhance the exploration and exploitation phases 

of the existing Arithmetic Optimization Algorithm. The improved algorithm is then put to 

the test on 23 standard benchmark problems as well as 10 real-world engineering design 

problems to validate the effectiveness of the proposed optimizer. This approach aims to 

improve the algorithm's search capabilities and accuracy in finding optimal solutions for a 

diverse range of applications [98]. Figures 3.10 and 3.11 show the pseudo code and flow 

chart for the proposed hybrid LFAOA method. 

 



 
 

60 
 

1:  Initialize the Arithmetic Optimization Algorithm . ., , .

2 :  Initialize the solution’s status randomly. Solutions:

3:  

4 :  Find out the fitness fu

( l=1,...,n.)

( ) While doIter Iter

Step i e v

Step

Step

Step

C M

−

−

−

−

( )

( )

( )

nction  for the given solutions

5 :  Calculate the best solution Calculated best so far .

6 : Upgrade the   value using equation 3.2 .

7 : Upgrade the   value using equation 3.4 .

8 :

F

 

( F)

Step

Step MOA

Step MOP

Step

−

−

−

−

1 2

1

3

      

9 :          

10 :              Update , , and  usin

(1  Solutions) 

k= ( 1 

 

g levy flight strategies using equation (3.13).

11:               

 to Pos i

 

o 

 

it ns)

for do

for do

if

l to

r MO

Step

Step r r r

Step

−

−

=

−

2

12 :                  

13:                  

14 :                       Use the division  math operator.

15 :                       Upgrade the

5

 

 

.  >0

( ' ')

then

Exploration phase

if then

A

Step

Ste

D

p

Step

S

r

tep

−

−

−

−



( )  solutions position using the first rule in equation 3.3 .

16 :                   

17 :                       Apply the multiplication math operator .

18 :                      

 

( ' ')

else

th

St

t

l

M

ep

Step

S ep

−

−

− ( )nd Upgrade the  solutions position by the 2 rule in equation 3.3 .

19 :                    

20 :                

21:                   

22 :                 

 

 

 end if

else

Exploitation phase

th

Step

Step

Step

Ste

l

p

−

−

−

−

( )

3 0.5 

( ' '

t

    

23:                       Apply the subtraction mathematical operator .

24 :                       Upgrade the solutions position by the first rule in equa ion 3.5

)

 .

if then

th

Step

Ste

t

r

S

lp

S



−−

−

nd

25:                    

26 :                       Apply the addition mathematical operator .

27 :                       Upgrade the  solutions position by the 2 rule in equati

( ' ')

 

else

th

e

A

p

S

l

tep

Step

+

−

−

− ( )on 3.5 .

28                         Further updated the position vector using levy flight mechanism using equation (3.13)

29 :                   

30 :               

31:      

 

 

end if

end if

Step

Step

Step

Step

−

−

−

−

1

.

 

e

     

32 :        

33:       

 

 

34 :  

3 R turn the best solut )5 n:  

 

o  

 

i (

end for

end for

end while

Iter Iter

e

C C

St p

Step

Step

St xep

+=

−

−

−

−

 

Figure 3.10 PSEUDO code for hybrid LFAOA 
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Figure 3.11: A new flowchart for hybrid LFAOA  

3.6 TESTING FOR HYPOTHESIS 

A statistical technique called hypothesis testing is used to test a hypothesis about a 

population using sample data. A null hypothesis and an alternative hypothesis must be 

formulated, a statistical test must be chosen, and a test statistic and a p-value must be 

calculated. We reject the null hypothesis and draw the conclusion that the alternative 

hypothesis is correct if the p-value falls below a predetermined significance level. We fail 
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to reject the null hypothesis if the p-value is greater than the significance level. In statistical 

analysis, hypothesis testing is an important tool for drawing conclusions about a population 

from sample data. The security constraint unit commitment problem is solved using the 

proposed algorithm by testing the following hypotheses. 

3.6.1 Wilcoxon Rank Sum Test for the Hypothesis  

The Wilcoxon Rank Total Test, otherwise called the Mann-Whitney U test, is a 

nonparametric measurable test used to look at two free gatherings of information. The 

purpose of the test is to ascertain whether or not the medians of the two groups differ 

significantly. The Wilcoxon Rank Sum Test works by comparing the total ranks of the two 

groups and ranking all of the data values from lowest to highest. We can conclude that the 

two groups have different medians if the total ranks of one group are consistently higher 

or lower than those of the other group. 

The test necessitates the presumption that the two groups share a similar distribution shape 

but may be located in distinct locations (median). When the data do not meet the 

assumptions of the t-test, such as when the sample size is small or the data are not normally 

distributed, the Wilcoxon Rank Sum Test is frequently used. We first determine the sum of 

the ranks for each group before beginning the Wilcoxon Rank Sum Test. A test statistic is 

then calculated using a formula based on the rank sums. Using statistical software, we 

determine the p-value or compare the calculated value of U to a critical value from a table 

of critical values. We reject the null hypothesis and conclude that the two groups have 

significantly different medians if the p-value is less than a predetermined significance level 

(typically 0.05). We fail to reject the null hypothesis and conclude that there is insufficient 

evidence to support the alternative hypothesis if the p-value is greater than the significance 

level. In conclusion, the Wilcoxon Rank Sum Test is a nonparametric statistical test used 

to compare two independent data sets and determine whether or not their medians differ 

significantly. The test uses rank sums and a formula to calculate the test statistic and is 

useful when the data do not meet the t-test's assumptions [109]. 
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3.6.2 t-Test for Hypothesis  

The t-test is a factual strategy used to look at the method for two free gatherings of 

information. A parametric test, assumes that the data have equal variances and are normally 

distributed. In hypothesis testing, the test is frequently used to determine whether the 

difference in means between the two groups is statistically significant or merely random 

3.7 HYBRID ARITHMETIC OPTIMIZATION ALGORITHM  

A class of optimization techniques known as arithmetic optimization algorithms update the 

search space in order to locate the best possible solution. A wide range of optimization 

issues can benefit from these simple and effective algorithms. The optimization problem's 

particular characteristics and the problem at hand influence the choice of algorithm. In a 

variety of fields, such as engineering, finance, and data analysis, researchers have been 

able to solve complex optimization issues by utilizing these algorithms. In the point number 

3.1 to 3.6, the hybrid chaotic-based algorithm CAOA, the random walk strategies-based 

RWAOA, and Levy Flight strategies-based AOA was hybridized and their flowchart is 

shown in Figure 3.7, Figure 3.9, Figure 3.11 respectively. The experimental results for 

CAOA, RWAOA, and LFOAA have been investigated for a variety of benchmark problems 

in this chapter. 

3.8 STANDARD BENCHMARK PROBLEMS 

In this chapter, the performance of the proposed hybrid algorithm has been tested for Uni-

modal [110], Multi-modal [110], and fixed dimensions problems [110]. The performance 

of the optimizer also has been tested for multi-disciplinary engineering design problems 

[110]. The mathematical formulation for Uni-modal, multi-modal, and fixed dimensions is 

shown in Table 3.1, Table 3.2, and Table 3.3 respectively.  Figures 3.12, 3.13, and 3.14 

represent the three-dimensional views of unimodal, multimodal, and fixed benchmark 

functions, respectively [98]. 
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Table 3.1: Standard Uni-modal Benchmark Functions [98] 

Functions Dimensions Range 
minf  

𝐹1(𝜂) = ∑ η𝑚
2𝑧

𝑚
.

=1
  30 [-100, 100] 0 

𝐹2(η) = ∑ |η𝑚|𝑧
𝑚

.
=1 + ∏𝑚=1

𝑧 |η𝑚| 30 [-10, 10] 0 

𝐹3(η) =  ∑ (∑ η𝑛)2m

n−1

𝑧

𝑚
.

=1
   

 

30 [-100, 100] 0 

𝐹4(η) = maxm{|η𝑚|, 1≤ m ≤ z} 30 [-100, 100] 0 

𝐹5(η) = ∑ [100(η
𝑧−1

𝑚
.

=1
m+1-η𝑚

2 )2 + (η𝑚 − 1)2]

 

30 [-38, 38] 0 

𝐹6(η) = ∑ ([ 
𝑧

𝑚
.

=1
η𝑚 + 0.5])2

 

30 [-100, 100] 0 

𝐹7(η) = ∑ mη𝑚
4𝑧

𝑚
.

=1
+ random [0,1]

 

30 [-1.28, 1.28] 0 

 

 

 

Figure 3.12: 3D view of standard Unimodal Benchmark Functions 
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Table 3.2: Standard Multi-modal Benchmark Functions [98] 

Multimodal Benchmark Functions (F8-F13) Dim. Range 
minf  

𝐹8(η) = ∑ − η𝑚sin(

𝑧

𝑚
.

=1

√|η𝑚|)

 

30 [-500,500] -418.98295 

𝐹9(𝜂) = ∑ [η𝑚
2 − 10cos (2π

𝑧

𝑚
.

=1

η𝑚) + 10]

 

 

30 [-5.12,5.12] 0 

𝐹10(η) = −20exp (−0.2√(
1

𝑧
∑ η𝑚

2

𝑧

𝑚
.

=1

) )

− exp (
1

𝑧
∑ cos(2πη𝑚)

𝑧

𝑚
.

=1

+ 20 + d

 

30 [-32,32] 0 

𝐹11(η) = 1 + ∑
η𝑚

2

4000
−

𝑧

𝑚
.

=1

Π𝑚=1
𝑧 cos

η𝑚

√𝑚
 

30 [-600, 600] 0 

𝐹12(η) =
𝜋

𝑧
{10 sin(πτ1) + ∑ (τ𝑚

𝑧−1

𝑚
.

=1

− 1)2[1 + 10si𝑛2(πτ𝑚+1)]

+ (τ𝑧 − 1)2} + ∑ u(η𝑚 , 10,100,4)

𝑧

𝑚
.

=1

 
τ𝑚 = 1 +

η𝑚 + 1

4
 

u(η𝑚, 𝑥, 𝑖, 𝑏) = {

 x(η𝑚 − b)𝑖               η𝑚 > 𝑏 

0                       − b < η𝑚 < 𝑏

x(−η𝑚 − b)𝑖        η𝑚 < −𝑏   

 

 

30 [-50,50] 0 

𝐹13(η) = 0.1 {𝑠𝑖𝑛2(3𝜋η𝑚) + ∑ (

𝑧

𝑚
.

=1

η𝑚

− 1)2[1 + si𝑛2(3πη𝑚 + 1)] + (x𝑧

− 1)2[1 + 𝑠𝑖𝑛2)] 

30 [-50,50] 0 

 

 



 
 

66 
 

 

Figure 3.13: 3D view of standard Multi-modal Benchmark Functions 

 

Table 3.3: Standard Fixed Dimensions Benchmark Functions [98] 

Fixed Dimension Function [F14-F23] Dimension Range 
minf  

𝐹14(η) = [
1

500
   + ∑ 52

𝑛
.
=1

1

𝑛+∑ (η𝑚−𝑏𝑚𝑛)6
𝑧
𝑚
.

=1

]-1 2 [-65.536, 
65.536] 

1 

𝐹15(η) = ∑ [
11

𝑚
.

=1
𝑏𝑚 −

η1(a𝑚
2 +𝑎𝑚𝜂2)

a𝑚
2 +𝑎𝑚𝜂3+𝜂4

  ]2 4 [-5, 5] 0.00030 

𝐹16(η) = 4η1
2 − 2.1η1

4 +
1

3
η1

6 + η1η2 − 4η2
2 + 4η2

4 
2 [-5, 5] -1.0316 

𝐹17(η) = (η2 −
5.1

4π2
η1

2 +
5

𝜋
η1 − 6)2+ 10(1-

1

8𝜋
)cosη1 + 10 2 [-5, 5] 0.398 

F18(η)=[1+(η1+ η2+1)2(19-14 η1+3η2
1-14 η2+6η1η2+3 η2

2)] 

x[30+(2η1-3η2)2 x(18-32η1+12 η2
1+48η2-36η1η2+27 η2

2)]

 

2 [-2,2] 3 

𝐹19(η) = − ∑ 𝑑 𝑚 exp (
4

𝑚
.

=1
− ∑ η𝑚𝑛(η𝑚 − q𝑚𝑛)

3

𝑛
.
=1

2) 3 [1, 3] -3.32 

𝐹20(η) = − ∑ 𝑑 𝑚 exp (
4

𝑚
.

=1
− ∑ η𝑚𝑛(η𝑚 − q𝑚𝑛)

6

𝑛
.
=1

2) 6 [0, 1] -3.32 

𝐹21(η) = − ∑ [(η − 𝑏𝑚)(η −
5

𝑚
.

=1
𝑏𝑚)T+𝑑𝑚]-1 4 [0,10] -10.1532 
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𝐹22(η) = − ∑ [(η − 𝑏𝑚)(η −
7

𝑚
.

=1
𝑏𝑚)T+𝑑𝑚]-1 4 [0, 10] -10.4028 

𝐹23(η) = − ∑ [(η − 𝑏𝑚)(η −
7

𝑚
.

=1
𝑏𝑚)T+𝑑𝑚]-1 4 [0, 10] -10.5363 

 

 

 

  

   

 
  

 

Figure 3.14: 3D view of standard Fixed Dimensions Benchmark Functions 
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3.9 STANDARD ENGINEERING BENCHMARK PROBLEMS  

The Pressure Vessel problem [111], the Three-Bar Truss problem [111], the Welded Beam 

problem [111], the Cantilever Beam Design problem [111], the Tension/compression 

Spring Design problem, the Gear Train Design problem, the Speed Reducer, the Belleville 

spring [111], the Coil Compression problem, and the Multidisc Clutch are some of the 

eleven types of engineering design problems that are taken into consideration in order to 

verify the efficacy of the proposed algorithms in the context of multidisciplinary 

engineering design optimizations problems [111]. The following section provides a 

comprehensive description of these kinds of engineering design issues. 

3.9.1 THREE TRUSS BAR PROBLEM 

The engineering focus on the truss design problem is entirely on reducing weight. The truss 

bar design problem typically consists of three types of constraints warping, stress, and 

deflection which are optimized to achieve the desired result [112]. The mathematical model 

of the Three truss bar problem is shown from equation (3.16) to equation (3.20) and the 

Figure 3.15 shows the model of the Truss Bar problem [98]. Table 3.62 illustrate the result 

for Three Truss Bar problem comparing other algorithm [112]. 

Let us consider, 

   1 2 1 2
, y ,y y A A= =                                                                      (3.16)                                             

Minimize 

( ) ( )1 2
2 2f y y y l= +                                                                       (3.17) 

Subject to: 

 ( ) 1 2

1 2

1 1 2

2
0

2 2

y y
g y P

y y y


+
= − 

+
                                    (3.18)                                          
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( ) 2
2 2

1 1 2

0
2 2

y
g y P

y y y
= − 

+
            (3.19)                                                          

( )3

2 1

1
0

2
g y P

y y
= − 

+
       (3.20)          

 

Figure 3.15: Three Bar Truss Design [3] 

3.9.2 Speed Reducer Design Problem 

In the design engineering world, the speed reducer design problem is considered an 

extreme problem, and this problem is generally related to seven engineering design 

parameters [113]. The main objective of this design problem is to minimize the weight of 

the speed reducer [113]. This type of design problem consists of six continuous variables 

and eleven constraints as shown in Figure (3.16). These variables are facing width (z1), 

teeth module (z2), pinion teeth (z3), first shaft length (z4), second shaft length (z5), first 

shaft diameter (z6), and last parameter is second shaft diameter (z7)[113]. In this parameter, 

z3 is not the continuous parameter while others are continuous parameters because z3 has 

an integer value. Equation (3.21) to (3.31) illustrate mathematical modeling for the optimal 

design of the speed reducer problem [98]. The result for Speed Reducer Design problem is 

shown in the Table 3.60. 
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  Minimizing; 

 
2 2 2 3 3

1 2 3 3 1 6 7 6 7

2 2

4 6 5 714.9334( ) 0.7854 (3.3333 43.0934) 1.508 (z ) 7.4777(z ) 0.7854(z )f z z z z z z zz z z z= + − − + + + + +  

Subject to; 

1 2

1 2 3

(27)
( ) (1 0)

( )
g z

z z z
= −         (3.21)                                                                                                                 

2 2 2

1 2 3

(397.5)
( ) (1 0)

( )
g z

z z z
= −          (3.22)                                                                                                                              

3

4
3 4

2 3 6

(1.93 )
( ) (1 0)

( )

z
g z

z z z
= −         (3.23)                                                                                                                               

3

5
4 4

2 3 7

1.93
( ) 1 0

z
g z

z z z
= −          (3.24)                                                                                                                                    

2 64
5 3

6 2 3

745.01
( ) ( ) 16.9 10 1 0

110

z
g z

z z z
= +  −           (3.25)                                                                                

2 65
6 3

7 2 3

745.01
( ) ( ) 157.5 10 1 0

85

z
g z

z z z
= +  −        (3.26)                                                                                  

2 3
7 (z) 1 0

40

z z
g

→

= −          (3.27)                                                                                                                                     

2
8

1

5
(z) 1 0

z
g

z

→

= −          (3.28)                                                                                                                                      

1
9

2

( ) 1 0
12

z
g z

z
= −           (3.29)                                                                                                                                  

6
10

2

(1.5 1.9)
( ) (1 0)

(12 )

z
g z

z

+
= −          (3.30)                                                                                                              
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7
11

5

(1.1 1.9)
( ) (1 0)

z
g z

z

+
= −          (3.31)                                                                                                               

Here,

2 1 3 4 5 6

7

0.7 0.8,  2.6 3.6,  17 28,7.3 8.3,  7.8 8.3,2.9 3.9 

 5 5.5

z z z z z z

and z

           

 
 

 

Figure 3.16: Speed reducer design problem [3] 

3.9.3 Pressure Vessel Design Problem 

Figure 3.17 shows the design specifications for the pressure vessel engineering issue. The 

Optimization Algorithm's implementation results in lower costs. The main expenses are the 

cost of welding and the materials used to make the cylinder-shaped vessel. The shell 

thickness (Ts), the head thickness (Th), the inner radius (R), and the length of the cylindrical 

unit (Lh) are the four different variables that are utilized during the process of designing a 

pressure vessel [113]. The numerical displaying for this issue is represented in equation 

(3.32) to (3.37). 

Consider: 

   1 2 3 4 s h hs s s s s T T RL
→

= =                                                    (3.32) 

Minimize: 
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2 2 2

1 3 4 2 3 1 4 1 3
( s ) 0.6224 1.7781 3.1661 19.84f s s s ss s s s s
→

= + + +          (3.33) 

Subject to: 

1 1 3( ) ( 0.0193 ) 0g s s s
→

= − +                                                    (3.34) 

2 3 3( ) ( 0.00954 ) 0g s s s
→

= +                                                 (3.35) 

2 3

3 3 4 3

4
1296000 0 (

3
( ) )g s ss s 
→

=  + − −                                       (3.36) 

4 4( ) 240 0g s s
→

= −                                                 (3.37) 

Variable range 0  1s  99, 0  2s  99, 10  3s  200, 10  4s  200 

 

Figure 3.17: Pressure Vessel Design Problem [98] 
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3.9.4 Cantilever Beam Engineering Design Problem 

As depicted in Figure 3.18, the primary objective of the cantilever beam design engineering 

problem is to keep the beam's weight as low as possible. In this design problem, for the 

most part, five components are available. The goal of this engineering design issue is to 

reduce the cantilever beam's weight to a minimum. The numerical demonstrating of the 

cantilever shaft configuration is shown from equations (3.38) to (3.40). During the design 

of the cantilever beam, it is crucial that the beam's finishing not be disrupted by the 

displacement of the vertical constraint in order to achieve the ultimate optimal solution. 

Consider,  
1 2 3 4 5

l l l l l l
→

=                                                                (3.38) 

Minimize   

1 2 3 4 5
0.6224( ) ( ),l l l l l lf

→

+ + + +=                                                    (3.39)   

Subject to 

3 3 3 3

2 3 4 5

61 37 19 7 1
( ) 1g l

l l l l l

→

= + + + +                                                       (3.40) 

 

Figure 3.18: Cantilever Beam Design Problem [98] 
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3.9.5 Compression Spring  

As shown in Figure 3.19, this problem is related to mechanical engineering. The primary 

objective of the spring design problem in compression is to reduce weight. Wire diameter 

(dr), active coils (Nc), and coil diameter (Dm) are three crucial variables in the compression 

spring design problem. The mathematical modelling of compression spring design is 

shown in equations (3.41) to (3.47). 

Consider; 

   1 2 3y y y y drDmNc= = ,                                              (3.41) 

Minimize ( ) 2

3 2 1(y) 2f y y y= + ,                                           (3.42) 

Subject to: 

( )
3

2 3
1 4

1

1 0
71785

y y
g y

y
= −  ,                                                (3.43) 

( )
( )

2

2 1 2
2 23 4

12 1 1

4 1
0

510812566

y y y
g y

yy y y

−
= + 

−
,                         (3.44) 

( )
( )

2

2 1 2
2 23 4

12 1 1

4 1
0

510812566

y y y
g y

yy y y

−
= + 

−
,                         (3.45) 

( ) 1
3 2

2 3

140.45
1 0

y
g y

y y
= −  ,                                                 (3.46) 

( ) 1 2
4 1 0

1.5

y y
g y

+
= −  ,                                                                   (3.47) 

Variable rang is given by 0.005  1y  2.00, 0.25  2y  1.30, 2.00  3y  15.0 
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Figure 3.19: Compression Spring Design Problem [98] 

3.9.6 Engineering design problem of Rolling Element Bearing [114] 

As shown in Figure 3.20, the primary objective of the rolling element bearing design 

problem is to increase the rolling element's dynamic load-bearing capacity [114]. Ten 

parameters play a crucial role in increasing rolling elements' load-carrying capacity. Only 

five of these ten parameters are taken into consideration [111]. The outer curvature 

coefficient, the inner curvature coefficient, the diameter pitch (DIMP), and the number of 

balls (Nb) are all crucial variables. The inner part of the design geometry is influenced in 

an indirect way by the remaining five variables. The mathematical modelling is illustrated 

as follows [98]. 

Maximum; 

   
1.8 2/3

D c BC f DIM N=                          (3.48) 

 

If ( 25.4 )DIM mm                                   
1.4 2/33.647D B CC DIM N f=              (3.49) 

 

If     ( 25.4 )DIM mm                                                                 (3.50) 

 

Subjected to; 

 0
1

1

( ) 1 0

2sin B

MAX

r x N
DIM

DIM



−

= − + 
 
 
 

                                         (3.51)  



 
 

76 
 

2 ( ) 2 ( dim) 0
MINB DIMr x DIM K DIM= − −                                      (3.52) 

3( ) ( dim) 0
MAXDIMr x K DIM= −                                                          (3.53) 

4( ) 0W Br x B DIM= −                                                                           (3.54) 

4( ) 0.5( dim) 0MAXr x DIM DIM= − +                                                      (3.55) 

5( ) 0.5( dim) 0MAXr x DIM DIM= − +                                                 (3.56) 

6( ) (0.5 )( dim) 0r x re DIM= + +                                                        (3.57) 

7 ( ) 0.5( ) 0MAX B Br x DIM DIM DIM DIM= − − −                      (3.58) 

8( ) (0.515)Ir x f=                                                                        (3.59) 

9 0( ) (0.515)r x f=                                                                        (3.60) 

here, 

( )

( )

( )

( )

0.3
10/3

0.41 0.411.391.72 0.3

0

1/3

0

2 1 1 (2 )1
(37.91) 1 (1.04)

1 2 1 (2 1)1

I I
c

I I

f f f
f

f f f

 

 

−

     − −  −   = +           + − −  +          

 

  ( )  

  

2 2 2

1

0

( dim) / 2 3( / 4) / 2 / 4 dim/ 2 / 4
(2 2cos

2 ( dim) / 2 3( / 4) / 2 / 4
)

B

B

DIM t DIM t DIM t

DIM t D t DIM
 

−
− − + − − − +

−
− − − −

  
  =

 
 

 

0
0, , , ( dim 2 )

( ) ( ) ( )

B I
I B

MAX B B

RDIM R
f f t DIM DIM

DIM DIM DIM
 = = = = − −  

0160,  dim 90,   30,   11.033W IDIM B R R= = = = =  

( ) ( ) ( ) ( )0.5 dim. 0.6 dim. ,0.15 dim. 0.45 dim. ,4 50
MAX B

DIM DIM DIM DIM DIM DIM N+   + −   −    

0( 0.6) and (0.515 )If f   

(0.4 0.5),  (0.6 0.7),  (0.3 0.1),  (0.02 0.1),  (0.6 0.85)
MIN MAXDIM DIMK K re re            

 

 
Figure 3.20: Rolling Element Bearing [98] 
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3.9.7 Welded Beam Design problem 

Figure 3.21 depicts the process of welding, in which molten metal is used to blend the 

various sections together. The goal of this kind of design problem is to make the beam as 

cheap as possible. There are four main variables in the welded beam design problem. Weld 

thickness (h), bar height (h), and bar thickness (b) are these variables. The formulation of 

this design problem's mathematical modelling is shown in equations (3.61) to (3.75). 

Another significant thing is numerical display, relying on the requirements of imperatives 

and boundaries [98]. 

Consider, 

   1 2 3 4y y y y y hltb= =          (3.61)                                                                                                    

Minimize, 

( ) 2

3 4 2 1 2(y) 0.04811 14.0 (1.10471 )f y y y y y= + +                   (3.62) 

Subject to  

1 maxi(y) [ (y) ] 0,g  = −                                                      (3.63) 

2 maxi(y) [ (y) ] 0g  = −  ,                                                 (3.64) 

3 maxi(y) [ (y) ] 0g  = −  ,                                                  (3.65) 

4 1 4(y) [ ] 0g y y= −  ,                                                            (3.66) 

5(y) [ (y)] 0i cg P P= −  ,                                                          (3.67) 

6 1(y) [0.125 ] 0g y= −  ,                                                (3.68) 
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2

7 1 3 4 2(y) [1.10471 ] [0.04811 (14.0 )] [5.0] 0g y y y y= + + −      (3.69) 

Variable range is given by    

1 2 3 4(0.1 2),  (0.1 10),  (0.1 10),  (0.1 2),y y y y         

Where,  

/ 2 / / / / / 22(y) ( ) 2 ( ) ,
2

y

R
    = + +                                 (3.70) 

/ / / 2

1 2

, , ,
22

i
i

P yMR
M P L

Jy y
 

 
= = = + 

 
                     (3.71) 

22

1 32 ,
4 2

y yy
R

+ 
= +  

 
                                                       (3.72) 

22

1 32
1 22 2

4 2

y yy
J y y

  +  
= +   

     

,                                  (3.73) 

3

2 2

4 3 2 4

6 6
(y) , (y)i iPL PL

y y Ey y
 = = ,                                               (3.74) 

2 6

3 4

3

2

( )
(4.013 )

36(y) 1
2 (4 )

c

y y
E

y E
P

L L G

 
= −  

 
,                   (3.75) 

6 6

max

maxi maxi

( 12 10 ),  ( 6000 ),  ( 30 1 ),  ( 14 ),  ( 0.25 ),

3000 ,  13600 ,

i iG psi P lb E psi L in in

psi psi



 

=  = =  = =

= =
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Figure 3.21 Design of Welded Beam [98] 

3.9.8 Belleville Spring Design 

This design problem's primary objective is to meet a number of constraints while keeping 

the weight as low as possible. Any parameter is minimized from the constraints that are 

available using this approach, and the ratios of the designed variables are used to make this 

selection. The internal spring diameter (DIMI), the outer spring diameter (DIME), the spring 

height (SH), and then the spring width are the primary variables in this problem. The 

equation used to perform the mathematical modelling is (3.76) to (3.83). The Belleville 

spring design problem is depicted in Figure 3.22. 

Minimizing; 

 
2 2

( ) 0.07075 ( )
E I

f x DIM DIM t= −                                                                 (3.76) 

Subject to: 

 max

1 2

4 max
( ) ( ) 0

(1 ) 2
H

E

P
b x G S t

DIM

 
 

 
= − − + 

−

 
  

                      (3.77) 

max

3max

2 2

4
( ) ( )( ) 0

(1 ) 2
H H MAX

E

P
b x S S t t P

DIM


 


 
= − − + − 

−

  
    

        (3.78) 

3 1 max( ) ( ) 0b x  = −                                                                         (3.79) 

4( ) ( ) 0Hb x H S t= − −                                                                   (3.80) 

5( ) ( ) 0MAX Eb x DIM DIM= −                                                             (3.81) 

6( ) ( ) 0E Ib x DIM DIM= −                                                            (3.82) 
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 7 ( ) (0.3) 0
( )

H

E I

S
b x

DIM DIM

 
= −  

− 
                                              (3.83) 

                                  

Here, 

2
6 1

( ln )

J

J J




− 
=  

 
 

6 1
1

( ln ) ln

J

J J




− 
= − 

 
 

6 1

( ln ) 2

J

J




− 
=  

 
 

(5400 )MAXP lb=  

max

1

( 30 6 ), ( 0.2 ), ( 0.3), ( 200 ), ( 2 ), ( 12.01 ),

( ), ( ) ,
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E H
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J f a a a
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 



= = = = = =

= = =
 

 

Figure 3.22: Belleville Spring Design [113] 

3.9.9 Gear Train Design Problem 

The mathematical modelling is presented through equations (3.84) to (3.85). The four 

variables that play a significant role in the restructuring of this method to reduce the tooth 

ratio and scalar value are depicted in Figure 3.23. 

Considering;  

   1 2 3 4, , , , , ,A B C Dg g g g g M M M M= =                                                           (3.84) 
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Minimizing;  
2

3 4

1 4

1
( )

6.931

g g
f g

g g

 
= − 
 

                                                                     (3.85)                                         

Subject to: 
1 2 3 4

12 ( , , , 60)g g g g   

 

 
Figure 3.23: Gear Train Design Problem 

 

3.9.10 Multi-Disc Clutch Design Problem 

Brake design is considered one of the most crucial engineering design issues. The 

primary objective of designing a clutch is to minimize its overall weight, which is 

achieved through careful design considerations. The clutch design involves five 

significant design parameters, namely, the outer surface radius, the inner surface radius, 

the disc thickness, the number of friction surfaces, and the actuating force. Figure 3.24 

illustrates the design challenge associated with multi-disc clutches, while equations 

(3.86) through (3.94) present the mathematical model for the multi-disc brake design 

problem. 

Minimizing; 

 ( ) ( )( )2 2

0, , , 1f in O f inf Th S R R Th S R R = + −                                           (3.86) 

Where,  
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(60,61,62....80);

(90,91,.....110);

(1,1.5, 2, 2.5,3);

(600,610,620,1000);

(2,3, 4,5,6,7,8,9)

in

o

ac

f

R

R

Th

F

S











 

Subject to, 

1 0 0inm R R R= − −                                                                                    (3.87) 

2 ( 1)( ) 0MAX fm L S Th = − + +                                                                    (3.88) 

3 0MAXm PM PM= −                                                                                   (3.89) 

4 0MAX MAX SRm PM Y PM Y= +                                                                     (3.90) 

5 0
MAXSR SRm Y Y= −                                                                                           (3.91) 

6 0MAXm t t= −                                                                                                  (3.92) 

7 0h fm DC DC= −                                                                                          (3.93) 

8 0m t=                                                                                                               (3.94) 

Where, 
( )2 2

0

ac

in

F
PM

R R
 =

 −
 

( )
( )

3 3

0

2 2

0

2

90

in

SR

in

n R R
Y

R R

 −
=

−
 

( )30

x

h f

i n
t

DC DC


=

+
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Figure 3.24: Multi-disc Clutch Break Design Problem [113] 

3.9.11 I-Beam Engineering Design Problem 

A type of structural member used in engineering and construction is the I-beam. The 

distinctive shape of the beam, which resembles the capital "I," gives it its name. The beam 

has two flanges on either side of a central web. The web is typically oriented along the 

beam's length and is typically perpendicular to the flanges. 

 

The cross-sectional elements of the shaft are basic to its solidarity and firmness properties. 

Typically, these dimensions are chosen to strike a balance between the requirements for 

strength and the constraints imposed by material and fabrication costs. The design problem 

is to ensure that the beam can withstand the loads that will be applied to it without failing 

while also meeting any relevant design criteria, such as deflection limits or serviceability 

requirements. The mathematical formulation for the I-Beam Engineering Design problem 

is given by equations (3.95) to (3.97). The figure for the I-Beam design problem is shown 

in figure 3.25.  

2. .fB B = +                                                      (3.95) 
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2 .
2.

4 3
fI B

  
=  + 

 
     (3.96) 

.
2.

2 3
fM B

  
=  + 

 
     (3.97) 

Where, B  is defined as cross sectional region, I represented as inertia moment of the cross 

section of xx axis and M denoted as module of cross section,  represent the thickness, 

fB represent the chord’s cross sectional area.   represent the thickness [111]. 

 

Figure 3.25: I-Beam Design Problem 

3.10 RESULT & DISCUSSION 

The results of the study are presented and discussed in this section. The data collected from 

the research has been analyzed, and the findings are summarized below. Each of the 

objective functions has been estimated for index, average values, standard deviation [68], 

best value, worst value, and median values in order to validate the results in the stochastic 

environment of the proposed optimization algorithms [68]. 

When measuring the p-value and h-value for standard benchmarks that take into account 

unimodal, multimodal, and fixed-dimension functions with proposed optimizers, the 

Wilcoxon rank-sum test and the t-test are taken into consideration. The tables display the 

minimum fitness value, number of trails, maximum fitness value, mean fitness, median 

fitness, semi-inter-quartile deviation, number of outliers, and standard deviations for the 

first quartile (25th percentile), second quartile (50th percentile), and third quartile (75th 

percentile). 
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3.10.1 Testing of Unimodal Benchmark Functions 

The process of searching for the optimal position for any algorithm totally depends on its 

capability to reach closer to that optimal area or origin. During this process of finding the 

optimal location or best position, different agents may be entrapped nearby or far as per 

the defined exploration and exploitation. The proposed CAOA, RWAOA, and LFAOA 

optimisation algorithms are tested for Uni-modal Benchmark Functions (F1 to F7) for 10, 

30, 50, 100 dimensions, 30 trial runs, and 500 iterations [68]. The objective fitness function 

results of the unimodal test functions of CAOA, RWAOA, and LFAOA in terms of the best 

time, mean, median, worst time, and standard deviation have been shown in Tables 3.5, 

3.6, 3.7, and 3.8 for 10, 30, 50, and 100 dimensions, respectively. The Wilcoxon sum test 

and statistical T-test results have been performed to examine the usefulness of the solution. 

The quartile results of CAOA, RWAOA, and LFAOA for multi-modal benchmark functions 

are shown in Tables 3.9, 3.10, 3.11, and 3.12 for 10, 30, 50, and 100 dimensions, 

respectively. The results of the Wilcoxon sum test and statistical T-test of CAOA, RWAOA, 

and LFAOA have been shown in Tables 3.13, 3.14, 3.15, and 3.16 for 10, 30, 50, and 100 

dimensions, respectively. The simulation time required for the Multi-Model Benchmark 

Function using CAOA, RWAOA, and LFAOA for 10, 30, 50, and 100 dimensions is shown 

in Tables 3.17, 3.18, 3.19, and 3.20, respectively. The comparison results for the unimodal 

benchmark function of the Chaotic, Random Walk, and Levy Flight Arithmetic 

Optimisation Algorithm have been shown in Table 3.21, where CAOA, RWAOA, and 

LFAOA are compared with other known meta-heuristics search algorithms such as Genetic 

Algorithm, PSO, BBO, FPA, GWO, BAT, FA, CS, MFO, GSA, DE, and AOA in terms of 

standard deviation and average time for 10, 30, 50, and 100 dimensions. The comparison 

convergence curve of CAOA, RWAOA, and LFAOA for the unimodal benchmark function 

has been shown in Figure 3.26. The test result of multi-modal with increased convergence 

by CAOA, RWAOA, and LFAOA shows the effectiveness of this algorithm [115]. 
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Table 3.5: Test result of Uni-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (10 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F1 1 1 1 0 0 
1.46E-

190 
0 0 0 0 0 0 0 0 

4.37E-

189 
0 0 0 

F2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F3 1 1 1 0 4.09E-257 0 0 0 0 0 0 0 0 1.23E-255 0 0 0 0 

F4 1 2 2 8.68E-157 5.40E-173 2.74E-54 
4.76E-

156 
0 1.50E-53 0 0 0 

2.61E-

155 
1.62E-171 8.22E-53 0 0 0 

F5 25 12 29 5.763658 6.593295 6.558106 0.336263 0.316239 0.396009 4.874147 6.123462 5.809852 6.463738 7.325205 7.448476 5.836879 6.519671 6.514729 

F6 16 2 27 1.1315 0.024108 0.027501 0.170991 0.011605 0.013394 0.834647 0.006341 0.011438 1.472082 0.058218 0.067957 1.124892 0.021627 0.026595 

F7 18 20 5 5.96E-05 7.47E-05 6.09E-05 5.99E-05 6.77E-05 6.83E-05 1.37E-06 7.54E-07 1.95E-06 0.000235 0.000253 0.000283 4.98E-05 4.75E-05 3.58E-05 

  

 

Table 3.6: Test result of Uni-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (30 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F1 1 1 14 1.19E-251 2.34E-24 6.02E-31 0 1.28E-23 3.30E-30 0 3.37E-167 1.61E-160 3.56E-250 7.02E-23 1.81E-29 0 1.30E-96 3.02E-79 

F2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F3 1 5 5 1.85E-293 0.006314 0.006292 0 0.012077 0.011735 0 3.08E-134 4.09E-119 5.56E-292 0.046447 0.052021 0 6.44E-27 5.31E-22 

F4 7 29 15 0.003416 0.024651 0.025639 0.009886 0.020556 0.020221 0 3.06E-44 2.89E-49 0.042955 0.050551 0.048614 3.94E-244 0.039326 0.039483 

F5 23 8 13 27.52772 28.51794 28.45713 0.715691 0.300947 0.292458 26.15785 27.7572 27.65634 28.63521 28.91593 28.90474 27.50334 28.51406 28.4714 

F6 13 25 26 6.254627 3.138059 3.174603 0.255096 0.246767 0.28494 5.624777 2.543627 2.540394 6.656821 3.790637 3.700038 6.310744 3.126337 3.247782 

F7 23 7 11 6.40E-05 6.01E-05 6.37E-05 5.77E-05 4.63E-05 8.20E-05 2.10E-06 7.02E-06 2.22E-06 0.000229 0.000199 0.000436 3.61E-05 5.20E-05 5.27E-05 
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Table 3.7: Test result of Uni-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (50 Dimensions) 

Function No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F1 1 2 27 0 0.000466 0.000616 0 0.001338 0.001631 0 3.19E-88 1.41E-63 0 0.006008 0.007687 0 4.83E-18 2.97E-22 

F2 1 24 27 0 1.57E-179 1.73E-178 0 0 0 0 8.25E-276 1.47E-257 0 4.72E-178 5.17E-177 0 2.60E-219 1.16E-227 

F3 1 13 2 0.000487 0.096162 0.073774 0.002666 0.132076 0.041409 0 1.96E-41 0.002347 0.0146 0.634769 0.174862 0 0.048345 0.068661 

F4 27 28 12 0.024899 0.047978 0.048932 0.039229 0.009089 0.014396 1.07E-262 0.031683 4.13E-06 0.153351 0.071281 0.069679 0.007847 0.046451 0.050245 

F5 15 27 4 47.9003 48.67957 48.73295 0.595159 0.235867 0.183431 46.56329 48.08766 48.39324 48.60945 48.92234 48.93971 48.08201 48.70699 48.77124 

F6 25 7 1 11.38891 7.224709 7.181049 0.256114 0.367543 0.398565 10.39602 6.54057 6.454521 11.77567 8.042734 7.843837 11.40538 7.241782 7.234707 

F7 18 29 7 6.39E-05 7.14E-05 6.22E-05 4.02E-05 6.20E-05 7.37E-05 6.65E-07 2.75E-06 8.83E-07 0.000167 0.000251 0.000375 5.86E-05 5.93E-05 4.31E-05 

 

Table 3.8: Test result of Uni-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (100 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F1 12 3 20 0.003119 0.027498 0.023725 0.002283 0.010312 0.00805 0 0.012165 0.0091 0.008846 0.052138 0.039748 0.002793 0.028495 0.024517 

F2 1 14 30 0 9.89E-56 2.89E-65 0 5.42E-55 1.58E-64 0 1.74E-124 2.55E-119 0 2.97E-54 8.66E-64 0 2.40E-89 3.37E-90 

F3 9 8 21 0.058415 0.894559 0.729194 0.03339 0.664391 0.441787 
4.72E-

239 
0.307839 0.325039 0.149722 3.731743 2.312983 0.054283 0.753455 0.54545 

F4 17 11 19 0.058814 0.090713 0.088532 0.026461 0.010108 0.009289 0.030332 0.069272 0.068598 0.125558 0.110653 0.113581 0.049987 0.087654 0.087608 

F5 6 29 21 98.30327 98.87152 98.86718 0.375895 0.10381 0.116504 96.77066 98.46341 98.52826 98.86983 98.99185 98.98432 98.39147 98.90103 98.92107 

F6 13 15 22 24.27647 18.2342 18.31291 0.245 0.589895 0.588171 23.71392 16.56132 16.69428 24.64553 19.19342 19.2827 24.34808 18.32137 18.45554 

F7 6 2 3 0.000112 7.44E-05 4.26E-05 0.0001 8.73E-05 4.35E-05 4.96E-06 1.79E-06 1.73E-06 0.000387 0.000459 0.000177 8.02E-05 5.07E-05 2.23E-05 
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Table 3.9: Quartile result for Uni-modal Test function using CAOA, RWAOA, LFAOA (10 Dim.) 

Algorithm Function No. F1 F2 F3 F4 F5 F6 F7 

 

CAOA 
No. of trials 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 

CAOA Minimum value 0 0 0 0 4.874146547 0.83464735 1.37E-06 

RWAOA Minimum value 0 0 0 0 6.123461926 0.006340875 7.54E-07 

LFAOA Minimum value 0 0 0 0 5.809852328 0.011438088 1.95E-06 

CAOA Maximum value 0 0 0 2.61E-155 6.463737931 1.472082341 0.000234602 

RWAOA Maximum value 0 0 1.23E-255 1.62E-171 7.325205089 0.058218226 0.000253003 

LFAOA Maximum value 4.36E-189 0 0 8.22E-53 7.448475875 0.067956753 0.000282693 

CAOA Mean Value 0 0 0 8.68E-157 5.763657963 1.131499651 5.96E-05 

RWAOA Mean Value 0 0 4.09E-257 5.40E-173 6.593295189 0.024108002 7.47E-05 

LFAOA Mean Value 1.45E-190 0 0 2.74E-54 6.558106427 0.027500504 6.09E-05 

CAOA Median  0 0 0 0 5.836878651 1.124892176 4.98E-05 

RWAOA Median  0 0 0 0 6.519671409 0.021627081 4.75E-05 

LFAOA Median  0 0 0 0 6.514729312 0.026595237 3.58E-05 

CAOA 
First quartile             

(25th Percentile) 
        5.453826778 1.008950814 1.45E-05 

RWAOA 
First quartile             

(25th Percentile) 
- - - - 6.423162666 0.016814359 2.21E-05 

LFAOA 
First quartile            

25th Percentile) 
-   - -   - 6.288813448 0.018135659 1.30E-05 

CAOA 
Second quartile           

(50th Percentile) 
0 0 0 0 5.836878651 1.124892176 4.98E-05 

RWAOA 
Second quartile (50th 

Percentile) 
0 0 0 0 6.519671409 0.021627081 4.75E-05 

LFAOA 
Second quartile (50th 

Percentile) 
0 0 0 0 6.514729312 0.026595237 3.58E-05 

CAOA 
Third quartile (75th 

Percentile) 
 -  -  - 2.61E-155 5.98012879 1.242650851 8.71E-05 

RWAOA 
Third quartile (75th 

Percentile) 
- - 1.23E-255 4.80E-280 6.748994063 0.029090776 0.000114791 

LFAOA 
Third quartile (75th 

Percentile) 
4.36E-189 -   - 1.19E-269 6.793622776 0.029940686 8.72E-05 

CAOA 
Semi Interquartile 

Deviation 
-   - -  -  0.263151006 0.116850018 3.63E-05 

RWAOA 
Semi Interquartile 

Deviation 
- - - - 0.162915699 0.006138209 4.63E-05 
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LFAOA 
Semi Interquartile 

Deviation 
-  -   - -  0.252404664 0.005902514 3.71E-05 

CAOA             Outliers 0 0 0 0 0 0 1 

RWAOA Outliers 0 0 0 0 0 1 0 

LFAOA  Outliers 0 0 0 0 0 3 2 

CAOA Standard Deviation 0 0 0 4.76E-156 0.33626263 0.170991105 5.99E-05 

RWAOA Standard Deviation 0 0 0 0 0.316239072 0.01160521 6.77E-05 

LFAOA Standard Deviation 0 0 0 1.50E-53 0.396009329 0.013393713 6.83E-05 

 

Table 3.10: Quartile result for Uni-modal Test function using CAOA, RWAOA, LFAOA (30 Dim.) 

Algorithm Function No. F1 F2 F3 F4 F5 F6 F7 

CAOA No. of trials 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 

CAOA Minimum value 0 0 0 0 26.157853 5.6247772 2.10E-06 

RWAOA Minimum value 3.37E-167 0 3.08E-134 3.06E-44 27.75720193 2.543626727 7.02E-06 

LFAOA Minimum value 1.61E-160 0 4.09E-119 2.89E-49 27.656336 2.5403941 2.22E-06 

CAOA 
Maximum 

value 
3.56E-250 0 5.56E-292 0.0429553 28.635206 6.6568209 0.0002293 

RWAOA 
Maximum 

value 
7.02E-23 0 0.046447471 0.050550972 28.9159301 3.790637167 0.000198774 

LFAOA 
Maximum 

value 
1.81E-29 0 0.0520213 0.0486136 28.90474 3.7000377 0.0004361 

CAOA Mean Value 1.19E-251 0 1.85E-293 0.0034162 27.52772 6.254627 6.40E-05 

RWAOA Mean Value 2.34E-24 0 0.00631434 0.024650944 28.51794056 3.138059317 6.01E-05 

LFAOA Mean Value 6.02E-31 0 0.0062922 0.0256386 28.457134 3.1746032 6.37E-05 

CAOA Median  0 0 0 3.94E-244 27.503343 6.3107436 3.61E-05 

RWAOA Median  1.30E-96 0 6.44E-27 0.039326409 28.51405718 3.126336842 5.20E-05 

LFAOA Median  3.02E-79 0 5.31E-22 0.0394833 28.471396 3.2477819 5.27E-05 

CAOA 

First quartile 

(25th 
Percentile) 

 - -  -  2.36E-299 26.966641 6.0924285 2.82E-05 

RWAOA 

First quartile 

(25th 

Percentile) 

2.05E-111  - 1.56E-49 1.87E-17 28.35758635 3.035319259 2.75E-05 

LFAOA 

First quartile 

(25th 

Percentile) 
1.53E-104   4.78E-78 2.08E-10 28.312937 2.9433277 1.75E-05 

CAOA 
Second quartile 

(50th 

Percentile) 
0 0 0 3.94E-244 27.503343 6.3107436 3.61E-05 

RWAOA 
Second quartile 

(50th 

Percentile) 

1.30E-96 0 6.44E-27 0.039326409 28.51405718 3.126336842 5.20E-05 
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LFAOA 
Second quartile 

(50th 

Percentile) 
3.02E-79 0 5.31E-22 0.0394833 28.471396 3.2477819 5.27E-05 

CAOA 
Third quartile 

(75th 

Percentile) 
3.56E-250   5.56E-292 5.02E-109 28.191969 6.421998 8.01E-05 

RWAOA 

Third quartile 

(75th 
Percentile) 

2.38E-74 - 0.007093825 0.042709811 28.75447033 3.24357219 8.14E-05 

LFAOA 

Third quartile 

(75th 
Percentile) 

6.69E-62  - 0.0107464 0.0423624 28.6821 3.39766 7.77E-05 

CAOA 

Semi 

Interquartile 

Deviation 
      2.51E-109 0.6126642 0.1647848 2.59E-05 

RWAOA 

Semi 

Interquartile 

Deviation 

1.19E-74 - 0.003546913 0.021354905 0.198441989 0.104126465 2.70E-05 

LFAOA 
Semi 

Interquartile 

Deviation 
3.35E-62  - 0.0053732 0.0211812 0.1845816 0.2271662 3.01E-05 

CAOA 
Number of 

outliers 
0 0 0 7 0 0 2 

RWAOA 
Number of 

outliers 
6 0 4 0 0 1 1 

LFAOA 
Number of 

outliers 
7 0 1 0 0 0 1 

CAOA 
Standard 

Deviation 
0 0 0 0.0098857 0.7156909 0.2550962 5.77E-05 

RWAOA 
Standard 

Deviation 
1.28E-23 0 0.012077442 0.020555671 0.300946654 0.24676702 4.63E-05 

LFAOA 
Standard 

Deviation 
3.30E-30 0 0.0117352 0.0202212 0.2924578 0.2849396 8.20E-05 

 

 

Table 3.11: Quartile result for Uni-modal Test function using CAOA, RWAOA, LFAOA (50 Dim.) 

Algorithm Function No. F1 F2 F3 F4 F5 F6 F7 

CAOA No. of trials 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 

CAOA 
Minimum 

value 
0 0 0 1.07E-262 46.5632892 10.3960173 6.65E-07 

RWAOA 
Minimum 

value 
3.19E-88 8.25E-276 1.96E-41 0.03168326 48.087664 6.5405702 2.75E-06 

LFAOA 
Minimum 

value 
1.41E-63 1.50E-257 0.002347 4.13E-06 48.39324 6.454521 8.83E-07 

CAOA 
Maximum 

value 
0 0 0.01460029 0.1533513 48.6094516 11.7756726 0.00016691 

RWAOA 
Maximum 

value 
0.00600783 4.72E-178 0.63476879 0.07128094 48.9223434 8.04273391 0.0002506 

LFAOA 
Maximum 

value 
0.007687 5.20E-177 0.174862 0.069679 48.93971 7.843837 0.000375 

CAOA Mean Value 0 0 0.00048668 0.02489881 47.9003002 11.388912 6.39E-05 

RWAOA Mean Value 0.00046597 1.57E-179 0.09616188 0.04797812 48.6795681 7.22470931 7.14E-05 

LFAOA Mean Value 0.000616 1.70E-178 0.073774 0.048932 48.73295 7.181049 6.22E-05 
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CAOA Median  0 0 0 0.00784689 48.0820072 11.4053785 5.86E-05 

RWAOA Median  4.83E-18 2.60E-219 0.04834456 0.04645101 48.7069932 7.24178155 5.93E-05 

LFAOA Median  2.97E-22 1.20E-227 0.068661 0.050245 48.77124 7.234707 4.31E-05 

CAOA 

First quartile 

(25th 

Percentile) 

      3.08E-188 47.6077703 11.3331184 2.97E-05 

RWAOA 
First quartile 

(25th 

Percentile) 

7.18E-33 2.39E-235 0.02647395 0.04261345 48.5710715 7.01788398 2.87E-05 

LFAOA 

First quartile 

(25th 

Percentile) 

2.40E-33 8.90E-248 0.042973 0.045284 48.57573 6.916985 2.03E-05 

CAOA 

Second quartile 

(50th 

Percentile) 

0 0 0 0.00784689 48.0820072 11.4053785 5.86E-05 

RWAOA 
Second quartile 

(50th 

Percentile) 

4.83E-18 2.60E-219 0.04834456 0.04645101 48.7069932 7.24178155 5.93E-05 

LFAOA 

Second quartile 

(50th 
Percentile) 

2.97E-22 1.20E-227 0.068661 0.050245 48.77124 7.234707 4.31E-05 

CAOA 

Third quartile 

(75th 

Percentile) 

    1.37E-248 0.03485824 48.3979928 11.5182459 9.26E-05 

RWAOA 
Third quartile 

(75th 

Percentile) 

4.13E-07 1.05E-210 0.1315006 0.05259703 48.8893685 7.44098927 8.06E-05 

LFAOA 

Third quartile 

(75th 
Percentile) 

1.61E-13 1.40E-214 0.104216 0.05869 48.90579 7.492536 7.78E-05 

CAOA 
Semi 

Interquartile 

Deviation 

      0.01742912 0.39511126 0.09256374 3.15E-05 

RWAOA 

Semi 

Interquartile 

Deviation 

2.07E-07 5.24E-211 0.05251332 0.00499179 0.15914853 0.21155265 2.59E-05 

LFAOA 
Semi 

Interquartile 

Deviation 

8.06E-14 7.20E-215 0.030621 0.006703 0.165032 0.287775 2.87E-05 

CAOA 
Number of 

outliers 
0 0 0 2 0 1 0 

RWAOA 
Number of 

outliers 
7 7 2 0 0 0 2 

LFAOA 
Number of 

outliers 
7 7 0 1 0 0 2 

CAOA 
Standard 

Deviation 
0 0 0.00266564 0.03922932 0.59515857 0.25611399 4.02E-05 

RWAOA 
Standard 

Deviation 
0.00133809 0 0.13207551 0.0090887 0.23586674 0.36754288 6.20E-05 

LFAOA 
Standard 

Deviation 
0.001631 0 0.041409 0.014396 0.183431 0.398565 7.37E-05 
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Table 3.12: Quartile result for Uni-modal Test function using CAOA, RWAOA, LFAOA (100 Dim.) 

Algorithm Function No. F1 F2 F3 F4 F5 F6 F7 

CAOA No. of trials 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 

CAOA 

Minimum 

value 
1.41E-63 1.50E-257 0.002347 4.13E-06 48.39324 6.454521 8.83E-07 

RWAOA 

Minimum 

value 
0.0121654 1.74E-124 0.307839 0.0692717 98.463406 16.561323 1.79E-06 

LFAOA 

Minimum 
value 

0.0091 2.60E-119 0.325039 0.068598 98.52826 16.69428 1.73E-06 

CAOA 

Maximum 
value 

0.007687 5.20E-177 0.174862 0.069679 48.93971 7.843837 0.000375 

RWAOA 

Maximum 

value 
0.0521382 2.97E-54 3.7317433 0.1106532 98.991847 19.193422 0.0004595 

LFAOA 

Maximum 

value 
0.039748 8.66E-64 2.312983 0.113581 98.98432 19.2827 0.000177 

CAOA Mean Value 0.000616 1.70E-178 0.073774 0.048932 48.73295 7.181049 6.22E-05 

RWAOA Mean Value 0.0274984 9.89E-56 0.8945592 0.0907126 98.871521 18.234201 7.44E-05 

LFAOA Mean Value 0.023725 2.89E-65 0.729194 0.088532 98.86718 18.31291 4.26E-05 

CAOA Median  2.97E-22 1.20E-227 0.068661 0.050245 48.77124 7.234707 4.31E-05 

RWAOA Median  0.0284949 2.40E-89 0.7534552 0.0876543 98.901028 18.321373 5.07E-05 

LFAOA Median  0.024517 3.37E-90 0.54545 0.087608 98.92107 18.45554 2.23E-05 

CAOA 

First quartile 

(25th 
Percentile) 

2.40E-33 8.90E-248 0.042973 0.045284 48.57573 6.916985 2.03E-05 

RWAOA 

First quartile 
(25th 

Percentile) 
0.0182885 1.01E-100 0.5725357 0.0824328 98.832727 17.973013 1.95E-05 

LFAOA 

First quartile 

(25th 

Percentile) 
0.017495 4.24E-98 0.423132 0.082573 98.82575 18.08796 1.12E-05 

CAOA 

Second 

quartile (50th 
Percentile) 

2.97E-22 1.20E-227 0.068661 0.050245 48.77124 7.234707 4.31E-05 

RWAOA 

Second 
quartile (50th 

Percentile) 
0.0284949 2.40E-89 0.7534552 0.0876543 98.901028 18.321373 5.07E-05 

LFAOA 

Second 

quartile (50th 

Percentile) 
0.024517 3.37E-90 0.54545 0.087608 98.92107 18.45554 2.23E-05 

CAOA 

Third quartile 

(75th 
Percentile) 

1.61E-13 1.40E-214 0.104216 0.05869 48.90579 7.492536 7.78E-05 

RWAOA 

Third quartile 
(75th 

Percentile) 
0.0338811 2.95E-81 0.9319574 0.0976391 98.929056 18.547529 9.58E-05 
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LFAOA 

Third quartile 

(75th 
Percentile) 

0.028955 1.33E-82 0.999589 0.094731 98.93731 18.67388 8.17E-05 

CAOA 

Semi 
Interquartile 

Deviation 
8.06E-14 7.20E-215 0.030621 0.006703 0.165032 0.287775 2.87E-05 

RWAOA 

Semi 

Interquartile 

Deviation 
0.0077963 1.47E-81 0.1797109 0.0076032 0.0481644 0.2872577 3.81E-05 

LFAOA 

Semi 

Interquartile 
Deviation 

0.00573 6.64E-83 0.288228 0.006079 0.055777 0.292962 3.53E-05 

CAOA 

Number of 

outliers 
7 7 0 1 0 0 2 

RWAOA 

Number of 
outliers 

0 6 2 0 1 0 1 

LFAOA 

Number of 

outliers 
0 7 1 0 0 0 0 

CAOA 

Standard 

Deviation 
0.001631 0 0.041409 0.014396 0.183431 0.398565 7.37E-05 

RWAOA 

Standard 

Deviation 
0.0103121 5.42E-55 0.6643912 0.0101075 0.1038102 0.5898947 8.73E-05 

LFAOA 

Standard 
Deviation 

0.00805 1.58E-64 0.441787 0.009289 0.116504 0.588171 4.35E-05 
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Table 3.13: Statistical Test result of Unimodal Benchmark Functions for CAOA, RWAOA, LFAOA (10 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function 

No. 

Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F1  -- 0  -- --  - 0 -  - 0.3337107 0 1 0 

F2  -- 0   --  - 0 - -   0     

F3 0.3337107 0 1 0 1 0 1 0 0.3337107 0 1 0 

F4 0.00424959 1 0 0.32558199 0.90729642 0 0 0.32558199 0.43204406 0 0 0.32558199 

F5 3.82E-10 1 1 1.54E-09 0.56922016 0 0 0.569455 0.38709978 0 0 0.41333039 

F6 3.02E-11 1 1 1.24E-25 0.31118764 0 0 0.16676545 0.02708632 1 1 0.01973526 

F7 0.52978249 0 0 0.6575717 0.73939882 0 0 0.5828317 0.59968948 0 0 0.77104149 

 

 

Table 3.14: Statistical Test result of Unimodal Benchmark Functions for CAOA, RWAOA, LFAOA (30 Dimensions) 

Algorithm CAOA RWAOA LFAOA[98] 

Function No. 
Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F1 1.72E-12 1 0 0.325579 0.33285469 0 0 0.32558251 0.06786886 0 0 0.32557885 

F2 --  0  -- --   - 0 - - - 0 - - 

F3 1.72E-12 1 1 0.006595 0.39526701 0 0 0.52681462 0.68432259 0 0 0.48477225 

F4 6.51E-09 1 1 9.94E-07 0.34028847 0 0 0.45666011 0.37903631 0 0 0.54614669 

F5 4.80E-07 1 1 3.22E-06 0.23984999 0 0 0.25862192 0.62040372 0 0 0.67067031 

F6 3.02E-11 1 1 2.64E-30 0.89999504 0 0 0.82771559 0.44641944 0 0 0.52110848 

F7 0.620404 0 0 0.701174 0.50114367 0 0 0.85399422 0.93519197 0 0 0.75962765 
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Table 3.15: Statistical Test result of Unimodal Benchmark Functions for CAOA, RWAOA, LFAOA (50 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function 

No. 

Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F1 1.21E-12 1 0 0.0539346 0.02708632 1 0 0.34736231 0.06786886 0 0 0.23038971 

F2 1.21E-12 1 0 0.32558199 0.20620549 0 0 0.32558199 0.84180145 0 0 0.32558199 

F3 1.51E-11 1 1 0.00013613 0.51059794 0 0 0.82009535 0.98230705 0 0 0.24554218 

F4 4.12E-06 1 1 0.00165309 0.42038633 0 0 0.24810654 0.80727495 0 0 0.53404955 

F5 1.69E-09 1 1 1.57E-07 0.94695594 0 0 0.80588987 0.30417682 0 0 0.48456687 

F6 3.02E-11 1 1 8.82E-30 0.79584554 0 0 0.72890589 0.59968948 0 0 0.47381165 

F7 0.12967023 0 0 0.06122919 0.27070534 0 0 0.17722485 0.040595 1 0 0.15154438 

 

 

 

Table 3.16: Statistical Test result of Unimodal Benchmark Functions for CAOA, RWAOA, LFAOA (100 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function 

No. 

Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F1 5.49E-11 1 1 8.92E-12 0.2225729 0 0 0.16666146 0.63087629 0 0 0.81708626 

F2 1.21E-12 1 0 0.32556084 0.86499371 0 0 0.3940845 0.78445977 0 0 0.32556084 

F3 3.02E-11 1 1 1.93E-07 0.68432259 0 0 0.72805608 0.37107703 0 0 0.15629828 

F4 2.15E-06 1 1 6.89E-07 0.51059794 0 0 0.41224113 0.14127751 0 0 0.07345329 

F5 4.62E-10 1 1 2.78E-08 0.36322231 0 0 0.63318939 0.85338174 0 0 0.58682251 

F6 3.02E-11 1 1 5.36E-32 0.65204362 0 0 0.89475981 0.30417682 0 0 0.54989648 

F7 0.91170898 0 0 0.70010743 0.05368525 0 0 0.09922052 0.00058737 1 1 0.00143501 
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Table 3.17: Simulation Time for Uni-Model Benchmark Function using CAOA, RWAOA, LFAOA (10 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F1 0.03125 0.125 0.03125 0.066666667 0.179166667 0.078125 0.265625 0.578125 0.25 

F2 0.03125 0.125 0.03125 0.066145833 0.182291667 0.077604167 0.28125 0.53125 0.34375 

F3 0.0625 0.15625 0.0625 0.093229167 0.186979167 0.094270833 0.15625 0.25 0.171875 

F4 0.03125 0.109375 0.03125 0.059895833 0.1671875 0.065104167 0.125 0.3125 0.140625 

F5 0.046875 0.140625 0.046875 0.074479167 0.163020833 0.08125 0.140625 0.21875 0.140625 

F6 0.03125 0.125 0.03125 0.0578125 0.152604167 0.061979167 0.140625 0.203125 0.09375 

F7 0.0625 0.140625 0.0625 0.0796875 0.1703125 0.084895833 0.109375 0.25 0.125 

 

 

Table 3.18: Simulation Time for Uni-Model Benchmark Function using CAOA, RWAOA, LFAOA (30 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F1 0.046875 0.375 0.046875 0.105208333 0.659375 0.102083333 0.25 1.296875 0.328125 

F2 0.046875 0.390625 0.0625 0.09375 0.6078125 0.104166667 0.296875 1.546875 0.3125 

F3 0.171875 0.546875 0.171875 0.191145833 0.6921875 0.197395833 0.234375 0.890625 0.234375 

F4 0.046875 0.3125 0.0625 0.077604167 0.565104167 0.089583333 0.109375 0.9375 0.1875 

F5 0.0625 0.328125 0.0625 0.080208333 0.576041667 0.080729167 0.109375 0.8125 0.109375 

F6 0.046875 0.34375 0.0625 0.063020833 0.580729167 0.071875 0.078125 1.015625 0.109375 

F7 0.109375 0.359375 0.109375 0.124479167 0.585416667 0.1296875 0.140625 0.796875 0.171875 
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Table 3.19: Simulation Time for Uni-Model Benchmark Function using CAOA, RWAOA, LFAOA (50 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F1 0.078125 0.359375 0.078125 0.1421875 0.384375 0.141666667 0.5 0.421875 0.421875 

F2 0.078125 0.453125 0.078125 0.130729167 0.765625 0.125 0.421875 1.25 0.375 

F3 0.28125 0.71875 0.28125 0.307291667 0.895833333 0.327604167 0.375 1.125 0.859375 

F4 0.078125 0.515625 0.078125 0.102604167 0.684375 0.1125 0.203125 1.078125 0.1875 

F5 0.09375 0.5 0.09375 0.109375 0.748958333 0.114583333 0.140625 1.015625 0.15625 

F6 0.078125 0.4375 0.078125 0.0984375 0.6859375 0.099479167 0.15625 0.90625 0.171875 

F7 0.171875 0.578125 0.171875 0.201041667 0.810416667 0.208854167 0.21875 1.015625 0.3125 

 

Table 3.20: Simulation Time for Uni-Model Benchmark Function using CAOA, RWAOA, LFAOA (100 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F1 0.125 0.734375 0.140625 0.200520833 1.095833333 0.222395833 0.546875 2.09375 0.90625 

F2 0.140625 0.75 0.140625 0.209375 1.09375 0.2015625 0.765625 1.671875 0.5625 

F3 0.5625 1.234375 0.59375 0.653645833 1.505208333 0.65625 0.984375 1.859375 0.875 

F4 0.125 0.71875 0.140625 0.151041667 0.9640625 0.157291667 0.234375 1.34375 0.203125 

F5 0.140625 0.703125 0.140625 0.173958333 0.993229167 0.172395833 0.328125 1.375 0.359375 

F6 0.125 0.828125 0.125 0.147916667 0.969270833 0.161458333 0.1875 1.21875 0.265625 

F7 0.3125 0.828125 0.328125 0.332291667 1.180729167 0.343229167 0.5 1.75 0.375 
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Table 3.21 Comparison of Uni-modal test functions of CAOA, RWAOA, LFAOA[98] 

Algorithms Parameter 
Uni-modal Test Functions 30 Dimensions 

F1 F2 F3 F4 F5 F6 F7 

GA[98] 
Ave 01.03E+003 02.47E+001 02.65E+004 05.17E+001 01.95E+004 09.01E+002 01.91E-01 

Std. 05.79E+002 05.68E+000 03.44E+003 01.05E+001 01.31E+004 02.84E+002 01.50E-01 

PSO[116] 
Ave 01.83E+004 03.58E+002 04.05E+004 04.39E+001 01.96E+007 01.87E+004 01.07E+01 

Std. 03.01E+003 01.35E+003 08.21E+003 03.64E+000 06.25E+006 02.92E+003 03.05E+00 

BBO[116] 
Ave 07.59E+001 01.36E-003 01.21E+004 03.02E+001 01.82E+003 06.71E+001 02.91E-03 

Std. 02.75E+001 07.45E-003 02.69E+003 04.39E+000 09.40E+002 02.20E+01 01.83E-03 

FPA[98] 
Ave 02.01E+013 03.22E+001 01.41E+003 02.38E+001 03.17E+005 01.70E+003 03.44E-01 

Std. 05.60E+002 05.55E+000 05.59E+002 02.77E+000 01.75E+005 03.13E+002 01.10E-01 

GWO[81] 
Ave 01.18E-027 09.71E-017 05.12E-005 01.24E-006 02.70E+001 08.44E-001 01.70E-03 

Std. 01.47E-027 05.60E-017 02.03E-004 01.94E-006 07.78E-001 03.18E-001 01.06E-03 

BAT[98] 
Ave 06.59E+004 02.71E+008 01.38E+005 08.51E+001 02.10E+008 06.69E+004 04.57E+01 

Std. 07.51E+003 01.30E+009 04.72E+004 02.95E+000 04.17E+007 05.87E+003 07.82E+00 

FA [116] 
Ave 07.11E-003 04.34E-001 01.66E+003 01.11E-001 07.97E+001 06.94E-003 06.62E-02 

Std. 03.21E-003 01.84E-001 06.72E+002 04.75E-002 07.39E+001 03.61E-003 04.23E-02 

CS [117] 
Ave 09.06E-004 01.49E-001 02.10E-001 09.65E-002 02.76E+001 03.13E-003 07.29E-02 

Std. 04.55E-004 02.79E-002 05.69E-002 01.94E-002 04.51E-001 01.30E-003 02.21E-02 

MFO [83] 
Ave 01.01E+003 03.19E+001 02.34E+004 07.00E+001 07.35E+003 02.68E+003 04.50E+00 

Std. 03.05E+003 02.06E+001 01.41E+004 07.06E+000 02.26E+004 05.84E+003 09.21E+00 

GSA [118] 
Ave 06.08E+002 02.27E+001 01.35E+005 07.87E+001 07.41E+002 03.08E+003 01.12E-01 

Std. 04.64E+002 03.36E+00 04.86E+004 02.81E+000 07.81E+002 08.98E+002 03.76E-02 

DE [119] 
Ave 01.33E-003 06.83E-003 03.97E+004 01.15E+001 01.06E+002 01.44E-003 05.24E-02 

Std. 05.92E-004 02.06E-003 05.37E+003 02.37E+000 01.01E+002 05.38E-004 01.37E-02 

AOA[2] 
Ave 06.67E-007 00.00E+000 06.87E-006 01.40E-003 02.49E+001 03.47E-004 03.92E-06 

Std. 07.45E-007 00.00E+000 06.87E-006 01.90E-003 03.64E-001 03.47E-004 03.92E-06 

CAOA 
Ave 1.19E-251 0 1.85E-293 0.0034162 27.52772 6.254627 6.40E-05 

Std. 0 0 0 0.0098857 0.7156909 0.2550962 5.77E-05 

RWAOA 
Ave 2.34E-24 0 0.0063143 0.0246509 28.517941 3.1380593 6.01E-05 

Std. 1.28E-23 0 0.0120774 0.0205557 0.3009467 0.246767 4.63E-05 

LAOA 
Ave 6.02E-31 0 0.00629218 0.02563863 28.4571341 3.17460324 6.37E-05 

Std. 3.30E-30 0 0.01173523 0.02022121 0.29245785 0.28493956 8.20E-05 

 

 

. 
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Figure 3.26 Comparison convergence curve for Uni-modal Benchmark Functions (F1-F7) 
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3.10.2 Testing of Multi-modal Benchmark Functions 

The multi-modal Benchmark Functions (F8 to F13) were used to test the effectiveness of 

the CAOA, RWAOA, and Levy Flight Arithmetic Optimization Algorithm. The 

experiments were conducted for 10, 30, 50, and 100 dimensions, with 30 trial runs and 500 

iterations. Tables 3.23 to 3.25 display the results of the multi-modal test functions for each 

dimension. To evaluate the usefulness of the solutions, the Wilcoxon sum test and statistical 

T-test results were computed. The quartile results of CAOA, RWAOA, and LFAOA for 

multi-modal benchmark functions are presented in Tables 3.26 to 3.29 for 10, 30, 50, and 

100 dimensions. Tables 3.30 to 3.33 display the results of the Wilcoxon sum test and 

statistical T-test for CAOA, RWAOA, and LFAOA for each dimension. Additionally, 

Tables 3.34 to 3.37 show the simulation time required for the Multi-Model Benchmark 

Function using CAOA, RWAOA, and LFAOA for each dimension. 

 

To compare the effectiveness of the Chaotic, Random Walk, and Levy Flight Arithmetic 

Optimization Algorithm with other known meta-heuristics search algorithms such as 

Genetic Algorithm, PSO, BBO, FPA, GWO, BAT, FA, CS, MFO, GSA, DE, and AOA, the 

comparison results for the multi-modal benchmark function are presented in Table 3.38 in 

terms of standard deviation and average time for 10, 30, 50, and 100 dimensions. Finally, 

the comparison convergence curve of CAOA, RWAOA, and LFAOA for the multi-modal 

benchmark function has been depicted in Figure 3.27. The test results reveal the 

effectiveness of this algorithm in achieving increased convergence for multi-modal 

optimization problems. 
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Table 3.22: Test result of Multi-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (10 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F8 24 20 23 
-

1734.371 

-

2811.486 
-2850.43 197.7648 274.7437 257.1771 

-

2219.434 

-

3264.289 

-

3367.355 

-

1201.366 

-

2171.013 

-

2372.641 

-

1743.461 

-

2839.639 

-

2859.361 

F9 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F10 1 1 1 8.87E-16 8.87E-16 8.87E-16 0 0 0 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 

F11 1 1 1 0 2.67E-10 3.71E-12 0 1.46E-09 2.03E-11 0 0 0 0 8.02E-09 1.11E-10 0 0 0 

F12 3 28 1 0.558022 0.027092 0.027692 0.078817 0.008617 0.006921 0.388923 0.012956 0.016178 0.683227 0.046773 0.04437 0.57854 0.024566 0.027934 

F13 15 15 14 0.89792 0.872596 0.860297 0.086376 0.107949 0.128551 0.698127 0.588627 0.549517 0.998363 0.995354 0.995658 0.893131 0.894699 0.884453 

 

Table 3.23: Test Result of Multi-Modal Benchmark Function for Objective Fitness Functions for CAOA, RWAOA, LFAOA (30 Dimensions) 

Function No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F8 21 19 8 -2849.658 -5221.357 -5121.334 360.2603 380.7035 443.8498 -3593.412 -6034.022 -6437.323 -2083.7 -4566.286 -4317.872 -2858.494 -5166.625 -5090.45 

F9 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F10 1 1 1 8.87E-16 8.87E-16 8.87E-16 0 0 0 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 

F11 3 28 22 3.29E-07 0.1957 0.189366 1.67E-06 0.152275 0.137668 0 0.003887 0.01795 9.13E-06 0.522348 0.472264 0 0.140521 0.171467 

F12 28 4 25 1.020885 0.522437 0.510007 0.029816 0.043487 0.043297 0.938339 0.427404 0.421172 1.090108 0.599395 0.592129 1.022028 0.51899 0.513492 

F13 20 7 18 2.875993 2.838214 2.830882 0.076801 0.080463 0.091525 2.7413 2.707066 2.557182 2.991007 2.943452 2.996984 2.88307 2.848733 2.830613 
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Table 3.24: Test result of Multi-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (50 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F8 8 10 19 -3673.392 -6814.26 -6972.898 560.4298 447.1978 432.7812 -4829.409 -7513.611 -7778.371 -2717.921 -6001.204 -5883.546 -3624.218 -6752.302 -7012.487 

F9 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F10 01 01 01 8.87E-16 8.87E-16 8.87E-16 0 0 0 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 8.87E-16 

F11 23 19 3 0.017977 1.353511 1.287844 0.03171 1.491352 0.614718 0.000297 0.596256 0.465704 0.096788 8.884027 3.481201 0.001482 1.047028 1.075953 

F12 12 4 8 1.10786 0.719726 0.730831 0.02658 0.031246 0.027107 1.06946 0.660472 0.667205 1.183918 0.789094 0.778194 1.105037 0.717573 0.737038 

F13 19 21 16 4.916112 4.878615 4.861873 0.059616 0.096027 0.103893 4.776627 4.610043 4.66393 4.991623 4.99654 5.010965 4.918261 4.900088 4.874001 

 

Table 3.25: Test result of Multi-modal Benchmark Function for Objective fitness functions for CAOA, RWAOA, LFAOA (100 Dimensions) 

Function No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F8 2 20 2 -5507.669 -9778.683 -9946.689 991.0596 853.1979 767.3219 -7235.421 -11646.91 -11259.57 -3238.41 -7776.608 -8075.022 -5613.767 -9805.79 -9959.651 

F9 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

F10 1 1 1 8.88E-16 0.000239 0.000672 0 0.000618 0.001103 8.88E-16 8.88E-16 8.88E-16 8.88E-16 0.002316 0.003568 8.88E-16 8.88E-16 8.88E-16 

F11 4 27 21 0.043708 587.5424 596.3999 0.049159 142.801 181.4274 0.008311 363.5091 232.8222 0.185092 1039.195 927.7727 0.022903 591.5407 589.2233 

F12 9 24 13 1.190578 0.912288 0.903276 0.027934 0.021449 0.021584 1.152306 0.865221 0.857602 1.262264 0.946007 0.94594 1.186953 0.913563 0.904086 

F13 14 10 8 9.964364 9.958024 9.956183 0.035624 0.055109 0.067823 9.854697 9.845558 9.698846 9.997424 10.04573 10.02458 9.976775 9.958422 9.968506 
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Table 3.26: Quartile Result Analysis of Multi-modal Test Function using CAOA, RWAOA, and 

LFAOA (10 Dim.) 

Algorithm Function No. F8 F9 F10 F11 F12 F13 

CAOA No. of trials 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 

CAOA Minimum value -2219.434266 0 8.88E-16 0 0.388923203 0.698126757 

RWAOA Minimum value -3264.288881 0 8.88E-16 0 0.012956406 0.58862712 

LFAOA Minimum value -3367.355 0 8.88E-16 0 0.0161779 0.5495171 

CAOA Maximum value -1201.366077 0 8.88E-16 0 0.68322718 0.99836257 

RWAOA Maximum value -2171.013295 0 8.88E-16 8.02E-09 0.046772505 0.995353601 

LFAOA Maximum value -2372.641 0 8.88E-16 1.11E-10 0.0443696 0.9956581 

CAOA Mean Value -1734.371154 0 8.88E-16 0 0.558022136 0.897920339 

RWAOA Mean Value -2811.485542 0 8.88E-16 2.67E-10 0.027091725 0.872595987 

LFAOA Mean Value -2850.43 0 8.88E-16 3.71E-12 0.0276916 0.8602966 

CAOA Median  -1743.460653 0 8.88E-16 0 0.578540097 0.893130673 

RWAOA Median  -2859.361 0 8.88E-16 0 0.0279343 0.8844531 

LFAOA Median  -2859.361 0 8.88E-16 0 0.0279343 0.8844531 

CAOA 
First quartile 

(25th Percentile) 
-1829.313205 -   - -  0.481474913 0.84681472 

RWAOA 
First quartile 

(25th Percentile) 
-2999.587241 - - - 0.020816802 0.811703252 

LFAOA 
First quartile 

(25th Percentile) 
-3031.732 -   - -  0.0212042 0.844347 

CAOA 
Second quartile 

(50th Percentile) 
-1743.460653 0 8.88E-16 0 0.578540097 0.893130673 

RWAOA 
Second quartile 
(50th Percentile) 

-2839.638644 0 8.88E-16 0 0.024566396 0.89469937 

LFAOA 
Second quartile 

(50th Percentile) 
-2859.361 0 8.88E-16 0 0.0279343 0.8844531 

CAOA 
Third quartile 

(75th Percentile) 
-1593.231132 -  -   - 0.612410424 0.993860858 

RWAOA 
Third quartile 

(75th Percentile) 
-2628.887709 - - 2.08E-13 0.033909005 0.939219297 

LFAOA 
Third quartile 

(75th Percentile) 
-2727.692 - - 5.57E-11 0.0320797 0.939061 

CAOA 

Semi 

Interquartile 

Deviation 
118.0410366  -  -  - 0.065467755 0.073523069 

RWAOA 

Semi 

Interquartile 

Deviation 

185.3497658 - - - 0.006546101 0.063758023 

LFAOA 
Semi 

Interquartile 

Deviation 

152.01969 - - - 0.0054377 0.047357 

CAOA 
Number of 

Outliers 
00 00 00 00 00 00 

RWAOA 
Number of 

Outliers 
00 00 00 00 00 00 

LFAOA 
Number of 

Outliers 
00 00 00 00 00 1 

CAOA 
Standard 

Deviation 
197.7647741 0 0 0 0.078816737 0.086376323 

RWAOA 
Standard 
Deviation 

274.7436983 0 0 1.46E-09 0.008617397 0.107948562 

LFAOA 
Standard 

Deviation 
257.17713 0 0 2.03E-11 0.0069211 0.1285511 
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Table 3.27: Quartile Result Analysis of Multi-modal Test Function using CAOA, RWAOA, and 

LFAOA (30 Dim.) 

Algorithm Function No. F8 F9 F10 F11 F12 F13 

CAOA No. of trials 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 

CAOA Minimum value -3593.412076 0 8.88E-16 0 0.938338679 2.741299917 

RWAOA Minimum value -6034.02246 0 8.88E-16 0.00388669 0.427403646 2.707065643 

LFAOA Minimum value -6437.32 0 8.88E-16 0.01795 0.421172 2.557182 

CAOA Maximum value -2083.699764 0 8.88E-16 9.13E-06 1.090107592 2.991007434 

RWAOA Maximum value -4566.285991 0 8.88E-16 0.522348465 0.599395034 2.943452241 

LFAOA Maximum value -4317.87 0 8.88E-16 0.472264 0.592129 2.996984 

CAOA Mean Value -2849.657583 0 8.88E-16 3.29E-07 1.020885349 2.875993176 

RWAOA Mean Value -5221.357188 0 8.88E-16 0.195699936 0.522437122 2.838214169 

LFAOA Mean Value -5121.33 0 8.88E-16 0.189366 0.510007 2.830882 

CAOA Median  -2858.49437 0 8.88E-16 0 1.022028138 2.883070367 

RWAOA Median  -5166.624983 0 8.88E-16 0.140520813 0.51899007 2.848732517 

LFAOA Median  -5090.45 0 8.88E-16 0.171467 0.513492 2.830613 

CAOA 
First quartile (25th 

Percentile) 
-3084.762078       1.009067744 2.812129798 

RWAOA 
First quartile (25th 

Percentile) 
-5583.795956 -  - 0.076224261 0.505619956 2.754939109 

LFAOA 
First quartile (25th 

Percentile) 
-5346.52  - -  0.066652 0.47345 2.782429 

CAOA 
Second quartile (50th 

Percentile) 
-2858.49437 0 8.88E-16 0 1.022028138 2.883070367 

RWAOA 
Second quartile (50th 

Percentile) 
-5166.624983 0 8.88E-16 0.140520813 0.51899007 2.848732517 

LFAOA 
Second quartile (50th 

Percentile) 
-5090.45 0 8.88E-16 0.171467 0.513492 2.830613 

CAOA 
Third quartile (75th 

Percentile) 
-2599.482065     5.99E-11 1.03475506 2.945839676 

RWAOA 
Third quartile (75th 

Percentile) 
-4945.909681 - - 0.291778 0.540634531 2.898541231 

LFAOA 
Third quartile (75th 

Percentile) 
-4827.89  - -  0.256276 0.538682 2.886724 

CAOA 
Semi Interquartile 

Deviation 
242.6400066 -   - -  00.012843658 00.066854939 

RWAOA 
Semi Inter-quartile 

Deviation 
318.9431372 - - 00.107776869 00.017507287 00.071801061 

LFAOA 
Semi Inter-quartile 

Deviation 
259.312  -  - 00.094812 00.032616 00.052147 

CAOA Number of outliers 00 00 00 00 01 00 

RWAOA Number of outliers 00 00 00 00 00 00 

LFAOA Number of outliers 00 00 00 00 00 00 

CAOA Standard Deviation 360.2603018 0 0 1.67E-06 0.029816289 0.076801279 

RWAOA Standard Deviation 380.7035328 0 0 0.152275141 0.0434873 0.080463123 

LFAOA Standard Deviation 443.8498 0 0 0.137668 0.043297 0.091525 
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Table 3.28: Quartile Result Analysis of Multi-modal Test Function using CAOA, RWAOA, and LFAOA 

in (50 Dim.) 

Algorithm Function No. F8 F9 F10 F11 F12 F13 

CAOA No. of trials 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 

CAOA Minimum value -4829.40869 0 8.88E-16 0.000297244 1.069459927 4.776626719 

RWAOA Minimum value -7513.61126 0 8.88E-16 0.596255717 0.6604717 4.610043011 

LFAOA Minimum value -11259.6 0 8.88E-16 232.8222 0.857602 9.698846 

CAOA Maximum value -2717.92146 0 8.88E-16 0.096787541 1.183918338 4.991623306 

RWAOA Maximum value -6001.2037 0 8.88E-16 8.884027107 0.789094439 4.996539772 

LFAOA Maximum value -8075.02 0 0.003568 927.7727 0.94594 10.02458 

CAOA Mean Value -3673.39243 0 8.88E-16 0.017977437 1.107860127 4.916112368 

RWAOA Mean Value -6814.25972 0 8.88E-16 1.353511185 0.719726068 4.878614894 

LFAOA Mean Value -9946.69 0 0.000672 596.3999 0.903276 9.956183 

CAOA Median  -3624.21848 0 8.88E-16 0.00148244 1.105036718 4.918261253 

RWAOA Median  -6752.30234 0 8.88E-16 1.047028119 0.717573311 4.900088356 

LFAOA Median  -9959.65 0 8.88E-16 589.2233 0.904086 9.968506 

CAOA 
First quartile (25th 

Percentile) 
-4049.06415  -  - 0.000742225 1.091453763 4.867164504 

RWAOA 
First quartile (25th 

Percentile) 
-7235.15301  -  - 0.921475568 0.695279599 4.849090592 

LFAOA 
First quartile (25th 

Percentile) 
-10554.4 - 0 500.0965 0.887647 9.927189 

CAOA 
Second quartile (50th 

Percentile) 
-3624.21848 0 8.88E-16 0.00148244 1.105036718 4.918261253 

RWAOA 
Second quartile (50th 

Percentile) 
-6752.30234 0 8.88E-16 1.047028119 0.717573311 4.900088356 

LFAOA 
Second quartile (50th 

Percentile) 
-9959.65 0 8.88E-16 589.2233 0.904086 9.968506 

CAOA 
Third quartile (75th 

Percentile) 
-3150.46951  -  - 0.004947676 1.122971163 4.977279926 

RWAOA 
Third quartile (75th 

Percentile) 
-6446.94541 - - 1.15443814 0.74244727 4.943754237 

LFAOA 
Third quartile (75th 

Percentile) 
-9626.94 - 0.002077 744.2696 0.917979 10.00467 

CAOA 
Semi Interquartile 

Deviation 
449.2973226 -   - 0.002102725 0.0157587 0.055057711 

RWAOA 
Semi Interquartile 

Deviation 
394.1037984 - - 0.116481286 0.023583835 0.047331822 

LFAOA 
Semi Interquartile 

Deviation 
463.7405 - -  122.0865 0.015166 0.038743 

CAOA Number of outliers 00 00 00 07 00 00 

RWAOA Number of outliers 00 00 00 02 00 00 

LFAOA Number of outliers 00 00 00 00 00 00 

CAOA Standard Deviation 560.4298463 0 0 0.031709698 0.02657997 0.059616328 

RWAOA Standard Deviation 447.1978123 0 0 1.491352366 0.031246413 0.096026811 

LFAOA Standard Deviation 767.3219 0 0.001103 181.4274 0.021584 0.067823 
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Table 3.29: Quartile Result Analysis of Multi-modal Test Function using CAOA, RWAOA, and LFAOA 

(100 Dim.) 

Algorithm Function No. F8 F9 F10 F11 F12 F13 

CAOA No. of trials 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 

CAOA Minimum value -7235.42068 0 8.88E-16 0.008310858 1.152306078 9.854696623 

RWAOA Minimum value -11646.90928 0 8.88E-16 363.5090905 0.865220863 9.845558027 

LFAOA Minimum value -11259.6 0 8.88E-16 232.8222 0.857602 9.698846 

CAOA Maximum value -3238.409742 0 8.88E-16 0.185091748 1.262264274 9.997423615 

RWAOA Maximum value -7776.608079 0 0.002316303 1039.195059 0.946006909 10.04572924 

LFAOA Maximum value -8075.02 0 0.003568 927.7727 0.94594 10.02458 

CAOA Mean Value -5507.668919 0 8.88E-16 0.04370755 1.190577588 9.964364131 

RWAOA Mean Value -9778.682679 0 0.0002389 587.5424145 0.912287866 9.958023754 

LFAOA Mean Value -9946.69 0 0.000672 596.3999 0.903276 9.956183 

CAOA Median  -5613.767026 0 8.88E-16 0.022902793 1.186952981 9.976775158 

RWAOA Median  -9805.789752 0 8.88E-16 591.5407049 0.913563378 9.958421759 

LFAOA Median  -9959.65 0 8.88E-16 589.2233 0.904086 9.968506 

CAOA 
First quartile 

(25th Percentile) 
-6321.503466     0.016004166 1.16940323 9.971514811 

RWAOA 
First quartile 

(25th Percentile) 
-10577.44282 - - 468.106047 0.899219 9.919350749 

LFAOA 
First quartile 

(25th Percentile) 
-10554.4 - 0 500.0965 0.887647 9.927189 

CAOA 
Second quartile 

(50th Percentile) 
-5613.767026 0 8.88E-16 0.022902793 1.186952981 9.976775158 

RWAOA 
Second quartile 

(50th Percentile) 
-9805.789752 0 8.88E-16 591.5407049 0.913563378 9.958421759 

LFAOA 
Second quartile 

(50th Percentile) 
-9959.65 0 8.88E-16 589.2233 0.904086 9.968506 

CAOA 
Third quartile 

(75th Percentile) 
-4737.399221     0.029928147 1.208722749 9.980499053 

RWAOA 
Third quartile 

(75th Percentile) 
-9243.80493 - 2.76E-06 637.6100347 0.932562629 10.00662979 

LFAOA 
Third quartile 

(75th Percentile) 
-9626.94 - 0.002077 744.2696 0.917979 10.00467 

CAOA 

Semi 

Interquartile 
Deviation 

792.0521223     0.006961991 0.019659759 0.004492121 

RWAOA 

Semi 

Interquartile 
Deviation 

666.8189425 - - 84.75199386 0.016671814 0.043639522 

LFAOA 

Semi 

Interquartile 

Deviation 

463.7405 - -  122.0865 0.015166 0.038743 

CAOA 
Number of 

Outliers 
00 00 00 06 00 05 

RWAOA 
Number of 

Outliers 
00 00 00 01 00 00 

LFAOA 
Number of 

Outliers 
00 00 00 00 00 00 

CAOA 
Standard 
Deviation 

991.0595792 0 00 0.049158533 0.02793436 0.035623834 

RWAOA 
Standard 

Deviation 
853.1978684 0 0.000617669 142.8010313 0.021448581 0.055108734 

LFAOA 
Standard 

Deviation 
767.3219 0 0.001103 181.4274 0.021584 0.067823 
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Table 3.30: Statistical Test result of Multi-modal Benchmark Functions for CAOA, RWAOA, LFAOA (10 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 

Wilcoxon rank sum test T-Test 
Wilcoxon rank sum 

test 
T-Test 

Wilcoxon rank sum 

test 
T-Test 

p-rank h-rank p-test t-test p—test h—test 
p—

test 
t--test p—test h—test 

p-

test 
t--test 

F08 3.02E-11 01 01 2.95E-21 0.66273476 0 0 0.45963469 0.97051605 0 00 0.9132262 

F09 -  00 -  -  - 00 - -  - 00 -   - 

F10  - 00 -  -  - 00 - -  - 00  - -  

F11 00.16080212 00 00 0.32557393 0.63261384 00 00 0.32682014 0.98636118 00 00 0.43057824 

F12 03.02E-11 01 01 9.96E-26 0.89999504 00 00 0.85017453 0.66273476 00 00 0.61918686 

F13 0.07727198 00 00 0.06409857 0.42896339 00 00 0.21160983 0.39526701 00 00 0.6061278 

 

Table 3.31: Statistical Test result of Multi-modal Benchmark Functions for CAOA, RWAOA, LFAOA (30 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 

Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-test 

p-rank h-rank p-test t-test p-rank h-rank 
p-

test 
t-test p-rank h-rank 

p-

test 
t-test 

F08 3.02E-11 1 1 1.01E-21 0.07727198 0 0 0.0991717 0.01383162 1 1 0.0199548 

F09  --- 0  ---  -- -- 00 -- -  - 00 - - 

F10  --- 0  -- ---  -- 00 -- -  - 00 - - 

F11 1.96E-11 1 1 2.05E-07 0.50114367 0 0 0.53246164 0.52978249 0 0 0.62536249 

F12 3.02E-11 1 1 1.56E-28 0.64142352 0 0 0.44002951 0.76182835 0 0 0.78658571 

F13 0.000318 1 1 7.90E-05 0.02812867 1 1 0.0246209 0.04514621 1 0 0.08458966 
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Table 3.32: Statistical Test result of Multi-modal Benchmark Functions for CAOA, RWAOA, LFAOA (50 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 

Wilcoxon rank sum test T-Test 
Wilcoxon rank sum 

test 
T-Test 

Wilcoxon rank sum 

test 
T-Test 

p-rank h-rank p-test t-test p-rank h-rank 
p-

test 
t-test p-rank h-rank 

p-

test 
t-test 

F8 3.02E-11 1 1 2.48E-19 0.36322231 0 0 0.33059721 0.64142352 0 0 0.93806412 

F9   0     - 0 - - - 0 -  - 

F10   0     - 0 - -  - 0 - - 

F11 3.02E-11 1 1 9.24E-15 0.46427291 0 0 0.58372455 0.73939882 0 0 0.56043925 

F12 3.02E-11 1 1 6.34E-29 0.63087629 0 0 0.93622591 0.07727198 0 0 0.24189072 

F13 0.01836796 1 1 0.01142289 0.30417682 0 0 0.62633642 0.98230705 0 0 0.84028016 

 

Table 3.33: Statistical Test result of Multi-modal Benchmark Functions for CAOA, RWAOA, LFAOA (100 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 

Wilcoxon rank sum test T-Test 
Wilcoxon rank sum 

test 
T-Test 

Wilcoxon rank sum 

test 
T-Test 

p-rank h-rank p-test t-test p-rank h-rank 
p-

test 
t-test p-rank h-rank 

p-

test 
t-test 

F8 3.02E-11 1 1 4.06E-19 0.04358355 1 1 0.03271263 0.27070534 0 0 0.10976515 

F9   0     - 0 - -  - 0 - - 

F10 0.00031349 1 1 0.00614263 0.83931901 0 0 0.20120278 0.66656508 0 0 0.47022737 

F11 3.02E-11 1 1 2.42E-18 0.49178296 0 0 0.61110068 0.8766349 0 0 0.7591375 

F12 3.02E-11 1 1 1.17E-29 0.4825169 0 0 0.42531213 0.37107703 0 0 0.4122382 

F13 0.21701683 0 0 0.20425307 0.59968949 0 0 0.5487882 0.42896339 0 0 0.72329891 
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Table 3.34: Simulation Time for Multi-Model Benchmark Function using CAOA, RWAOA, LFAOA (10 Dimensions)[98] 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F08 00.046875 00.125 00.03125 00.066666667 00.159375 00.074479167 00.109375 00.234375 00.15625 

F09 00.03125 00.125 00.03125 00.056770833 00.165104167 00.061458333 00.078125 00.40625 00.109375 

F10 00.03125 00.125 00.046875 00.058333333 00.164583333 00.0640625 00.09375 00.40625 00.09375 

F11 00.046875 00.140625 00.046875 00.0796875 00.165625 00.078125 00.125 00.234375 00.125 

F12 00.140625 00.203125 00.140625 00.1578125 00.253125 00.1671875 00.1875 00.328125 00.25 

F13 00.140625 00.203125 00.140625 00.155729167 00.247916667 00.159895833 00.203125 00.296875 00.1875 

 

 

Table 3.35: Simulation Time for Multi-Model Benchmark Function using CAOA, RWAOA, LFAOA (30 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 
Avg. Time (Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F08 00.046875 00.3125 00.03125 00.079166667 00.5828125 00.0875 00.109375 00.15625 00.125 

F09 00.03125 00.375 00.03125 00.069270833 00.576041667 00.072916667 00.09375 00.109375 00.125 

F10 00.03125 00.3125 00.046875 00.075 00.594791667 00.075 00.109375 00.09375 00.109375 

F11 00.046875 00.328125 00.046875 00.080729167 00.5875 00.0890625 00.109375 00.125 00.125 

F12 00.140625 00.546875 00.140625 00.256770833 00.846875 00.265625 00.296875 00.25 00.3125 

F13 00.140625 00.5 00.140625 00.245833333shrey 00.776041667 00.247395833 00.34375 00.1875 00.28125 
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Table 3.36: Simulation Time for Multi-Model Benchmark Function using CAOA, RWAOA, LFAOA (50 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Second) 

Best Time 

(Second) 

Best Time 

(Second) 

Avg. Time 

(Second) 

Avg. Time 

(Second) 

Avg. Time 

(Second) 

Worst Time 

(Second) 

Worst Time 

(Second) 

Worst Time 

(Second) 

F8 0.09375 0.421875 0.109375 0.1203125 0.743229167 0.133854167 0.15625 0.921875 0.171875 

F9 0.09375 0.546875 0.09375 0.105729167 0.775520833 0.122916667 0.140625 1.1875 0.1875 

F10 0.078125 0.53125 0.09375 0.110416667 0.719270833 0.117708333 0.140625 1 0.203125 

F11 0.09375 0.484375 0.109375 0.121354167 0.722916667 0.136458333 0.21875 0.96875 0.21875 

F12 0.34375 0.75 0.328125 0.371354167 0.9671875 0.365104167 0.40625 1.34375 0.40625 

F13 0.3125 0.8125 0.328125 0.360416667 0.996875 0.36875 0.421875 1.3125 0.421875 

 

Table 3.37: Simulation Time for Multi-Model Benchmark Function using CAOA, RWAOA, LFAOA (100 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec.) 

Best Time 

(Sec.) 

Best Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec.) 

Worst Time 

(Sec.) 

Worst Time 

(Sec.) 

F8 0.15625 0.828125 0.171875 0.1828125 1.031770833 0.206770833 0.203125 1.328125 0.3125 

F9 0.140625 0.6875 0.140625 0.155208333 0.965104167 0.165104167 0.171875 1.40625 0.28125 

F10 0.140625 0.84375 0.140625 0.160416667 1.0671875 0.168229167 0.1875 1.625 0.265625 

F11 0.15625 0.78125 0.1875 0.176041667 1.058854167 0.2171875 0.234375 1.453125 0.28125 

F12 0.59375 1.140625 0.59375 0.605729167 1.494270833 0.624479167 0.640625 1.84375 0.640625 

F13 0.5625 1.203125 0.578125 0.5921875 1.43125 0.600520833 0.640625 1.84375 0.640625 

 

 



 
 

111 
 

 

Table 3.38 Comparison of Multi-Modal Test Functions for CAOA, RWAOA, LFAOA[98] 

Algorithms Parameter 
Test Functions- Multi-modal 

F8 F9 F10 F11 F12 F13 

GA[98] 
Ave. -01.26E+04 09.04E+00 01.36E+01 01.01E+01 04.77E+00 01.52E+01 

Std. 04.51E+00 04.58E+00 01.51E+00 02.43E+00 01.56E+00 04.52E+00 

PSO[120] 
Ave -03.86E+03 02.87E+02 01.75E+01 01.70E+02 01.51E+07 05.73E+07 

Std. 02.49E+02 01.95E+01 03.67E-01 03.17E+01 09.88E+06 02.68E+07 

BBO [2] 
Ave. -01.24E+04 00.00E+00 02.13E+00 01.46E+00 06.68E-01 01.82E+00 

Std. 03.50E+01 00.00E+00 03.53E-01 01.69E-01 02.62E-01 03.41E-01 

FPA[98] 
Ave. -06.45E+03 01.82E+02 07.14E+00 01.73E+01 03.05E+02 09.59E+04 

Std. 03.03E+02 01.24E+01 01.08E+00 03.63E+00 01.04E+03 01.46E+05 

GWO [81] 
Ave -05.91E+03 02.19E+00 01.03E-03 04.76E-03 04.83E-02 05.96E-01 

Std. 07.10E+02 03.69E+00 01.70E-14 08.57E-03 02.12E-02 02.23E-01 

BAT [121] 
Ave. -02.33E+03 01.92E+02 01.92E+01 06.01E+02 04.71E+08 09.40E+08 

Std. 02.96E+02 03.56E+01 02.43E-01 05.50E+01 01.54E+08 01.67E+08 

FA[2] 
Ave -05.85E+03 03.82E+01 04.58E-02 04.23E-03 03.13E-04 02.08E-03 

Std. 01.16E+03 01.12E+01 01.20E-02 01.29E-03 01.76E-04 09.62E-04 

CS [98] 
Ave. -05.19E+01 01.51E+01 03.29E-02 04.29E-05 05.57E-05 08.19E-03 

Std. 01.76E+01 01.25E+00 07.93E-03 02.00E-05 04.96E-05 06.74E-03 

MFO [83] 
Ave. -08.48E+03 01.59E+02 01.74E+01 03.10E+01 02.46E+02 02.73E+07 

Std. 07.98E+02 03.21E+01 04.95E+00 05.94E+01 01.21E+03 01.04E+08 

GSA [118] 
Ave. -02.35E+03 03.10E+01 03.74E+00 04.86E-01 04.63E-01 07.61E+00 

Std. 03.82E+02 01.36E+01 01.71E-01 04.97E-02 01.37E-01 01.22E+00 

DE [122] 
Ave. -06.82E+03 01.58E+02 01.21E-02 03.52E-02 02.25E-05 09.12E-03 

Std. 03.94E+02 01.17E+01 03.30E-03 07.20E-02 01.70E-03 01.16E-02 

AOA[2] 
Ave. -01.22E+04 03.42E-07 08.88E-16 00.00E+00 04.28E-06 03.10E-01 

Std. 01.22E+03 3.42E-07 08.88E-16 00.00E+00 04.28E-06 03.10E-01 

CAOA 
Ave. -2849.658 0 8.88E-16 3.29E-07 1.0208853 2.8759932 

Std. 360.2603 0 0 1.67E-06 0.0298163 0.0768013 

RWAOA 
Ave. -2849.658 0 8.88E-16 3.29E-07 1.0208853 2.8759932 

Std. 360.2603 0 0 1.67E-06 0.0298163 0.0768013 

LAOA 
Ave -5121.33357 0 8.88E-16 0.18936639 0.51000717 2.83088185 

Std. 443.849808 0 0 0.13766838 0.04329661 0.09152525 
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Figure 3.27: Comparison convergence curve for Multi-modal (F8-F13) Benchmark 

Functions of CAOA, RWAOA, LFAOA with competitive algorithm. 
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3.10.3 Fixed Benchmark Functions- Testing 

 

The performance of the CAOA, RWAOA, and LFAOA algorithms was evaluated on fixed 

benchmark functions (F14 to F23) by conducting 30 trial runs and 500 iterations for each 

of the 10, 30, 50, and 100 dimensions. Tables 3.39 to 3.54 depict the results obtained from 

the fixed test functions for 10, 30, 50, and 100 dimensions. The Wilcoxon sum test and 

statistical T-test were utilized to evaluate the usefulness of the solution. Tables 3.47, 3.48, 

3.49, and 3.50 showcase the results of the Wilcoxon sum test and statistical T-test for 10, 

30, 50, and 100 dimensions, respectively. The efficacy of the algorithm is established 

through the increased convergence of fixed benchmark functions by CAOA, RWAOA, and 

LFAOA. Table 3.39 illustrates the test result of the fixed-dimension benchmark function 

for objective fitness functions using CAOA, RWAOA, and LFAOA for 10 dimensions. 

Table 3.40 illustrates the test result of the fixed-dimension benchmark function for 

objective fitness functions using CAOA, RWAOA, and LFAOA for 30 dimensions. Table 

3.41 illustrates the test result of the fixed-dimension benchmark function for objective 

fitness functions using CAOA, RWAOA, and LFAOA (50 dimensions). Table 3.42 

illustrates the test result of the fixed-dimension benchmark function for objective fitness 

functions using CAOA, RWAOA, and LFAOA (100 dimensions). Table 3.43 illustrates 

the quartile result for the fixed benchmark test function using CAOA, RWAOA, and 

LFAOA (10 dim.). Table 3.44 illustrates the quartile result for the fixed benchmark test 

function using CAOA, RWAOA, and LFAOA (30 dim.). Table 3.45 illustrates the quartile 

result for the fixed benchmark test function using CAOA, RWAOA, and LFAOA (50 

dim.). Table 3.46 illustrates the quartile result for the fixed benchmark test function using 

CAOA, RWAOA, and LFAOA (100 dim.). Table 3.47 illustrates the statistical test results 

of fixed-dimension benchmark functions for CAOA, RWAOA, and LFAOA (10 

dimensions). Table 3.48 illustrates the statistical test results of fixed-dimension benchmark 

functions for CAOA, RWAOA, and LFAOA (30 dimensions). Table 3.49 illustrates the 

statistical test results of fixed-dimension benchmark functions for CAOA, RWAOA, and 

LFAOA (50 dimensions). Table 3.50 illustrates the statistical test results of the fixed-
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dimension benchmark functions for CAOA, RWAOA, and LFAOA (100 dimensions). The 

runtime performance of the CAOA, RWAOA, and LFAOA algorithms on fixed benchmark 

functions is shown in Tables 3.51 to 3.54 for 10, 30, 50, and 100 dimensions, respectively. 

Additionally, Figure 3.28 illustrates a comparison of the convergence curve for Fixed 

Dimensions (F14–F23) benchmark functions. 
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Table 3.39: Test result of Fixed Dimension Benchmark Function for objective fitness functions using CAOA, RWAOA, LFAOA (10 Dimensions) 

Function No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F14 29 21 20 10.6408 10.1545 8.95862 3.6913 4.14959 4.68855 0.998 0.998 0.998 12.6705 12.6705 12.6705 12.6705 12.6705 11.7187 

F15 28 11 26 0.01047 0.00962 0.01604 0.01801 0.01292 0.03096 0.00034 0.00041 0.00035 0.08015 0.06132 0.12075 0.00063 0.00512 0.00191 

F16 7 1 28 -1.03161 -1.03163 -1.03163 6.11E-06 1.00E-07 1.34E-07 -1.03163 -1.03163 -1.03163 -1.0316 -1.03163 -1.03163 -1.03161 -1.03163 -1.03163 

F17 29 30 14 0.84628 0.41346 0.41234 0.44059 0.01595 0.00982 0.4329 0.3981 0.3995 2.1983 0.47623 0.44101 0.68535 0.40828 0.41065 

F18 4 5 17 20.2691 5.70149 9.3 31.9447 8.23797 11.6149 3 3 3 146.283 30 30 3.00006 3 3 

F19 29 4 18 -3.52431 -3.85084 -3.85057 0.18834 0.0046 0.00588 -3.82295 -3.86058 -3.85783 -2.72038 -3.8413 -3.82983 -3.54193 -3.85202 -3.85163 

F20 30 1 5 -2.30135 -3.05168 -3.04106 0.25541 0.10087 0.09212 -2.81805 -3.18726 -3.23505 -1.73375 -2.71719 -2.8634 -2.27241 -3.07518 -3.05838 

F21 18 8 6 -3.43934 -3.72944 -3.74796 1.39311 0.93112 1.38006 -5.69408 -5.20625 -8.60371 -1.21413 -1.824 -1.79483 -4.02183 -3.65874 -3.55453 

F22 14 27 13 -3.46672 -3.42199 -3.50864 1.54186 1.23987 1.46628 -7.21725 -6.94361 -6.87603 -1.29287 -1.54203 -1.39188 -3.71163 -3.30375 -3.58709 

F23 24 9 26 -3.34872 -3.77532 -4.16565 1.62769 0.92356 1.69045 -7.94784 -5.69922 -8.21259 -1.28013 -1.73084 -1.6651 -3.36965 -3.7067 -3.90621 

 

Table 3.40: Test result of Fixed Dimension Benchmark Function for objective fitness functions using CAOA, RWAOA, LFAOA (30 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F14 11 14 30 9.89974 8.865361 9.2958827 4.0621941 4.5106136 3.708035 0.9980038 0.9980038 1.9920309 12.670506 12.670506 12.670506 12.670506 11.24094 10.763181 

F15 9 28 29 0.0093635 0.0153665 0.0169005 0.0127572 0.0260077 0.0327302 0.0003746 0.0003666 0.0003475 0.0452419 0.116729 0.1162259 0.0029661 0.0045066 0.0010714 

F16 21 13 30 -1.031615 -1.031628 -1.031628 6.70E-06 1.35E-07 1.15E-07 -1.031626 -1.031628 -1.031628 -1.031602 -1.031628 -1.031628 -1.031615 -1.031628 -1.031628 

F17 8 17 16 0.9503106 0.408804 0.4097653 0.4763681 0.0104698 0.010759 0.3981556 0.3979466 0.399306 2.3155067 0.4379595 0.4491349 0.8712412 0.4048806 0.406472 

F18 12 20 7 16.337499 12.901135 11.10058 21.859273 13.232705 12.584091 3 3 3 98.991245 30.000018 30.00002 3.000059 3 3 

F19 14 3 4 -3.514905 -3.851534 -3.850895 0.1833019 0.0045117 0.0035879 -3.81513 -3.859146 -3.857879 -2.895255 -3.83724 -3.842513 -3.528365 -3.852421 -3.851732 

F20 1 5 7 -2.415127 -3.080955 -3.101836 0.3039548 0.0790838 0.0778961 -2.943966 -3.215955 -3.249474 -1.649953 -2.893159 -2.898031 -2.482055 -3.104828 -3.11237 

F21 3 12 18 -2.975096 -3.429211 -4.258822 1.5494601 1.0064295 1.5273327 -6.902406 -5.373432 -8.929123 -1.211925 -1.685525 -2.014846 -2.469007 -3.358496 -3.834521 

F22 10 15 30 -3.410715 -4.234742 -3.800713 1.6337523 1.8364665 1.4745621 -8.682326 -9.606045 -8.058339 -1.088643 -1.640566 -1.453697 -3.587198 -3.672918 -3.726861 

F23 8 29 12 -2.604408 -3.765198 -4.541238 1.2302613 1.4925453 1.6560109 -6.00509 -7.244342 -8.761818 -1.250982 -1.51428 -2.001318 -1.957601 -3.739343 -4.216748 
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Table 3.41: Test result of Fixed Dimension Benchmark Function for objective fitness functions using CAOA, RWAOA, LFAOA (50 Dimensions) 

Function No. 
CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F14 23 1 17 9.7345 9.08767 9.55023 4.37094 4.66164 3.87079 0.998 0.998 0.998 12.6705 12.6705 12.6705 12.6705 11.7168 10.7632 

F15 5 2 8 0.02114 0.01511 0.01811 0.03311 0.02497 0.03154 0.00035 0.00037 0.00035 0.11714 0.10654 0.10892 0.0084 0.00513 0.00431 

F16 24 25 6 -1.03161 -1.03163 -1.03163 4.40E-06 1.03E-07 1.75E-07 -1.03162 -1.03163 -1.03163 -1.0316 -1.03163 -1.03163 -1.03161 -1.03163 -1.03163 

F17 24 14 30 1.00173 0.4141 0.41306 0.6445 0.0132 0.01382 0.41279 0.39935 0.39968 2.89966 0.45282 0.45572 0.79804 0.40909 0.40769 

F18 2 14 18 10.5132 8.4017 8.40054 18.0186 10.9838 10.9844 3 3 3 82.2474 30 30 3.00006 3 3 

F19 15 10 3 -3.58661 -3.84892 -3.85183 0.15006 0.00778 0.0042 -3.85861 -3.85817 -3.86033 -3.16048 -3.81859 -3.8393 -3.57701 -3.85056 -3.85254 

F20 2 15 5 -2.39924 -3.03121 -3.07096 0.24203 0.13316 0.10563 -3.03077 -3.24128 -3.22613 -1.91154 -2.69717 -2.77249 -2.40015 -3.08982 -3.10608 

F21 4 11 5 -3.11029 -4.14427 -3.50798 1.21046 1.47715 1.15973 -4.99049 -8.13278 -6.30952 -1.19635 -1.78183 -1.3909 -3.14469 -3.89565 -3.37041 

F22 4 1 14 -3.07096 -3.66693 -3.55785 1.3679 1.50121 1.1441 -6.89177 -6.53941 -6.60297 -1.27968 -1.1852 -1.72776 -3.48158 -3.42104 -3.57931 

F23 17 29 10 -2.75158 -3.70131 -3.66506 1.47079 1.36445 1.82601 -7.52406 -7.36815 -8.58343 -1.22982 -1.53891 -1.34077 -2.06798 -3.5207 -3.51495 

 

Table 3.42: Test Result of Fixed Dimension Benchmark Function for Objective Fitness Functions Using CAOA, RWAOA, LFAOA (100 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Index Index Index Mean Mean Mean Std. Std. Std. Best Best Best Worst Worst Worst Median Median Median 

F14 28 10 27 9.3585426 10.610992 10.444576 3.8142686 3.5401679 4.0003265 0.9980038 1.9920309 0.9980038 12.670506 12.670506 12.670506 10.763181 12.670506 12.670506 

F15 24 3 12 0.0184065 0.0097721 0.0097 0.0265917 0.0168959 0.1689 0.0003624 0.0003438 0.00035 0.101808 0.0611054 0.0601105 0.0085974 0.0010224 0.001123 

F16 8 5 15 -1.031616 -1.031628 -1.03512 5.17E-06 9.62E-08 9.60E-06 -1.031626 -1.031628 -1.03E+00 -1.031606 -1.031628 -1.03E+00 -1.031616 -1.031628 -1.03E+00 

F17 22 15 27 0.8510901 0.4106737 0.4127692 0.3277233 0.0090875 0.0110477 0.4151938 0.3979135 0.3987943 1.4766241 0.4365189 0.4428635 0.7327505 0.4089637 0.4105367 

F18 2 20 18 20.537192 6.6000679 7.5000008 29.07797 9.335117 10.234325 3.0000022 3 3 96.043625 30.000015 30.000011 3.0000571 3 3 

F19 6 5 8 -3.545768 -3.853267 -3.852858 0.1618398 0.0040244 0.0047404 -3.794575 -3.862491 -3.861191 -3.069853 -3.847035 -3.836353 -3.559406 -3.85267 -3.853641 

F20 24 28 12 -2.358696 -3.066813 -3.073051 0.2645883 0.0869092 0.0945628 -2.725891 -3.17735 -3.251341 -1.815574 -2.821159 -2.848968 -2.403609 -3.085258 -3.099351 

F21 3 11 30 -3.075704 -3.671157 -3.834278 1.5758597 1.0345725 1.1648219 -8.717403 -6.002072 -6.355369 -1.257704 -1.728972 -1.769785 -2.244356 -3.793496 -3.595541 

F22 8 13 21 -2.960904 -4.266825 -3.501941 1.8624454 1.5060564 1.1145269 -8.471397 -9.268822 -5.105268 -1.124959 -1.156168 -1.601393 -2.294747 -4.519846 -3.620801 

F23 5 11 11 -3.452269 -3.510268 -3.813213 1.3343065 1.6987649 1.6634419 -6.78871 -7.643446 -8.230561 -1.599281 -1.483115 -1.380206 -3.786571 -3.016605 -3.715185 
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Table 3.43: Quartile result for Fixed Benchmark Test function using CAOA, RWAOA, LFAOA (10 Dim.) 

Algorithm Function No. F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 

CAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

CAOA Minimum value 0.998004 0.000338 -1.031628 0.4329 3 -3.82295 -2.818055 -5.694077 -7.217248 -7.947839 

RWAOA Minimum value 0.998004 0.000405 -1.031628 0.398098 3 -3.860576 -3.187263 -5.20625 -6.943608 -7.643446 

LFAOA Minimum value 0.998004 0.000348 -1.031628 0.3995 3 -3.857826 -3.235046 -8.603711 -6.876026 -8.212587 

CAOA Maximum value 12.67051 0.080151 -1.031602 2.1983 146.2833 -2.720382 -1.733745 -1.214131 -1.29287 -1.280128 

RWAOA Maximum value 12.67051 0.061316 -1.031628 0.476226 30 -3.841298 -2.717191 -1.823998 -1.542028 -1.483115 

LFAOA Maximum value 12.67051 0.120747 -1.031628 0.441005 30.00001 -3.829832 -2.863404 -1.794827 -1.391883 -1.665099 

CAOA Mean Value 10.6408 0.010469 -1.031614 0.846278 20.26915 -3.524308 -2.301351 -3.439342 -3.466721 -3.348719 

RWAOA Mean Value 10.15447 0.009619 -1.031628 0.413462 5.701493 -3.85084 -3.05168 -3.729443 -3.421991 -3.510268 

LFAOA Mean Value 8.958619 0.016038 -1.031628 0.412342 9.300001 -3.850568 -3.041062 -3.747962 -3.508642 -4.165654 

CAOA Median  12.67051 0.000633 -1.031614 0.685348 3.000061 -3.541932 -2.272413 -4.021829 -3.71163 -3.369647 

RWAOA Median  12.67051 0.00512 -1.031628 0.408282 3 -3.852022 -3.07518 -3.65874 -3.303755 -3.016605 

LFAOA Median  11.7187 0.001912 -1.031628 0.410649 3 -3.851633 -3.058383 -3.554529 -3.587089 -3.906213 

CAOA First quartile (25th Percentile) 10.76318 0.000402 -1.031617 0.489251 3.000052 -3.588531 -2.42387 -4.487803 -4.25614 -4.502801 

RWAOA First quartile (25th Percentile) 10.76318 0.000567 -1.031628 0.403287 3 -3.853221 -3.123511 -4.511989 -4.271098 -4.698748 

LFAOA First quartile (25th Percentile) 2.982105 0.000398 -1.031628 0.404804 3 -3.854023 -3.100055 -4.797739 -4.355181 -4.886637 

CAOA Second quartile (50th Percentile) 12.67051 0.000633 -1.031614 0.685348 3.000061 -3.541932 -2.272413 -4.021829 -3.71163 -3.369647 

RWAOA Second quartile (50th Percentile) 12.67051 0.00512 -1.031628 0.408282 3 -3.852022 -3.07518 -3.65874 -3.303755 -3.016605 

LFAOA Second quartile (50th Percentile) 11.7187 0.001912 -1.031628 0.410649 3 -3.851633 -3.058383 -3.554529 -3.587089 -3.906213 

CAOA Third quartile (75th Percentile) 12.67051 0.012342 -1.03161 0.981694 30.00021 -3.494192 -2.111133 -1.905689 -2.134033 -1.735965 

RWAOA Third quartile (75th Percentile) 12.67051 0.015558 -1.031628 0.419282 3 -3.847513 -2.988374 -2.961412 -2.606102 -2.107209 

LFAOA Third quartile (75th Percentile) 12.67051 0.012268 -1.031628 0.417018 3 -3.849013 -2.964197 -2.866853 -2.004937 -2.953976 

CAOA Semi Interquartile Deviation 0.953663 0.00597 3.73E-06 0.246222 13.50008 0.04717 0.156369 1.291057 1.061054 1.383418 

RWAOA Semi Interquartile Deviation 0.953663 0.007496 6.53E-08 0.007997 1.86E-08 0.002854 0.067569 0.775289 0.832498 1.29577 

LFAOA Semi Interquartile Deviation 4.8442 0.005935 8.74E-08 0.006107 3.90E-08 0.002505 0.067929 0.965443 1.175122 0.966331 

CAOA Number of outliers 4 2 0 1 2 2 0 0 0 0 

RWAOA Number of outliers 5 1 0 1 5 0 1 0 0 0 

LFAOA Number of outliers 0 5 0 0 7 2 0 0 0 0 

CAOA Standard Deviation 3.691301 0.018013 6.11E-06 0.440589 31.94472 0.188339 0.25541 1.393107 1.541861 1.627694 

RWAOA Standard Deviation 4.149593 0.012916 1.00E-07 0.015954 8.237968 0.004599 0.10087 0.931119 1.239872 1.698765 

LFAOA Standard Deviation 4.688551 0.030964 1.34E-07 0.009825 11.61495 0.00588 0.09212 1.380064 1.466279 1.690452 

            



 
 

118 
 

Table 3.44: Quartile result for Fixed Benchmark Test function using CAOA, RWAOA, LFAOA (30 Dim.) 

Algorithm Function No. F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 

CAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

CAOA Minimum value 0.998004 0.000375 -1.031626 0.398156 3 -3.81513 -2.943966 -6.902406 -8.682326 -6.00509 

RWAOA Minimum value 0.998004 0.000367 -1.031628 0.397947 3 -3.859146 -3.215955 -5.373432 -9.606045 -7.244342 

LFAOA Minimum value 1.992031 0.000348 -1.03163 0.399306 3 -3.85788 -3.24947 -8.92912 -8.05834 -8.76182 

CAOA Maximum value 12.67051 0.045242 -1.031602 2.315507 98.99124 -2.895255 -1.649953 -1.211924 -1.088643 -1.250982 

RWAOA Maximum value 12.67051 0.116729 -1.031628 0.437959 30.00002 -3.83724 -2.893159 -1.685525 -1.640566 -1.51428 

LFAOA Maximum value 12.67051 0.116226 -1.03163 0.449135 30.00002 -3.84251 -2.89803 -2.01485 -1.4537 -2.00132 

CAOA Mean Value 9.89974 0.009364 -1.031614 0.950311 16.3375 -3.514905 -2.415127 -2.975096 -3.410715 -2.604407 

RWAOA Mean Value 8.865361 0.015366 -1.031628 0.408804 12.90113 -3.851534 -3.080955 -3.429211 -4.234742 -3.765198 

LFAOA Mean Value 9.295883 0.016901 -1.03163 0.409765 11.10058 -3.85089 -3.10184 -4.25882 -3.80071 -4.54124 

CAOA Median  12.67051 0.002966 -1.031615 0.871241 3.000059 -3.528365 -2.482055 -2.469007 -3.587198 -1.957601 

RWAOA Median  11.24094 0.004507 -1.031628 0.404881 3 -3.852421 -3.104828 -3.358496 -3.672918 -3.739343 

LFAOA Median  10.76318 0.001071 -1.03163 0.406472 3 -3.85173 -3.11237 -3.83452 -3.72686 -4.21675 

CAOA First quartile (25th Percentile) 7.873993 0.000447 -1.031618 0.540538 3.000052 -3.606414 -2.617635 -4.03812 -4.364942 -3.771007 

RWAOA First quartile (25th Percentile) 2.982105 0.00045 -1.031628 0.401501 3 -3.853922 -3.124335 -4.083652 -5.38118 -4.609194 

LFAOA First quartile (25th Percentile) 6.903336 0.000425 -1.03163 0.402304 3 -3.85303 -3.15205 -4.97619 -4.59725 -5.98771 

CAOA Second quartile (50th Percentile) 12.67051 0.002966 -1.031615 0.871241 3.000059 -3.528365 -2.482055 -2.469007 -3.587198 -1.957601 

RWAOA Second quartile (50th Percentile) 11.24094 0.004507 -1.031628 0.404881 3 -3.852421 -3.104828 -3.358496 -3.672918 -3.739343 

LFAOA Second quartile (50th Percentile) 10.76318 0.001071 -1.03163 0.406472 3 -3.85173 -3.11237 -3.83452 -3.72686 -4.21675 

CAOA Third quartile (75th Percentile) 12.67051 0.017009 -1.031609 1.181921 30.00063 -3.474016 -2.177103 -1.532586 -2.066064 -1.605141 

RWAOA Third quartile (75th Percentile) 12.67051 0.022686 -1.031628 0.414318 30 -3.850096 -3.048169 -2.56229 -2.999236 -3.029218 

LFAOA Third quartile (75th Percentile) 12.67051 0.017472 -1.03163 0.413105 30 -3.84802 -3.07989 -3.13408 -2.93309 -3.29856 

CAOA Semi Interquartile Deviation 2.398256 0.008281 4.77E-06 0.320692 13.50029 0.066199 0.220266 1.252767 1.149439 1.082933 

RWAOA Semi Interquartile Deviation 4.8442 0.011118 8.71E-08 0.006408 13.5 0.001913 0.038083 0.760681 1.190972 0.789988 

LFAOA Semi Interquartile Deviation 2.883585 0.008523 8.13E-08 0.0054 13.5 0.002508 0.036081 0.921058 0.83208 1.344571 

CAOA Number of outliers 0 0 0 0 1 3 0 0 0 0 

RWAOA Number of outliers 0 2 0 0 0 1 1 0 0 0 

LFAOA Number of outliers 0 3 0 1 0 0 1 0 0 0 

CAOA Standard Deviation 4.062194 0.012757 6.70E-06 0.476368 21.85927 0.183302 0.303955 1.54946 1.633752 1.230261 

RWAOA Standard Deviation 4.510614 0.026008 1.35E-07 0.01047 13.23271 0.004512 0.079084 1.00643 1.836466 1.492545 

LFAOA Standard Deviation 3.708035 0.03273 1.15E-07 0.010759 12.58409 0.003588 0.077896 1.527333 1.474562 1.656011 
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Table 3.45: Quartile result for Fixed Benchmark Test function using CAOA, RWAOA, LFAOA (50 Dim.) 

Algorithm Function No. F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 

CAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 30 30 30 
CAOA Minimum value 0.998004 0.000355 -1.031621 0.412789 3 -3.858611 -3.030775 -4.990491 -6.891767 -7.524065 

RWAOA Minimum value 0.998004 0.000375 -1.031628 0.399349 3 -3.858168 -3.241276 -8.132781 -6.539407 -7.368153 

LFAOA Minimum value 0.998004 0.000353 -1.03163 0.399682 3 -3.86033 -3.22613 -6.30952 -6.60297 -8.58343 

CAOA Maximum value 12.67051 0.117139 -1.031604 2.899663 82.24742 -3.160481 -1.911545 -1.196352 -1.279678 -1.229819 

RWAOA Maximum value 12.67051 0.106539 -1.031628 0.452823 30.00003 -3.818591 -2.697168 -1.781834 -1.185197 -1.538908 

LFAOA Maximum value 12.67051 0.108918 -1.03163 0.455719 30.00001 -3.8393 -2.77249 -1.3909 -1.72776 -1.34077 

CAOA Mean Value 9.734501 0.021142 -1.031613 1.001727 10.51324 -3.586609 -2.39924 -3.110287 -3.070958 -2.751578 

RWAOA Mean Value 9.087669 0.015112 -1.031628 0.414103 8.401698 -3.848918 -3.031209 -4.144275 -3.666925 -3.701307 

LFAOA Mean Value 9.550234 0.018105 -1.03163 0.413056 8.400538 -3.85183 -3.07096 -3.50798 -3.55785 -3.66506 

CAOA Median  12.67051 0.008401 -1.031613 0.798039 3.000058 -3.57701 -2.400154 -3.144691 -3.48158 -2.067984 

RWAOA Median  11.71684 0.005125 -1.031628 0.409093 3 -3.850556 -3.089819 -3.895647 -3.421042 -3.520698 

LFAOA Median  10.76318 0.004306 -1.03163 0.407686 3 -3.85254 -3.10608 -3.37041 -3.57931 -3.51495 

CAOA First quartile (25th Percentile) 7.873993 0.000565 -1.031615 0.542686 3.000018 -3.696443 -2.570406 -4.24906 -3.940421 -3.956709 

RWAOA First quartile (25th Percentile) 2.982105 0.000932 -1.031628 0.404258 3 -3.852804 -3.12013 -4.841257 -4.743435 -4.143094 

LFAOA First quartile (25th Percentile) 7.873993 0.000392 -1.03163 0.402741 3 -3.85402 -3.12942 -4.48799 -4.04615 -4.75072 

CAOA Second quartile (50th Percentile) 12.67051 0.008401 -1.031613 0.798039 3.000058 -3.57701 -2.400154 -3.144691 -3.48158 -2.067984 

RWAOA Second quartile (50th Percentile) 11.71684 0.005125 -1.031628 0.409093 3 -3.850556 -3.089819 -3.895647 -3.421042 -3.520698 

LFAOA Second quartile (50th Percentile) 10.76318 0.004306 -1.03163 0.407686 3 -3.85254 -3.10608 -3.37041 -3.57931 -3.51495 

CAOA Third quartile (75th Percentile) 12.67051 0.036142 -1.031611 1.106487 3.000067 -3.51042 -2.190452 -2.138094 -1.499535 -1.653536 

RWAOA Third quartile (75th Percentile) 12.67051 0.021727 -1.031628 0.425705 3.017583 -3.847626 -2.932499 -3.307642 -2.278425 -3.069058 

LFAOA Third quartile (75th Percentile) 12.67051 0.020357 -1.03163 0.42037 3.001781 -3.85011 -3.01441 -2.77835 -2.77205 -2.08499 

CAOA Semi Interquartile Deviation 2.398256 0.017789 2.30E-06 0.281901 2.42E-05 0.093012 0.189977 1.055483 1.220443 1.151586 

RWAOA Semi Interquartile Deviation 4.8442 0.010398 5.51E-08 0.010724 0.008792 0.002589 0.093815 0.766807 1.232505 0.537018 

LFAOA Semi Interquartile Deviation 2.398256 0.009983 8.03E-08 0.008814 0.00089 0.001955 0.057504 0.854822 0.637052 1.332866 

CAOA Number of outliers 0 2 0 3 7 0 0 0 0 0 

RWAOA Number of outliers 0 2 1 0 6 2 0 0 0 1 

LFAOA Number of outliers 0 4 1 1 7 1 1 0 0 0 

CAOA Standard Deviation 4.370938 0.033113 4.40E-06 0.644496 18.01859 0.150061 0.242029 1.210457 1.367901 1.470792 

RWAOA Standard Deviation 4.661637 0.024973 1.03E-07 0.013198 10.98377 0.007782 0.133165 1.47715 1.501205 1.364452 

LFAOA Standard Deviation 3.870795 0.031536 1.75E-07 0.013823 10.98436 0.004201 0.105627 1.15973 1.144103 1.826007 
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Table 3.46: Quartile result for Fixed Benchmark Test function using CAOA, RWAOA, LFAOA (100 Dim.) 

Algorithm Function No. F14 F15 F16 F17 F18 F19 F20 F21 F22 F23 

CAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

RWAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

LFAOA No. of trials 30 30 30 30 30 30 30 30 30 30 

CAOA Minimum value 0.998004 0.000362 -1.031626 0.415194 3.000002 -3.794575 -2.725891 -8.717403 -8.471397 -6.78871 

RWAOA Minimum value 1.992031 0.000344 -1.031628 0.397914 3 -3.862491 -3.17735 -6.002072 -9.268822 -7.643446 

LFAOA Minimum value 0.998004 0.000356 -1.03163 0.398794 3 -3.86119 -3.25134 -6.35537 -5.10527 -8.23056 

CAOA Maximum value 12.67051 0.101808 -1.031606 1.476624 96.04363 -3.069853 -1.815574 -1.257704 -1.124959 -1.599281 

RWAOA Maximum value 12.67051 0.061105 -1.031628 0.436519 30.00001 -3.847035 -2.821159 -1.728972 -1.156168 -1.483115 

LFAOA Maximum value 12.67051 0.104987 -1.03163 0.442864 30.00001 -3.83635 -2.84897 -1.76978 -1.60139 -1.38021 

CAOA Mean Value 9.358543 0.018407 -1.031616 0.85109 20.53719 -3.545768 -2.358696 -3.075704 -2.960904 -3.452269 

RWAOA Mean Value 10.61099 0.009772 -1.031628 0.410674 6.600068 -3.853267 -3.066813 -3.671157 -4.266825 -3.510268 

LFAOA Mean Value 10.44458 0.020974 -1.03163 0.412769 7.500001 -3.85286 -3.07305 -3.83428 -3.50194 -3.81321 

CAOA Median  10.76318 0.008597 -1.031616 0.73275 3.000057 -3.559406 -2.403609 -2.244356 -2.294747 -3.786571 

RWAOA Median  12.67051 0.001022 -1.031628 0.408964 3 -3.85267 -3.085258 -3.793496 -4.519846 -3.016605 

LFAOA Median  12.67051 0.005446 -1.03163 0.410537 3 -3.85364 -3.09935 -3.59554 -3.6208 -3.71519 

CAOA First quartile (25th Percentile) 7.873993 0.000547 -1.031619 0.597732 3.000022 -3.639438 -2.589383 -3.984782 -3.928974 -4.350468 

RWAOA First quartile (25th Percentile) 10.76318 0.000404 -1.031628 0.403286 3 -3.85422 -3.131736 -4.361661 -4.91799 -4.698748 

LFAOA First quartile (25th Percentile) 10.76318 0.000724 -1.03163 0.404284 3 -3.85535 -3.13617 -4.59042 -4.54337 -4.34758 

CAOA Second quartile (50th Percentile) 10.76318 0.008597 -1.031616 0.73275 3.000057 -3.559406 -2.403609 -2.244356 -2.294747 -3.786571 

RWAOA Second quartile (50th Percentile) 12.67051 0.001022 -1.031628 0.408964 3 -3.85267 -3.085258 -3.793496 -4.519846 -3.016605 

LFAOA Second quartile (50th Percentile) 12.67051 0.005446 -1.03163 0.410537 3 -3.85364 -3.09935 -3.59554 -3.6208 -3.71519 

CAOA Third quartile (75th Percentile) 12.67051 0.01617 -1.031612 1.232128 30.00093 -3.503185 -2.150971 -1.95552 -1.501889 -2.032166 

RWAOA Third quartile (75th Percentile) 12.67051 0.012303 -1.031628 0.417468 3 -3.850382 -2.980953 -2.829377 -3.229949 -2.107209 

LFAOA Third quartile (75th Percentile) 12.67051 0.023358 -1.03163 0.419541 3 -3.8497 -3.03319 -2.91296 -2.49375 -2.65391 

CAOA Semi Interquartile Deviation 2.398256 0.007812 3.65E-06 0.317198 13.50046 0.068126 0.219206 1.014631 1.213542 1.159151 

RWAOA Semi Interquartile Deviation 0.953663 0.00595 5.45E-08 0.007091 1.19E-08 0.001919 0.075391 0.766142 0.844021 1.29577 

LFAOA Semi Interquartile Deviation 0.953663 0.011317 8.38E-08 0.007629 1.34E-08 0.002825 0.051492 0.838729 1.024811 0.846836 

CAOA Number of outliers 0 4 0 0 1 1 0 0 0 0 

RWAOA Number of outliers 4 3 0 0 6 0 0 0 0 0 

LFAOA Number of outliers 5 4 0 0 5 1 0 0 0 0 

CAOA Standard Deviation 3.814269 0.026592 5.17E-06 0.327723 29.07797 0.16184 0.264588 1.57586 1.862445 1.334306 

RWAOA Standard Deviation 3.540168 0.016896 9.62E-08 0.009087 9.335117 0.004024 0.086909 1.034572 1.506056 1.698765 

LFAOA Standard Deviation 4.000326 0.031331 1.15E-07 0.011048 10.23433 0.00474 0.094563 1.164822 1.114527 1.663442 
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Table 3.47: Statistical Test result of Fixed Dimension Benchmark Functions for CAOA, RWAOA, LFAOA (10 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 
Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F14 0.149448706 0 0 0.09581603 0.20620549 0 0 0.41728829 1 0 0 0.88325653 

F15 0.270705338 0 0 0.252032428 0.78445977 0 0 0.08700574 0.30417682 0 0 0.79732188 

F16 3.02E-11 1 1 1.21E-13 0.31118764 0 0 0.34349183 0.21156124 0 0 0.35018738 

F17 3.69E-11 1 1 9.20E-06 0.25188082 0 0 0.91238001 0.53951032 0 0 0.52428661 

F18 0.001952677 1 0 0.110059513 0.18089953 0 0 0.09607184 0.6952154 0 0 0.78647964 

F19 3.02E-11 1 1 2.36E-10 0.92344213 0 0 0.61527579 0.79584554 0 0 0.79014103 

F20 3.02E-11 1 1 3.63E-16 0.42038633 0 0 0.2362264 0.12597019 0 0 0.16090947 

F21 0.830255284 0 0 0.755899361 0.31118764 0 0 0.42610616 0.71718881 0 0 0.52286367 

F22 0.153667235 0 0 0.162151749 0.09049036 0 0 0.11058683 0.2009489 0 0 0.13874029 

F23 0.739398819 0 0 0.992827093 0.13345409 0 0 0.13169673 0.07012659 0 1 0.04155308 

 

 

Table 3.48: Statistical Test result of Fixed Dimension Benchmark Functions for CAOA, RWAOA, LFAOA (30 Dimensions)[98] 

Algorithm CAOA RWAOA LFAOA 

Function No. 
Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test[98] T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F14 0.520145 0 0 0.471522 0.16237502 0 0 0.12001829 0.096262831 0 0 0.152869181 

F15 0.750587232 0 0 0.249501873 0.77311994 0 0 0.97814598 0.491782957 0 0 0.808216304 

F16 3.02E-11 1 1 4.01E-12 0.25188082 0 0 0.28492132 0.761828346 0 0 0.789463877 

F17 1.86E-09 1 1 8.10E-07 0.50114367 0 0 0.97759933 0.264326213 0 0 0.807877294 

F18 1.19E-06 1 1 0.03830275 0.01221194 1 0 0.0504197 0.171450047 0 0 0.169431678 

F19 3.02E-11 1 1 6.38E-11 0.6952154 0 0 0.93784239 0.510597937 0 0 0.440433815 

F20 4.50E-11 1 1 2.00E-12 0.76182835 0 0 0.84706892 0.222572896 0 0 0.251684594 

F21 0.011227764 1 1 0.02175062 0.21156124 0 0 0.18264571 0.270705338 0 0 0.226847844 

F22 0.325526587 0 0 0.408791052 0.38709978 0 0 0.18043427 0.8766349 0 0 0.824173703 

F23 0.000769729 1 1 0.003165676 0.98230705 0 0 0.88430541 0.074827008 0 1 0.011835674 
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Table 3.49: Statistical Test result of Fixed Dimension Benchmark Functions for CAOA, RWAOA, LFAOA (50 Dimensions) 

Algorithm CAOA RWAOA LFAOA[98] 

Function No. 
Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F14 0.217016825 0 0 0.739283893 0.739398819 0 0 0.818908424 0.93519197 0 0 0.87895956 

F15 0.061451911 0 1 0.02758378 0.149448706 0 0 0.06179697 0.65204362 0 0 0.0736713 

F16 3.02E-11 1 1 4.24E-18 0.122352926 0 0 0.160633501 0.97051605 0 0 0.96797196 

F17 9.92E-11 1 1 2.47E-05 0.899995037 0 0 0.527901252 0.7282653 0 0 0.80467975 

F18 9.51E-06 1 0 0.285211497 0.520144612 0 0 0.488670206 0.93519197 0 0 0.53628936 

F19 5.07E-10 1 1 1.46E-10 0.569220164 0 0 0.370359482 0.27070534 0 0 0.18837475 

F20 8.15E-11 1 1 3.72E-15 0.739398819 0 0 0.728426145 0.09925761 0 0 0.15476367 

F21 0.003338612 1 1 0.000658581 0.784459769 0 0 0.860991999 0.0191124 1 1 0.00990763 

F22 0.371077032 0 0 0.201087101 0.750587232 0 0 0.638562425 0.73939882 0 0 0.84652556 

F23 0.001952677 1 1 0.010131735 0.982307053 0 0 0.58262391 0.38709978 0 0 0.56560174 

 

Table 3.50: Statistical Test result of Fixed Dimension Benchmark Functions for CAOA, RWAOA, LFAOA (100 Dimensions) 

Algorithm CAOA RWAOA LFAOA 

Function No. 
Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test Wilcoxon rank sum test T-Test 

p-rank h-rank p-test t-test p-rank h-rank p-test t-test p-rank h-rank p-test t-test 

F14 0.610007552 0 0 0.359141405 0.446419436 0 0 0.693763574 0.379036311 0 0 0.854855186 

F15 0.27718919 0 0 0.912245299 0.559230536 0 0 0.283394211 0.297271689 0 0 0.606215158 

F16 3.02E-11 1 1 9.62E-14 0.318304227 0 0 0.68673343 0.717188814 0 0 0.803038766 

F17 1.61E-10 1 1 4.69E-08 0.379036311 0 0 0.092337053 0.818745653 0 0 0.434506508 

F18 0.000212646 1 0 0.10169482 0.290472149 0 0 0.133918124 0.11536236 0 0 0.160710928 

F19 3.02E-11 1 1 2.61E-11 0.641423523 0 0 0.260239974 0.270705338 0 0 0.397041358 

F20 3.02E-11 1 1 1.75E-14 0.818745653 0 0 0.835382255 0.750587232 0 0 0.914222625 

F21 0.005569939 1 1 0.034162786 0.706171488 0 0 0.684317243 0.8766349 0 0 0.863595511 

F22 0.001114256 1 1 0.023979999 0.641423523 0 0 0.825344607 0.096262831 0 0 0.082513861 

F23 0.695215399 0 0 0.9373123 0.994101921 0 0 0.9506226 0.318304227 0 0 0.386318326 
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Table 3.51: Simulation Time for Fixed Benchmark Function using CAOA, RWAOA, LFAOA (10 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F14 0.34375 0.34375 0.03125 0.376041667 0.39947917 0.053645833 0.4375 0.453125 0.09375 

F15 0.03125 0.046875 0.03125 0.059375 0.08177083 0.053645833 0.09375 0.125 0.09375 

F16 0.03125 0.03125 0.03125 0.047916667 0.05989583 0.054166667 0.078125 0.09375 0.09375 

F17 0.03125 0.03125 0.03125 0.061979167 0.07604167 0.077604167 0.171875 0.21875 0.171875 

F18 0.015625 0.03125 0.015625 0.0421875 0.06041667 0.048958333 0.078125 0.125 0.078125 

F19 0.03125 0.046875 0.03125 0.054166667 0.07916667 0.0640625 0.140625 0.171875 0.09375 

F20 0.03125 0.078125 0.03125 0.059375 0.10989583 0.061458333 0.09375 0.140625 0.109375 

F21 0.046875 0.0625 0.046875 0.074479167 0.09479167 0.069791667 0.125 0.21875 0.109375 

F22 0.046875 0.078125 0.0625 0.072916667 0.10572917 0.0796875 0.109375 0.15625 0.109375 

F23 0.0625 0.09375 0.0625 0.086458333 0.11666667 0.09375 0.171875 0.203125 0.171875 

 

Table 3.52: Simulation Time for Fixed Benchmark Function using CAOA, RWAOA, LFAOA (30 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F14 0.34375 0.359375 0.359375 0.385416667 0.386979167 0.386979167 0.4375 0.4375 0.46875 

F15 0.03125 0.046875 0.03125 0.046875 0.070833333 0.041145833 0.078125 0.09375 0.09375 

F16 0.03125 0.03125 0.03125 0.038020833 0.052083333 0.041666667 0.0625 0.078125 0.078125 

F17 0.015625 0.03125 0.03125 0.052083333 0.072916667 0.054166667 0.28125 0.25 0.1875 

F18 0.015625 0.03125 0.015625 0.0296875 0.044791667 0.030729167 0.046875 0.09375 0.046875 

F19 0.03125 0.046875 0.03125 0.044791667 0.061458333 0.047395833 0.0625 0.125 0.09375 

F20 0.03125 0.078125 0.03125 0.048958333 0.102083333 0.05 0.078125 0.15625 0.0625 

F21 0.046875 0.078125 0.03125 0.0609375 0.091666667 0.0640625 0.109375 0.234375 0.140625 

F22 0.046875 0.078125 0.046875 0.063541667 0.097395833 0.0703125 0.078125 0.15625 0.109375 

F23 0.0625 0.09375 0.0625 0.077604167 0.10625 0.08125 0.109375 0.203125 0.125 
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Table 3.53: Simulation Time for Fixed Benchmark Function using CAOA, RWAOA, LFAOA (50 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F14 0.34375 0.359375 0.34375 0.374479167 0.384375 0.384375 0.421875 0.421875 0.4375 

F15 0.015625 0.046875 0.03125 0.055208333 0.0796875 0.058333333 0.125 0.109375 0.109375 

F16 0.015625 0.046875 0.03125 0.045833333 0.070833333 0.053645833 0.078125 0.09375 0.125 

F17 0.015625 0.03125 0.015625 0.05625 0.080729167 0.066145833 0.171875 0.265625 0.171875 

F18 0.015625 0.03125 0.03125 0.043229167 0.058854167 0.047395833 0.078125 0.140625 0.0625 

F19 0.03125 0.046875 0.03125 0.069270833 0.086979167 0.065625 0.125 0.265625 0.15625 

F20 0.046875 0.078125 0.046875 0.073958333 0.121354167 0.072916667 0.109375 0.171875 0.125 

F21 0.046875 0.078125 0.03125 0.071354167 0.1109375 0.073958333 0.125 0.171875 0.109375 

F22 0.0625 0.09375 0.0625 0.093229167 0.121354167 0.0875 0.15625 0.171875 0.140625 

F23 0.0625 0.09375 0.0625 0.092708333 0.1203125 0.099479167 0.140625 0.1875 0.15625 

 

Table 3.54: Simulation Time for Fixed Benchmark Function using CAOA, RWAOA, LFAOA (100 Dimensions) 

Function 

No. 

CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Best Time 

(Sec) 

Best Time 

(Sec) 

Best Time 

(Sec) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Avg. Time 

(Sec.) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

Worst Time 

(Sec) 

F14 0.34375 0.359375 0.03125 0.3703125 0.373958333 0.051041667 0.453125 0.4375 0.09375 

F15 0.03125 0.046875 0.03125 0.052604167 0.075 0.051041667 0.078125 0.203125 0.09375 

F16 0.03125 0.03125 0.03125 0.051041667 0.059375 0.052604167 0.078125 0.078125 0.078125 

F17 0.015625 0.03125 0.015625 0.052604167 0.079166667 0.0609375 0.140625 0.234375 0.171875 

F18 0.015625 0.03125 0.015625 0.039583333 0.051041667 0.044270833 0.0625 0.09375 0.0625 

F19 0.03125 0.046875 0.03125 0.052604167 0.075 0.052604167 0.09375 0.1875 0.09375 

F20 0.03125 0.078125 0.03125 0.057291667 0.097395833 0.0546875 0.078125 0.171875 0.078125 

F21 0.046875 0.0625 0.046875 0.061979167 0.096354167 0.068229167 0.09375 0.234375 0.109375 

F22 0.046875 0.078125 0.046875 0.071875 0.100520833 0.078645833 0.09375 0.203125 0.09375 

F23 0.0625 0.078125 0.0625 0.0875 0.111458333 0.0796875 0.109375 0.203125 0.171875 
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 Figure 3.28: Comparison convergence curve for Fixed Dimensions (F14-F23) 



 
 

126 
 

3.11 Multidisciplinary Engineering Design Problem 

The explanations for each engineering design problem are provided in this section. Each 

multidisciplinary engineering design problem's numerical analysis and constraints are also 

taken into account. In-depth explanations are provided for eleven types of engineering 

design issues. The three-bar truss issue, the compression design, the pressure-vessel design, 

the welded beam, the gear train, the cantilever beam design, the speed reducer, the rolling 

elements, the Belleville spring, the multi-disc clutch brake issue, and the I-beam design 

issue are all put through their paces. The proposed optimization techniques are used to 

simulate each design problem. The results of engineering design issues using CAOA, 

RWAOA, and LFAOA are presented in the tables. Table 3.55 illustrate the Engineering 

Design Problems Functions result using CAOA, RWAOA, LFAOA. Table 3.56 illustrate 

the Quartile Result for Engineering Function (EF1 to EF11). Table 3.57 illustrate the 

Simulation time for EF1 to EF10 Function (EF) using CAOA, RWAOA, LFAOA. Table 

3.58 illustrate the Comparative result analysis of Gear Train problem with other methods. 

Table 3.59 illustrate the Relative analysis of RWAOA for multiple disc clutch brake design 

with other algorithms. Table 3.60 illustrate the Speed reducer design problem cost 

comparison with other methods. Table 3.61 illustrate the Rolling Element Design variables 

result of LAOA comparing with other methods. Table 3.62 illustrate the Three Bar Truss 

Design Result of CAOA, RWAOA, LFAOA compared with other methods. Table 3.63 

illustrate the Comparative analysis of CAOA, RWAOA, LFAOA with classical heuristic 

algorithms for Pressure Vessel Design problem. Table 3.64 illustrate the Cantilever Beam 

Design problem comparing result with other methods. Table 3.65 illustrate the 

Compression Spring Design problem result by comparing with other methods. Table 3.66 

illustrate the Welded Beam Design problem result comparing with other methods. Table 

3.67 illustrate the Comparative result of Belleville spring design variables using others 

methods. Figure 3.29 illustrate the Convergence curve for Special Engineering Design 

Problem (S1-S11) with CAOA, RWAOA, LFAOA optimization algorithm. Figure 3.30 

Box Diagram of Special trial run for Engineering Design Problem (EF1-EF11). 
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Table 3.55: Engineering Design Problems Functions Result Using CAOA, RWAOA, LFAOA 

Algorithm 
Engineering 

Functions  
EF1 EF2 EF3 EF4 EF5 EF6 EF7 EF8 EF9 EF10 EF11 

CAOA Index 15 7 21 8 2 12 4 13 13 15 2 

RWAOA Index 22 13 7 23 10 23 2 10 4 27 10 

LFAOA Index 21 27 23 2 1 9 8 8 7 20 11 

CAOA Mean 271.09277 3190.9216 161074.11 3.93E+13 2.226E+10 -76357.85 0.527282 1.66E-08 2.8621162 3.4835619 0.0066263 

RWAOA Mean 266.44745 3173.5001 53669.388 0.0153418 2.2605018 -75432 0.4472692 1.04E-08 2.5246558 2.7579927 0.0066265 

LFAOA Mean 265.53066 3150.4186 47284.705 0.0156939 2.2624421 -72052.86 0.4470799 5.90E-09 2.6458473 2.2443859 0.0066264 

CAOA Std. 7.5045249 26.098656 112914.48 3.46E+13 1.14E+11 3786.8146 0.0209854 2.05E-08 0.3621563 1.6819333 1.90E-07 

RWAOA Std. 4.5983362 39.607177 66252.646 0.0056024 0.2970651 4586.9303 0.010844 1.81E-08 0.2199146 0.9890221 5.16E-07 

LFAOA Std. 3.3438434 49.084262 58077.701 0.0063847 0.2674583 7115.0931 0.0090621 7.21E-09 0.2758555 0.6536162 3.70E-07 

CAOA Best 264.05097 3100.0423 35717.104 0.0131927 1.8811312 -82732.4 0.5070689 8.43E-13 2.4663515 1.6234197 0.0066262 

RWAOA Best 263.9501 3086.3419 8817.463 0.0131946 1.8631382 -84060.05 0.4103601 9.48E-12 2.2223211 1.4309722 0.0066261 

LFAOA Best 263.94986 3061.7011 10379.513 0.0131947 1.8683383 -82452.74 0.4203728 1.78E-12 2.1393908 1.5735425 0.0066261 

CAOA Worst 282.84271 3218.6864 442030.1 1.13E+14 6.25E+11 -66536.3 0.5592473 9.63E-08 4.5461866 7.6432546 0.0066269 

RWAOA Worst 282.84271 3219.4399 284621.57 0.0320299 2.8962656 -64688.74 0.4678317 6.81E-08 3.1001085 5.5021134 0.0066286 

LFAOA Worst 282.84271 3218.7713 266625.43 0.0329073 2.7636071 -56056.53 0.4613565 2.44E-08 3.3285856 4.4559467 0.0066279 

CAOA Median 267.3573 3194.5627 122914.33 5.32E+13 2.6835015 -76578.43 0.5165322 1.25E-08 2.7745231 2.8443156 0.0066262 

RWAOA Median 265.25475 3191.1147 31647.462 0.0132479 2.2874112 -76369.13 0.4484954 1.69E-09 2.4922491 2.5972564 0.0066262 

LFAOA Median 264.87307 3160.0031 21884.333 0.0132357 2.2735629 -73049.4 0.4469935 1.91E-09 2.7196299 2.0985774 0.0066265 

CAOA p-rank 2.52E-05 0.0060971 1.17E-09 6.04E-07 1.34E-05 0.0467558 3.01E-11 0.0070611 1.87E-05 0.0107626 0.0020898 

RWAOA p-rank 0.166819 0.1023263 0.1808995 0.3749706 0.5792942 0.1761275 0.2972717 0.8014577 0.9234421 0.2518808 0.2164042 

LFAOA p-rank 1 0.7282653 0.5996895 0.7958317 0.7618284 0.6414235 0.2282301 0.835943 0.0849997 0.2972717 0.1206367 

CAOA h-rank 1 1 1 1 1 1 1 1 1 1 1 

RWAOA h-rank 0 0 0 0 0 0 0 0 0 0 0 

LFAOA h-rank 0 0 0 0 0 0 0 0 0 0 0 

CAOA p-test 1 1 1 1 0 1 1 0 1 1 1 

RWAOA p-test 0 0 0 0 0 0 0 0 0 0 0 

LFAOA p-test 0 0 0 0 0 0 0 0 0 0 0 

CAOA t-test 0.0008177 0.0001315 4.60E-07 8.58E-07 0.2940103 0.0157847 6.04E-18 0.1508253 0.0014518 0.0157535 0.0039608 

RWAOA t-test 0.3967785 0.1037324 0.0601048 0.8521757 0.6203164 0.0674277 0.5362232 0.8570219 0.6857684 0.3727323 0.2465038 

LFAOA t-test 0.9860599 0.809229 0.0776232 0.6954606 0.6221746 0.7336031 0.4218321 0.3637952 0.301771 0.2388317 0.1139455 



 
 

128 
 

 

Table 3.56: Quartile Result for Engineering Function (EF1 to EF11)  

Function F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 

Algorithm No. of trials 30 30 30 30 30 30 30 30 30 30 30 

CAOA Min. value 264.05097 3100.0423 35717.104 0.0131927 1.8811312 -82732.4 0.507069 8.43E-13 2.4663515 1.6234197 0.0066262 

RWAOA Min. value 263.9501 3086.3419 8817.463 0.0131946 1.8631382 -84060.05 0.4103601 9.48E-12 2.2223211 1.4309722 0.0066261 

LFAOA Min. value 263.94986 3061.7011 10379.513 0.0131947 1.8683383 -82452.74 0.4203728 1.78E-12 2.1393908 1.5735425 0.0066261 

CAOA Max. value 282.84271 3218.6864 442030.1 1.13E+14 6.25E+11 -66536.3 0.5592473 9.63E-08 4.5461866 7.6432546 0.0066269 

RWAOA Max. value 282.84271 3219.44 284621.57 0.0320299 2.8962656 -64688.74 0.4678317 6.81E-08 3.1001086 5.5021134 0.0066286 

LFAOA Max. value 282.84271 3218.7713 266625.43 0.0329073 2.7636071 -56056.53 0.4613565 2.44E-08 3.3285856 4.4559467 0.0066279 

CAOA Mean Value 271.09277 3190.9216 161074.11 3.93E+13 2.23E+10 -76357.85 0.527282 1.66E-08 2.8621162 3.4835619 0.0066263 

RWAOA Mean Value 266.44745 3173.5001 53669.388 0.0153418 2.2605018 -75432 0.4472692 1.04E-08 2.5246558 2.7579927 0.0066265 

LFAOA Mean Value 265.53065 3150.4186 47284.705 0.0156939 2.2624421 -72052.86 0.4470799 5.90E-09 2.6458473 2.2443859 0.0066264 

CAOA Median  267.3573 3194.5627 122914.33 5.32E+13 2.6835015 -76578.43 0.5165322 1.25E-08 2.7745231 2.8443156 0.0066262 

RWAOA Median  265.25475 3191.1147 31647.462 0.0132479 2.2874112 -76369.13 0.4484954 1.69E-09 2.4922491 2.5972564 0.0066262 

LFAOA Median  264.87307 3160.0031 21884.333 0.0132357 2.2735629 -73049.4 0.4469934 1.91E-09 2.7196299 2.0985774 0.0066265 

CAOA First Quartile (25th Percentile) 265.4456 3189.3163 64253.706 0.0133815 2.5182815 -78660.74 0.5080571 3.14E-09 2.7446235 2.175503   

RWAOA First Quartile (25th Percentile) 264.47978 3142.2869 15761.64 0.0132155 1.9949453 -78999.62 0.4423581 2.68E-10 2.3882415 1.9911562 0.0066261 

LFAOA First Quartile (25th Percentile) 264.39297 3103.7019 15497.596 0.0132047 2.0198316 -76983.63 0.4413711 3.10E-10 2.3817813 1.7161303 0.0066262 
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CAOA 
Second Quartile (50th 

Percentile) 
267.3573 3194.5627 122914.33 5.32E+13 2.6835015 -76578.43 0.5165322 1.25E-08 2.7745231 2.8443156 0.0066262 

RWAOA 
Second Quartile (50th 

Percentile) 
265.25475 3191.1147 31647.462 0.0132479 2.2874112 -76369.13 0.4484954 1.69E-09 2.4922491 2.5972564 0.0066262 

LFAOA 
Second Quartile (50th 

Percentile) 
264.87307 3160.0031 21884.333 0.0132357 2.2735629 -73049.4 0.4469934 1.91E-09 2.7196299 2.0985774 0.0066265 

CAOA Third Quartile (75th Percentile) 282.84271 3201.6875 255372.45 6.66E+13 3.0487238 -74359.02 0.5520741 1.63E-08 2.8714859 4.3874931 0.0066265 

RWAOA Third Quartile (75th Percentile) 265.77243 3199.0987 54048.393 0.0133407 2.4224016 -72325.96 0.4534976 1.37E-08 2.6366328 3.4943778 0.0066267 

LFAOA Third Quartile (75th Percentile) 265.49006 3194.9573 45904.715 0.0132649 2.5200803 -66871.43 0.4544259 9.05E-09 2.8141054 2.5345532 0.0066265 

CAOA Semi Interquartile Deviation 8.6985581 6.1855888 95559.37 3.33E+13 0.2652211 2150.864 0.0220085 6.59E-09 0.0634312 1.1059951   

RWAOA Semi Interquartile Deviation 0.6463267 28.405871 19143.376 6.26E-05 0.2137282 3336.8292 0.0055698 6.74E-09 0.1241956 0.7516108 3.06E-07 

LFAOA Semi Interquartile Deviation 0.5485434 45.627689 15203.56 3.01E-05 0.2501244 5056.1017 0.0065274 4.37E-09 0.2161621 0.4092115 1.67E-07 

CAOA Number of outliers 0 2 0 0 5 0 0 2 2 0 0 

RWAOA Number of outliers 3 0 2 4 0 0 0 4 0 0 1 

LFAOA Number of outliers 1 0 4 4 0 0 0 0 0 1 1 

CAOA Std. 7.5045249 26.098656 112914.48 3.46E+13 1.14E+11 3786.8146 0.0209854 2.05E-08 0.3621563 1.6819333 1.90E-07 

RWAOA Std. 4.5983362 39.607177 66252.646 0.0056024 0.2970651 4586.9303 0.010844 1.81E-08 0.2199146 0.9890221 5.16E-07 

LFAOA Std. 3.3438434 49.084262 58077.701 0.0063847 0.2674583 7115.0931 0.0090621 7.21E-09 0.2758555 0.6536162 3.70E-07 
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Table 3.57: Simulation time for EF1 to EF10 Function (EF) using CAOA, RWAOA, LFAOA 

Algorithm CAOA RWAOA LFAOA CAOA RWAOA LFAOA CAOA RWAOA LFAOA 

Engineering 

Function 

Best 

Time 

(Sec) 

Best 

Time 

(Sec) 

Best 

Time 

(Sec) 

Average 

Time (Sec.) 

Average 

Time (Sec.) 

Average 

Time (Sec.) 

Worst 

Time 

(Sec) 

Worst 

Time 

(Sec) 

Worst 

Time 

(Sec) 

EF1 0.0625 0.09375 0.0625 0.146875 0.2046875 0.165104167 0.40625 0.609375 0.46875 

EF2 0.09375 0.234375 0.125 0.2015625 0.3421875 0.205729167 0.609375 0.890625 0.625 

EF3 0.078125 0.140625 0.078125 0.117708333 0.19375 0.121875 0.1875 0.28125 0.21875 

EF4 0.078125 0.109375 0.078125 0.1140625 0.161979167 0.115625 0.171875 0.25 0.1875 

EF5 0.078125 0.15625 0.09375 0.131770833 0.239583333 0.14375 0.359375 0.8125 0.484375 

EF6 0.109375 0.640625 0.125 0.1609375 0.954166667 0.166666667 0.265625 1.328125 0.375 

EF7 0.078125 0.1875 0.09375 0.1125 0.221875 0.121354167 0.171875 0.28125 0.15625 

EF8 0.046875 0.140625 0.0625 0.086979167 0.177604167 0.094791667 0.140625 0.234375 0.125 

EF9 0.0625 0.15625 0.078125 0.114583333 0.189583333 0.116666667 0.28125 0.25 0.1875 

EF10 0.078125 0.1875 0.078125 0.114583333 0.23125 0.121875 0.203125 0.3125 0.15625 

EF11 0.0625 0.140625 0.078125 0.1 0.188020833 0.108333333 0.171875 0.234375 0.171875 

 

 

Table 3.58: Comparative result analysis of Gear Train problem with other methods 

METHOD CAOA RWAOA LFAOA 
GeneAS 

[98] 

Kannan 

and 

Kramer 

[98] 

Sandgren 

[113] 

Optimal 

values for 

variables 

g1 55 55 55 50 41 60 

g2 33 35 33 33 33 45 

g3 14 15 14 14 15 22 

g4 17 16 16 17 13 18 

Optimum fitness 0.141321 0.14213 0.141123 0.144242 0.144242 0.144124 
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Table 3.59: Relative analysis of RWAOA for multiple disc clutch brake design with other 

algorithms 

METHOD CAOA RWAOA LFAOA 
NSGA-

II[98] 

TL-

BO[82] 
AM-DE 

Fitness 

variables 

x1 50 50 50 70 70 70 

x2 80 80 80 90 90 90 

x3 1.734092 1.784092 1.764092 3 3 3 

x4 5 5 5 1.5 1 1 

x5 50 50 50 1000 810 810 

Optimum fitness 0.0065012 0.006738 0.006626 0.4704 0.31365 0.3136566 

 

Table 3.60: Speed reducer design problem cost comparison with other methods 

Method CAOA RWAOA LFAOA MDE[98] PSO-DE[112] MBA[98] 

Variables of Fitness Values 

z1 3.6 3.6 3.6 3.50001 3.5 3.5 

z2 0.7 0.7 0.7 0.7 0.7 0.7 

z3 17 17 17 17 17 17 

z4 7.3 7.3 8.3 7.300156 7.3 7.300033 

z5 8.3 8.3 8.007456 7.800027 7.8 7.715772 

z6 3.354388 3.354388 3.358835 3.350221 3.350214 3.350218 

z7 5.367489 5.367489 5.303089 5.286685 5.286683 5.286654 

Optimum Cost  3100.042 3086.3419 3061.70114 2996.35669 2996.34817 2994.48245 

 

Table 3.61: Rolling Element Design variables result of LAOA comparing with other methods. 

METHODS CAOA RWAOA LFAOA WCA [65] SCA [51] MFO [66] MVO [7] 

 Values for 

Variables 

r1 0125 0125 0125 0125.72 0125 0125 0125.6002 

r2 21.31895 21.30989 21.14436 21.423 21.03287 21.03287 21.3225 

r3 10.6035 10.872 10.78227 10.0103 10.96571 10.96571 10.97338 

r4 0.515 0.515 0.515 0.515 0.515 0.515 0.515 

r5 0.515 0.515 0.515 0.515 0.515 0.515 0.515 

r6 0.5 0.4 0.5 0.401514 0.5 0.5 0.5 

r7 0.66529 0.7 0.7 0.659047 0.7 0.67584 0.68782 

r8 00.3 00.3 00.3 00.300032 00.3 00.300214 00.301348 

r9 00.02 00.02 00.02 00.040045 00.02778 00.02397 00.03617 

r10 00.6 00.6 00.6 00.6 00.62912 00.61001 00.61061 

Optimum fitness 82732.3998 84060.1 82452.7 85538.48 83431.11 84002.524 84491.266 
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Table 3.62: Three Bar Truss Design Result of CAOA, RWAOA, LFAOA compared with other methods  

ALOGRITHM CAOA RWAOA LFAOA CS [51] 
RAY AND SAY 

[52] 
TSA [52] 

Optimal values 

for variables 

y1 0.792215 0.78615 0.797268 0.789 0.795 0.788 

y2 0.399786 0.415934 0.384484 0.409 0.395 0.408 

Optimal weight 264.051 263.9501 263.9498605 263.972 264.3 263.68 

 

Table 3.63: Comparative analysis of CAOA, RWAOA, LFAOA with classical heuristic algorithms for Pressure Vessel Design problem 

Algorithm CAOA RWAOA LFAOA GWO [54] GSA [18] PSO [55] GA [56] DE [57] ACO [23] 

Lagrangian  
Branch-bound 

[59] 
Multiplier  

[58] 

Optimum 

Value 

Ts 1.22888 1.02007 1.102815 0.8125 1.125 0.8125 0.8125 0.8125 0.8125 1.125 1.125 

Th 0.501813 0.75558 0.509999 0.4345 0.625 0.4375 0.4345 0.4375 0.4375 0.625 0.625 

R 40.85536 40.4069 47.08122 42.0892 55.9887 42.0913 40.3239 42.0984 42.1036 58.291 47.7 

L 194.8231 200 200 176.7587 84.4542 176.7465 200 176.6377 176.5727 43.69 117.701 

Optimum Cost 6041.10399 8817.463 10379.5128 7016.962 6051.564 8538.84 6061.078 6059.75 6059.734 6059.089 7198.043 

 

 

Table 3.64: Cantilever Beam Design problem comparing result with other methods 

Method CAOA RWAOA LFAOA CS [61] ALO [62] SOS [63] MMA [64] GCA_I[64] 

Optimal 

values for 

variables 

l1 0.05 0.05 0.05 6.0089 6.0181 6.0188 6.01 6.01 

l2 0.310416 0.310462 0.310463 5.3049 5.3114 5.3034 5.3 5.304 

l3 15 15 15 4.5023 4.4884 4.4959 4.49 4.49 

l4 0.05 0.05 0.05 3.5077 3.4975 3.499 3.49 3.498 

l5 0.310416 0.310462 0.310463 2.1504 2.1583 2.1556 2.15 2.15 

Optimum weight 0.013192661 0.013195 0.01319467 1.33996 1.33996 1.33995 1.33999 1.34 
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Table 3.65: Compression Spring Design result by comparing with other methods 

METHOD CAOA RWAOA LFAOA GWO GSA PSO  ES  GA  HS  DE  

Optimized 

value for 

Variables 

‘d’ 0.189179 0.20082 0.199997 0.0516 0.0503 0.0517 0.052 0.0515 0.0512 0.0516 

‘D’ 3.792957 3.561784 3.53201 0.3567 0.3237 0.3576 0.364 0.3517 0.3499 0.3547 

‘N’ 9.820304 10 10 11.2889 13.5254 11.2445 10.89 11.632 12.076 11.4108 

Optimum weight 1.88113115 1.863138 1.86833829 0.01195 0.01267 0.0127 0.0126 0.0126 0.0127 0.01267 

 

Table 3.66: Welded Beam Design problem result comparing with other methods 

METHOD CAOA RWAOA LFAOA GSA [67] HS [68]  GA [69]  Random [21] Simplex [70] APPROX [71] 

Optimum Variables 

h 80 78.10904 80 0.2442 0.1821 0.2489 0.4575 0.2792 0.2444 

l 104.8734 98.14844 100.0935 6.2231 3.857 6.173 4.7313 5.6256 6.2189 

t 1.5 1.5 1.5 8.2915 10 8.1789 5.0853 7.7512 8.2915 

b 1000 978.3937 1000 0.2443 0.2024 0.2533 0.66 0.2796 0.2444 

Optimal Cost 0.507068948 0.41036 0.420373 1.88 2.3807 2.4331 4.1185 2.5307 2.3815 

 

Table 3.67: Comparative result of Belleville spring design variables using others methods. 

Method CAOA RWAOA LFAOA TLBO [9] MBA [72] 

 Values of Variables 

x1 60 42.25549 11.07316 12.01 12.01 

x2 13.00186 13.40112 8.756127 10.0304 10.0304 

x3 39.94831 14.56819 0.209495 0.20414 0.20414 

x4 60 32.0235 0.2 0.2 0.2 

Optimum fitness 8.43E-13 9.48E-12 2.139391 0.19896 0.19896 
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Figure 3.29: Convergence curve for Special Engineering Design Problem (S1-S11) with CAOA, RWAOA, 

LFAOA optimization algorithm 
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Figure 3.30: Box Diagram of Special trial run for Engineering Design Problem (EF1-

EF11) 
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3.12 CONCLUSIONS 

This chapter introduces novel optimization methodologies that utilize arithmetic 

operations, including addition, subtraction, multiplication, and division. The proposed 

algorithms, CAOA, RWAOA, and LFAOA, are based on chaotic map, random walk, and 

levy flight strategies, respectively. The algorithms are designed to improve the exploration 

and exploitation phases of existing arithmetic optimization algorithms. The detailed 

pseudocode and steps for each algorithm are presented. The focus of this chapter is on 

enhancing the exploitation phase of existing AOA optimizers using chaotic functions, 

namely CAOA, RWAOA, and LFAOA. Moreover, the exploration phase is enhanced using 

CAOA, RWAOA, and hRWAOA, and tested on both unimodal and multimodal standard 

benchmark issues, as well as multidisciplinary designing plan issues. The efficiency of the 

proposed optimization algorithms is validated through comparison with other existing 

optimization algorithms. In the upcoming chapters, the proposed algorithms will be used 

to solve various benchmark problems and the security constraint unit commitment 

problem, which integrates electric vehicles and renewable energy sources under different 

scenarios. 
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CHAPTER 4 

SECURITY CONSTRAINT UNIT COMMITMENT 

PROBLEM  

------------------------------------------------------------------------------------------------------------ 

4.1 INTRODUCTION 

An essential and difficult optimization problem in power systems is the security-

constrained unit commitment problem. It involves taking into account a variety of 

operating and security constraints while scheduling the commitment and dispatch of 

power-generating units. The SCUC problem aims to reduce the total cost of producing 

electricity while maintaining the system's stability and dependability in a variety of 

situations. To ensure that the system operates within safe limits and can handle unexpected 

events like equipment failures, shifts in demand, or unexpected power outages, security 

constraints are added to the problem. 

Because it contributes to ensuring the power grid's efficient, secure, and dependable 

operation, the SCUC issue is crucial for energy market participants and operators of power 

systems. The numerous generating units, transmission lines, and constraints that need to be 

taken into consideration make the issue complex. Subsequently, different numerical 

enhancement methods and calculations have been created to proficiently take care of the 

issue. Due to the increasing use of renewable energy sources and the requirement for power 

system operations that are both flexible and secure, the SCUC problem has received a 

significant amount of attention from researchers and practitioners in recent years [123]. 

This chapter aims to provide an overview of the SCUC problem and its significance to the 

operation of the power system in this context. Other power systems optimization tasks, 

such as economic dispatch, unit commitment, and optimal power flow, are also closely 

related to the SCUC problem. The large-scale, nonlinear, and dynamic nature of power 

systems, in addition to the uncertainties and variations in electricity demand, renewable 

energy sources, and contingencies, contribute to the complexity of SCUC. The SCUC 

problem can be solved using a variety of approaches, including dynamic programming, 
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mixed-integer linear programming, heuristic algorithms, and artificial intelligence. In order 

to enhance power system efficiency, dependability, and sustainability, researchers, 

engineers, and policymakers must have a thorough understanding of the SCUC problem 

[124]. The problem's main challenges and constraints are discussed, and various 

optimization strategies and algorithms that have been developed to address the issue are 

presented in the research. In addition, the research emphasizes recent advancements and 

potential future directions for SCUC research. 

4.2 SECURITY CONSTRAINT UNIT COMMITMENT PROBLEM 

The SCUC problem in power systems can be formulated mathematically as an optimization 

problem. The objective of the problem is to find the optimal dispatch of power generators 

subject to various constraints that ensure the reliable and secure operation of the power 

system. The formulation of the SCUC problem involves several decision variables, 

constraints, and an objective function. The decision variables in the SCUC problem are 

typically binary variables that represent the commitment status of the power generators. If 

a generator is committed, it must generate power during the optimization horizon, while if 

it is not committed, it must remain offline [17]. The power output of committed generators 

is represented by continuous variables. The constraints in the SCUC problem include 

various operational and physical constraints that must be satisfied. These constraints ensure 

that the power system operates within safe and stable limits. Some of the constraints 

include Generator ramping limits, Minimum and maximum power output limits, Start-up 

and shutdown costs, Transmission line capacity limits, Demand constraints etc. 

When it comes to system security, a breach is an event that is deemed undesirable or 

seemingly impossible. In this particular case, the only security breach that has been taken 

into consideration is the inadequate generation capacity. To quantitatively measure the 

likelihood of the available generation capacity (which is the sum of the committed unit 

capacities) being lower than the load demand at a specific hour, a method known as Patton's 

security function has been developed and described. 
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                               p n nS p r=                                  (4.1) 

Where, 𝑆𝑝= Patton’s Security Functions  

𝑝𝑛= Probability or chance of the system being in state n. 

 𝑟𝑛= A breach occurring while the system is in state n. 

In the case where the available capacity is less than the loads, the value of 𝑟n is set to 1; 

otherwise, it is set to 0. However, this condition only holds if the system load is 

deterministic, meaning it is known with complete certainty. The quantitative measure of 

system insecurity is denoted as S. Although, in theory, the sum over all possible system 

states is described by Equation (4.1) (which can be a very large number), practically, it is 

only necessary to consider states that reflect a relatively small number of units on forced 

outage. For instance, states where only two units are out are more realistic due to the low 

probability of occurrences of other types of states. At a specific load level, once the units 

to be committed have been determined based purely on economic considerations, the 

computation of the security function S is performed according to Equation (4.1). The 

equation that calculates the power output of each generator at a given 
tht hour is a non-

linear, non-smooth, and non-convex quadratic equation. The objective function of the 

security constraint unit commitment problem is revealed in the equation (4.2). 

4.2.1 Objective Function 
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        (4.2)         

where, 
,k tF represent the cost associated with the 

thk generating unit at the 
tht hour and a k ,

b k ,and ck are its fuel and operational cost coefficients. 
,Uk t

and (
,( 1)1 k tU −− ) is the 

committed status of the 
thk unit at 

tht hour and ( 1)tht − hour respectively. kSUC is the start-
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up cost of the 
thk unit at 

tht hour. The total cost (
,k tF ) for all the generating units ( )NG  for 

a particular time at 
tht hour is given by the equation (4.1a). 

4.2.2 Constraints of SCUC problem 

The security constraint unit commitment problem is a complex optimization problem that 

involves multiple constraints. These constraints ensure that the power system operates 

safely, reliably, and efficiently. The following are some of the most common constraints 

that are considered in the SCUC problem: 

4.2.2.1 System Power Balance 

The power balance constraint ensures that the total power demanded by the power system 

is equal to the total power generated by the system, minus the power losses in the 

transmission lines. To ensure that the power system operates reliably and meets the demand 

for power, this constraint is essential [123]. In order for the system to be in power balance, 

the total power generated by the thermal unit needs to be the same as the amount of power 

needed during scheduled hours [125]. 

In the security constraint unit commitment problem, there is a load balance or system power 

balance constraint that ensures that the total generation of all the committed units at a 

particular hour 't' is greater than or equal to the power demand, 
DP , at that hour t . This 

constraint is expressed mathematically as the sum of power generation, P, of all committed 

units, k, at hour t, being equal to 
tDP .  

1

               (t 1,2,..., )
t

NG

tk tk D

k

P U P Hours
=

= =       (4.3) 

However, this equation does not take into account power loss in the system. If power loss 

is considered, then the equation can be modified to include hourly power loss, 
tLP . 

1

+                (t 1,2,..., )
NG

tk tk D Lk

k

P U P P Hours
=

= =      (4.4) 
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To satisfy the power balance constraint and operating limit constraints, one unit is 

designated as the reference unit, and its power generation is constrained by the power 

balance equation. For random free unit power outputs, 
tkP , where (1,2,..., )k NG= , and 

(min) (max)k tk kP P P  are the minimum and maximum power outputs of unit k , the Rth 

reference unit's power output is constrained by the power balance equation at hour tR . This 

equation is expressed mathematically as the sum of power generation, P, of all committed 

units, k , at hour t , being equal to the power demand, 
DtP , plus the power loss, LtP , at that 

hour t, minus the power generation of the Rth reference unit at hour tR . 

1

               ( 1,2,..., )
NG

tR t Lt tk

k
k R

P P P P t Hour
=


= + − =      (4.5) 

4.2.2.2 System Spinning Reserve Constraints 

The Spinning Reserve Constraint (SRC) is a crucial element of the security constrained 

unit commitment method, which is a mathematical optimization model utilized for power 

system operation and planning. This model determines the best commitment and dispatch 

of generating units to satisfy electricity demand while also maintaining system security. 

The mathematical expression for spinning reserve constraints is given by equation (4.6). 

(max)

1

            ( 1,2,..., )
T

NG

t tk D t

t

P U P SR t Hour
=

 + =      (4.6) 

The optimal amount of spinning reserve is maintained in the SCUC problem process 

through the spinning reserve constraint, which is essential for ensuring system reliability 

and stability while minimizing costs. In equation (4.6) the maximum power for the time t 

hour is represented by 𝑃𝑡(𝑚𝑎𝑥), for the committed status 𝑈𝑡𝑘 is greater than or equal to 

maximum power demand 𝑃𝐷𝑇
 and spinning reserve 𝑆𝑅𝑡 for t hour. Skillful management of 

spinning reserves by system operators promotes efficient use of resources and enables 

customers to have access to power as needed. 

4.2.2.3 Generating Unit Limits 
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The generation unit limits constraint is a significant aspect of the SCUC problem process 

that restricts the power output of each generating unit within certain minimum and 

maximum levels. By managing the available generating units to operate within these limits, 

system operators can ensure a dependable and economical supply of energy that meets the 

anticipated load, while also encouraging efficient use of resources. 

(min) (max)             ( 1, 2,..., ;     t=1,2,...,Hours)k tk kP P P k NG  =    (4.7) 

The generation unit limits constraint places restrictions on the amount of power that can be 

generated by each unit in the system. These constraints are usually expressed in terms of 

minimum and maximum power output levels, as well as a minimum up and down times 

for each unit.  

4.2.2.4 Minimum up/Minimum down Time Constraints 

In the SCUC problem process, the minimum up and down time constraint plays a 

significant role in regulating the amount of time that a generating unit must stay on or off 

before it can be turned on or off again. By carefully managing the use of generating units 

in adherence to these constraints, system operators can ensure the provision of dependable 

and cost-effective energy to fulfill the expected load, while also promoting the efficient use 

of resources. 

         (k 1,2,..., ;  1, 2,..., )ON

tk kT MUT NG t Hour = =     (4.8) 

In this equation, the symbol ON

tkT represents the time duration that a unit 
thk remains 

continuously operational in t hours, while kMUT refers to the minimum time that a 

particular unit must remain active before it can be shut down again, also measured in hours. 

Both of these parameters are relevant to the k units being considered. After a unit has been 

turned off, it cannot be restarted until a certain minimum duration has elapsed, known as 

the "down-time" period. This constraint can be expressed mathematically as follows: 

         (k 1,2,..., ;  1, 2,..., )OFF

tk kT MDT NG t Hour = =     (4.9) 
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In this context, the variable " OFF

tkT " represents the length of time that the 
thk unit has been 

continuously inactive in hours. Additionally, the parameter " kMDT " refers to the minimum 

duration of inactivity required for that specific unit k, also measured in hours t. 

4.2.2.5 Thermal Constraints for SCUC problem 

Thermal constraints are a security constraint that is crucial to consider in the operation of 

power systems. These constraints set limits on the maximum power output of thermal 

generators, including coal, gas, or nuclear power plants. Such limits exist due to the 

physical constraints of their equipment or cooling systems. Typically, thermal constraints 

are stated as inequality constraints, which restrict the maximum power generation capacity 

of thermal generators. For instance, the capacity limit of a thermal generator could be 

articulated as follows: 

                                
,Thermal t MaxP P        (4.10) 

Where 
,Thermal tP is the thermal output of the generator at time t, and 

MaxP  is the maximum 

allowable thermal output. The operational limit of a thermal generator can be expressed as: 

                                       
,Thermal t MaxP P        (4.11) 

Where α is a safety factor that accounts for the generator's operating conditions and 

typically ranges between 0.85 to 0.95. 

4.2.2.6 Crew Constraints  

Crew constraints play a crucial role in ensuring the safe and efficient operation and 

maintenance of power systems. They establish a limit on the number of workers that can 

work on power system equipment, ensuring that maintenance and repair tasks are carried 

out effectively while maintaining a reliable power system. Crew constraints are usually 

expressed as a maximum limit on the number of workers assigned to a specific piece of 

equipment or area. 
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4.2.2.7 Initial Operating Status of Generation Units 

In order to ensure that every unit meets its minimum up/down time requirements, the initial 

operating status of each unit must consider the previous day's schedule. This means that 

the starting status of each unit is influenced by its previous operating state and the minimum 

duration it must remain in that state before it can transition to another state. By factoring 

in these considerations, the initial operating status of each unit can be determined in a way 

that promotes system reliability and efficiency. 

4.2.2.8 Transmission Line Loss Constraints 

The inequality constraint, which restricts power flow on a transmission line based on its 

maximum capacity and anticipated resistance losses, is typically used to describe 

transmission line loss constraints. This constraint can be expressed mathematically as: 

2 2 1/2( )mn mn mn mn mnP R P Q S−  +      (4.12) 

where 
mnP and mnQ represent the transmission line's active and reactive power flows 

between nodes m and n, mnR represents the line's resistance, and 
mnS represents the 

maximum power flow limit on the line. The magnitude of the complex power flow is 

represented by the term 2 2 1/2( )mn mnP Q+ which is used to calculate the losses caused by line 

resistance. The constraint ensures that the line's power flow does not exceed the maximum 

power flow limit, 
mnS , while still taking these losses into account. 

In the security-constrained unit commitment problem, where they are incorporated as 

constraints on the power flow between various power system nodes, transmission line loss 

constraints are an important consideration. These constraints ensure that power is not 

wasted or misdirected due to excessive losses on transmission lines and promote system 

reliability and efficiency. 
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4.3 METHODOLOGIES FOR SOLUTION OF THE SECURITY CONSTRAINT 

UNIT COMMITMENT PROBLEM 

The study has utilized hybrid versions of the CAOA algorithm to solve a power system's 

security constraint unit commitment problem, taking into account physical constraints and 

the system of thermal power units. To create the hybrid optimizers, the general operators 

of various algorithms, such as the chaotic map, and the arithmetic optimization algorithm, 

have been combined recursively. The aim is to address various types of operational and 

physical constraints using stochastic and heuristic processes. In points, 4.3.1, 4.3.2, and 

4.3.3, the constraints of the spinning reserve, minimum-up and minimum-down time, and 

de-commitment of excessive power-generating units, respectively, are described. The 

following sections discuss the suggested hybrid optimizers to obtain solutions for the 

profit-based unit commitment problem. 

4.3.1 Spinning Reserve Constraint Repair 

The minimum up-and-down time of each power unit and the duration of that kth unit have 

been taken into consideration in order to meet the requirement for reserve capacity of 

various types of power units. According to the PSEUDO code shown in Figure 4.1, the 

reserve constraints need to be fixed. 
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Figure 4.1 PSEUDO code for Spinning Reserve Constraint 

4.3.2 Addressing the Constraints related to Minimum up and Down time 

The method utilized to meet the minimum downtime requirement of generating units 

involves the implementation of a particular repair mechanism. 

The minimum up and down time restrictions necessitate specific power-generating units to 

remain active for a minimum duration prior to being shut down for maintenance or repairs. 

To ensure adherence to these requirements, a maintenance mechanism can be established. 
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Figure 4.2 PSEUDO code for Minimum up/down time constraints repairing 

4.3.3 Excessive Generating Unit De-commitment 

De-commitment of excessive generating units is a process that involves reducing the 

number of active generating units in a power system to optimize efficiency and reduce 

costs. This can be achieved through a de-commitment algorithm that determines which 

units are producing more power than is necessary and de-commits them. 
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Input: 

- Active generating unit 

- Power demand  

- De-commitment threshold  

Output: 

- De-committed generating units  

Algorithm: 

1. Calculate total power output of all active generating units 
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2. If total power output exceeds power demand, proceed to step 3, otherwise return an 

empty list for de-committed units 

3. Calculate excess power (total power output - power demand) 

4. Sort active generating units by their incremental cost of producing power (i.e., the cost 

of producing an additional unit of power) 

5. Iterate over the list of active generating units, starting with the unit with the highest 

incremental cost 

6. For each unit, calculate the amount of power that can be de-committed without 

exceeding the de-commitment threshold (i.e., the minimum amount of power that can be 

produced by the unit) 

7. If the de-committed power is less than the excess power, de-commit the unit and subtract 

the de-committed power from the excess power 

8. Repeat step 6 to 7 for the next generating unit until the excess power is zero or all 

generating units have been considered 

9. Return the list of de-committed generating units 

4.3.4 Hybrid Chaotic Arithmetic Optimization Algorithm 

The chaotic arithmetic optimization algorithm is a metaheuristic optimization technique 

inspired by the chaotic dynamics of non-linear systems. It has been applied to various 

optimization problems and has shown promising results in terms of convergence speed and 

solution quality. In this context, the CAOA algorithm is applied to solve the security-

constrained unit commitment problem, which is a crucial task in power system planning 

and operation. 

Pseudo code for the Chaotic Arithmetic Optimization algorithm for the SCUC problem: 

The security-constrained unit commitment problem is a challenging optimization problem 

that involves determining the optimal schedule of power generators to meet the power 
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demand while satisfying several security constraints. The chaotic arithmetic optimization 

algorithm is a metaheuristic optimization algorithm that is inspired by the chaotic behavior 

of some nonlinear systems. Here is a procedure for solving the SCUC problem using the 

chaotic arithmetic optimization algorithm: 

Step 1: Define the SCUC problem and its constraints. 

The SCUC problem involves determining the optimal schedule of power generators subject 

to several constraints, such as power balance, generator ramp rates, and transmission line 

limits. Define these constraints and the objective function that measures the cost of the 

generation schedule. 

Step 2: Initialize the chaotic arithmetic optimization algorithm. 

Initialize the algorithm by setting the population size, the number of iterations, the chaos 

map parameters, and the other algorithmic parameters. Initialize the population randomly. 

Step 3: Evaluate the fitness of the population. 

Evaluate the fitness of each solution in the population by solving the SCUC problem for 

each solution. Evaluate the objective function and the constraints for each solution. 

Step 4: Apply chaos to the population. 

Apply a chaotic map to the population to introduce diversity and avoid premature 

convergence. The chaotic map generates a random number sequence that modifies the 

position of each individual in the population. 

Step 5: Select parents and generate offspring. 

Select parents from the population based on their fitness and generate offspring using 

crossover and mutation operators. Apply elitism to keep the best individuals in the 

population. 

Step 6: Evaluate the fitness of the offspring. 
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Evaluate the fitness of the offspring by solving the SCUC problem for each solution. 

Evaluate the objective function and the constraints for each solution. 

Step 7: Apply selection to update the population. 

Apply selection to update the population by keeping the best individuals from the parents 

and offspring. 

Step 8: Check the stopping criteria. 

Check if the stopping criteria have been met. If not, repeat steps 4 to 7 until the stopping 

criteria are met. 

Step 9: Output the best solution found. 

Output the best solution found in the optimization process, which corresponds to the 

optimal schedule of power generators that meets the power demand while satisfying the 

security constraints. 

In summary, the procedure for solving the SCUC problem using the chaotic arithmetic 

optimization algorithm involves initializing the algorithm, evaluating the fitness of the 

population, applying chaos to the population, generating offspring, evaluating their fitness, 

updating the population, and checking the stopping criteria. The best solution found 

corresponds to the optimal schedule of power generators that meets the power demand 

while satisfying the security constraints. 
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4.4 TEST SYSTEM 

The SCUC problem was successfully solved by considering the limitations of power 

generation units and various system sizes, including small, medium, and large-scale 

systems. The mixed-integer constrained SCUC problem was solved for different system 

sizes, namely standard 10-generating unit systems, 10-generating unit systems (small 

scale), 20-generating unit systems (medium scale), and 40-generating unit systems (large 

scale). The article also discusses power demand in the electricity market and the attributes 

of power units with cost coefficient parameters. 

4.4.1 Generation System for 10 units 

Table 4.1 illustrates the parameters of the 10-generating unit system used in the test. These 

parameters include the maximum and minimum power generation limits of the system 

(max)kP and 
(min)kP ,fuel coefficient constraints ( ka , kb , and kc ), up and down time constraints 

( MUP

kT and MDT

kT ), cost for hot and cold start ( kHSU and kCSU ), cold start hour of the unit 

kCSU , and the initial status of the system 
kINS  Meanwhile, Table 4.2 shows the load 

demand of the test system for 24 hours. The system was evaluated under different spinning 

reserve capacities, particularly 10%, using a 24-hour load demand pattern. For the analysis 

of the proposed system, the standard IEEE 10-unit, 39-bus test system with 24 hours of 

data has been taken into consideration for the study [126].  

Table 4.1: Characteristics of the 10-generating unit system [126] 

Parameter Units       P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 

(max)kP  MW 455 455 130 130 162 80 85 55 55 55 

(min)kP  MW 150 150 20 20 25 20 25 10 10 10 

ka  $/hour 1000 970 700 680 450 370 480 660 665 670 

kb  $/MWh 16.19 17.26 16.6 16.5 19.7 22.26 27.74 25.92 27.27 27.79 

kc  $/MW2h 0.00048 0.0003 0.002 0.0021 0.004 0.0071 0.0008 0.0041 0.0022 0.0017 

MUP

kT  hour 8 8 5 5 6 3 3 1 1 1 

MDT

kT  hour 8 8 5 5 6 3 3 1 1 1 

kHSU  $ 4500 5000 550 560 900 170 260 30 30 30 
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kCSU  $ 9000 10000 1100 1120 1800 340 520 60 60 60 

COLD

kT  hour 5 5 4 4 4 2 2 0 0 0 

kINS  hour 8 8 -5 -5 -6 -3 -3 -1 -1 -1 

 

Table 4.2: Power demand for a system consisting of 10 generating units [126]. 

Power 

Demand 

(MW) 

Hourly Load data (Time in Hours) 

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 

700 750 850 950 1000 1100 1150 1200 1300 1400 1450 1500 

t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

1400 1300 1200 1050 1000 1100 1200 1400 1300 1100 900 800 

 

4.5 RESULT AND DISCUSSION 

To determine the effectiveness of the proposed techniques for the SCUC problem, standard 

test systems were utilized [126]. These test systems were classified into small-scale (10 

generating units), medium-scale (20 generating units), and large-scale (40 generating units) 

systems. The performance of the proposed algorithms was evaluated using MATLAB 

2021a (8.1.0.604) software on a 64-bit version of Windows 11 Home Basic, with a CPU 

operating at 2.10 GHz, 8 GB of RAM, and an Intel® CoreTM i5-2310M processor. 

According to statistical analysis, the CAOA algorithms proposed were found to be 

effective. 

4.5.1 Hybrid Chaotic Arithmetic Optimization Algorithm and Levy Flight Arithmetic 

Optimization algorithm 

The CAOA and LFAOA are novel hybrid algorithms that combine chaotic maps and levy 

flight strategies with arithmetic optimization techniques. These algorithms are designed to 

address optimization problems by incorporating both exploratory and exploitative phases, 

which are stimulated using arithmetic operations such as division, multiplication, addition, 

and subtraction. CAOA and LFAOA are population-based algorithm that do not rely on 

gradients, which makes them suitable for a wide range of optimization problems. 
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The CAOA and LFAOA algorithms are effective in the exploratory phase, where they 

generate a diverse set of solutions using chaotic maps. It also has a strong ability to adapt 

from the exploratory phase to the exploitative phase, where it refines the solutions using 

arithmetic operations. Overall, CAOA and LFAOA are powerful optimizers that can be 

applied to a variety of optimization problems. Its ability to combine chaotic maps with 

arithmetic optimization techniques makes it a promising algorithm that can effectively 

address complex optimization issues. 

4.5.1.1 System of Ten Generating Units 

The efficiency of the proposed CAOA and LFAOA optimizers has been tested using the 

standard IEEE 10-unit, 39-bus test system with 24 hours of data. The CAOA technique is 

subjected to evaluation through 100 iterations, while 30 trial runs verify the effectiveness 

of the CAOA and LFAOA algorithms. The convergence curve is shown in Figure 4.3. 

Details of the commitment status, optimal scheduling, and individual fuel costs of each of 

the 10 generating units are presented in Table 4.3.1, Table 4.3.2, and Table 4.3.3, 

respectively. Table 4.3.1 illustrates the commitment status, while Table 4.3.2 displays the 

optimal scheduling of power-generating units during the 24-hour period. P1 and P2 operate 

continuously, supplying 455 MW and 245 MW of power, respectively. P3 runs from the 5th 

hour to the 23rd hour, providing a power output of 130 MW when active (indicated as '1'), 

and is off (indicated as '0') otherwise. P4 remains inactive during the 1st to 5th hours and the 

22nd to 24th hours but is on from the 6th hour to the 21st hour, producing 130 MW of power 

per hour during operation. P5 operates only from the 5th to the 22nd hour to meet the power 

demand.  

Table 4.3.3 shows the individual fuel cost of that unit. For P1 and P2, maximum profit can 

be obtained as it is on for 24 hours. For P3, the fuel cost value varies from 2891.8 $ only 

for the 5th hour to the 21st hour. Table 4.4 illustrates the committed status and scheduling 

for a 10-generating unit system using LFAOA algorithm with conventional system 

(Thermal System). Table 4.5 illustrates the Individual fuel cost for 10 generating units 

system using the LFAOA algorithm for a conventional generation systems. 
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Table 4.3.1: Committed status of 10 Generating Unit for Thermal system 

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U4 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U5 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 0 

U7 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 0 0 

U8 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 4.3.2: Scheduling of a 10- Generating unit Test system using CAOA algorithm for conventional thermal system 

Hour P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Generated 

Power (MW) 

Load Demand 

(MW) 

SUC 

($) 
FC ($) 

t1 455 245 0 0 0 0 0 0 0 0 700 700 0 13683.13 

t2 455 295 0 0 0 0 0 0 0 0 750 750 1430 14554.5 

t3 455 370 0 0 25 0 0 0 0 0 850 850 900 16809.45 

t4 455 455 0 0 40 0 0 0 0 0 950 950 0 18597.67 

t5 455 390 130 0 25 0 0 0 0 0 1000 1000 0 20051.16 

t6 455 360 130 130 25 0 0 0 0 0 1100 1100 0 22387.04 

t7 455 410 130 130 25 0 0 0 0 0 1150 1150 0 23261.98 

t8 455 455 130 130 30 0 0 0 0 0 1200 1200 600 24150.34 

t9 455 455 130 130 85 20 25 0 0 0 1300 1300 0 27251.06 

t10 455 455 130 130 162 33 25 10 0 0 1400 1400 60 30057.55 

t11 455 455 130 130 162 73 25 10 10 0 1450 1450 60 31916.06 

t12 455 455 130 130 162 80 25 43 10 10 1500 1500 60 33890.16 

t13 455 455 130 130 162 33 25 10 0 0 1400 1400 0 30057.55 

t14 455 455 130 130 85 20 25 0 0 0 1300 1300 0 27251.06 

t15 455 455 130 130 30 0 0 0 0 0 1200 1200 0 24150.34 

t16 455 310 130 130 25 0 0 0 0 0 1050 1050 0 21513.66 

t17 455 260 130 130 25 0 0 0 0 0 1000 1000 0 20641.82 

t18 455 360 130 130 25 0 0 0 0 0 1100 1100 0 22387.04 

t19 455 455 130 130 30 0 0 0 0 0 1200 1200 0 24150.34 

t20 455 455 130 130 162 33 25 10 0 0 1400 1400 490 30057.55 

t21 455 455 130 130 85 20 25 0 0 0 1300 1300 0 27251.06 

t22 455 455 0 0 145 20 25 0 0 0 1100 1100 0 22735.52 

t23 455 425 0 0 0 20 0 0 0 0 900 900 0 17645.36 

t24 455 345 0 0 0 0 0 0 0 0 800 800 0 15427.42 
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Table 4.3.3: Individual fuel cost for Generation of 10 Unit Test System using CAOA algorithm for Thermal system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) FC ($) 

t1 8465.82 5217.31 0 0 0 0 0 0 0 0 0 13683.1298 

t2 8465.82 6088.68 0 0 0 0 0 0 0 0 1430 14554.4998 

t3 8465.82 7398.64 0 0 944.988 0 0 0 0 0 900 16809.4485 

t4 8465.82 8887.48 0 0 1244.37 0 0 0 0 0 0 18597.6678 

t5 8465.82 7748.55 2891.8 0 944.988 0 0 0 0 0 0 20051.1605 

t6 8465.82 7223.78 2891.8 2860.66 944.988 0 0 0 0 0 0 22387.0445 

t7 8465.82 8098.71 2891.8 2860.66 944.988 0 0 0 0 0 0 23261.9795 

t8 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 600 24150.3408 

t9 8465.82 8887.48 2891.8 2860.66 2153.26 818 1174 0 0 0 0 27251.056 

t10 8465.82 8887.48 2891.8 2860.66 3745.85 1112 1174 919.6 0 0 60 30057.5503 

t11 8465.82 8887.48 2891.8 2860.66 3745.85 2033 1174 919.6 937.9 0 60 31916.0611 

t12 8465.82 8887.48 2891.8 2860.66 3745.85 2196 1174 1782 937.9 948.1 60 33890.163 

t13 8465.82 8887.48 2891.8 2860.66 3745.85 1112 1174 919.6 0 0 0 30057.5503 

t14 8465.82 8887.48 2891.8 2860.66 2153.26 818 1174 0 0 0 0 27251.056 

t15 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 0 24150.3408 

t16 8465.82 6350.39 2891.8 2860.66 944.988 0 0 0 0 0 0 21513.6595 

t17 8465.82 5478.56 2891.8 2860.66 944.988 0 0 0 0 0 0 20641.8245 

t18 8465.82 7223.78 2891.8 2860.66 944.988 0 0 0 0 0 0 22387.0445 

t19 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 0 24150.3408 

t20 8465.82 8887.48 2891.8 2860.66 3745.85 1112 1174 919.6 0 0 490 30057.5503 

t21 8465.82 8887.48 2891.8 2860.66 2153.26 818 1174 0 0 0 0 27251.056 

t22 8465.82 8887.48 0 0 3390.18 818 1174 0 0 0 0 22735.521 

t23 8465.82 8361.49 0 0 0 818 0 0 0 0 0 17645.3638 

t24 8465.82 6961.6 0 0 0 0 0 0 0 0 0 15427.4198 
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Table 4.4: Committed status and scheduling for a 10-generating unit system using LFAOA algorithm with Conventional system (Thermal System) 

Hour     U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 Hour  P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Power Generated 

(MW) 
SUC ($) FC ($) 

t1 1 1 0 0 0 0 0 0 0 0 t1 455 245 0 0 0 0 0 0 0 0 700 1620 13683.13 

t2 1 1 0 0 0 0 0 0 0 0 t2 455 295 0 0 0 0 0 0 0 0 750 560 14554.5 

t3 1 1 0 0 1 0 0 0 0 0 t3 455 370 0 0 25 0 0 0 0 0 850 0 16809.45 

t4 1 1 0 0 1 0 0 0 0 0 t4 455 455 0 0 40 0 0 0 0 0 950 0 18597.67 

t5 1 1 0 1 1 0 0 0 0 0 t5 455 390 0 130 25 0 0 0 0 0 1000 0 20020.02 

t6 1 1 1 1 1 0 0 0 0 0 t6 455 360 130 130 25 0 0 0 0 0 1100 0 22387.04 

t7 1 1 1 1 1 0 0 0 0 0 t7 455 410 130 130 25 0 0 0 0 0 1150 0 23261.98 

t8 1 1 1 1 1 0 0 0 0 0 t8 455 455 130 130 30 0 0 0 0 0 1200 0 24150.34 

t9 1 1 1 1 1 1 1 0 0 0 t9 455 455 130 130 85 20 25 0 0 0 1300 690 27251.06 

t10 1 1 1 1 1 1 1 1 0 0 t10 455 455 130 130 162 33 25 10 0 0 1400 60 30057.55 

t11 1 1 1 1 1 1 1 1 1 0 t11 455 455 130 130 162 73 25 10 10 0 1450 60 31916.06 

t12 1 1 1 1 1 1 1 1 1 1 t12 455 455 130 130 162 80 25 43 10 10 1500 60 33890.16 

t13 1 1 1 1 1 1 1 1 0 0 t13 455 455 130 130 162 33 25 10 0 0 1400 0 30057.55 

t14 1 1 1 1 1 1 1 0 0 0 t14 455 455 130 130 85 20 25 0 0 0 1300 0 27251.06 

t15 1 1 1 1 1 0 0 0 0 0 t15 455 455 130 130 30 0 0 0 0 0 1200 0 24150.34 

t16 1 1 1 1 1 0 0 0 0 0 t16 455 310 130 130 25 0 0 0 0 0 1050 0 21513.66 

t17 1 1 1 1 1 0 0 0 0 0 t17 455 260 130 130 25 0 0 0 0 0 1000 0 20641.82 

t18 1 1 1 1 1 0 0 0 0 0 t18 455 360 130 130 25 0 0 0 0 0 1100 260 22387.04 

t19 1 1 1 1 1 0 0 0 0 0 t19 455 455 130 130 30 0 0 0 0 0 1200 120 24150.34 

t20 1 1 1 1 1 1 1 1 0 0 t20 455 455 130 130 162 33 25 10 0 0 1400 170 30057.55 

t21 1 1 1 1 1 1 1 0 0 0 t21 455 455 130 130 85 20 25 0 0 0 1300 0 27251.06 

t22 1 1 0 0 1 1 1 0 0 0 t22 455 455 0 0 145 20 25 0 0 0 1100 0 22735.52 

t23 1 1 0 0 1 0 0 0 0 0 t23 455 420 0 0 25 0 0 0 0 0 900 0 17684.69 

t24 1 1 0 0 0 0 0 0 0 0 t24 455 345 0 0 0 0 0 0 0 0 800 0 15427.42 
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Table 4.5: Individual fuel cost for 10 Generating Unit system using LFAOA algorithm for 

Conventional Generation system (Thermal) 

Hours/ 

Units 
      P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) FC ($)  

t1 8465.82 5217.31 0 0 0 0 0 0 0 0 1620 13683.1 

t2 8465.82 6088.68 0 0 0 0 0 0 0 0 560 14554.5 

t3 8465.82 7398.64 0 0 944.988 0 0 0 0 0 0 16809.4 

t4 8465.82 8887.48 0 0 1244.37 0 0 0 0 0 0 18597.7 

t5 8465.82 7748.55 0 2860.66 944.988 0 0 0 0 0 0 20020 

t6 8465.82 7223.78 2891.8 2860.66 944.988 0 0 0 0 0 0 22387 

t7 8465.82 8098.71 2891.8 2860.66 944.988 0 0 0 0 0 0 23262 

t8 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 0 24150.3 

t9 8465.82 8887.48 2891.8 2860.66 2153.26 818.048 1173.99 0 0 0 690 27251.1 

t10 8465.82 8887.48 2891.8 2860.66 3745.85 1112.33 1173.99 919.613 0 0 60 30057.6 

t11 8465.82 8887.48 2891.8 2860.66 3745.85 2032.92 1173.99 919.613 937.922 0 60 31916.1 

t12 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 1782.2 937.922 948.073 60 33890.2 

t13 8465.82 8887.48 2891.8 2860.66 3745.85 1112.33 1173.99 919.613 0 0 0 30057.6 

t14 8465.82 8887.48 2891.8 2860.66 2153.26 818.048 1173.99 0 0 0 0 27251.1 

t15 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 0 24150.3 

t16 8465.82 6350.39 2891.8 2860.66 944.988 0 0 0 0 0 0 21513.7 

t17 8465.82 5478.56 2891.8 2860.66 944.988 0 0 0 0 0 0 20641.8 

t18 8465.82 7223.78 2891.8 2860.66 944.988 0 0 0 0 0 260 22387 

t19 8465.82 8887.48 2891.8 2860.66 1044.58 0 0 0 0 0 120 24150.3 

t20 8465.82 8887.48 2891.8 2860.66 3745.85 1112.33 1173.99 919.613 0 0 170 30057.6 

t21 8465.82 8887.48 2891.8 2860.66 2153.26 818.048 1173.99 0 0 0 0 27251.1 

t22 8465.82 8887.48 0 0 3390.18 818.048 1173.99 0 0 0 0 22735.5 

t23 8465.82 8273.88 0 0 944.988 0 0 0 0 0 0 17684.7 

t24 8465.82 6961.6 0 0 0 0 0 0 0 0 0 15427.4 
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4.5.1.2 System of 20 Generating Units 

The efficiency of the proposed CAOA and LFAOA optimizer are tested using a specialized 

system comprising 20 power-generating units that operate for 24 hours. The CAOA and 

LFAOA technique is subjected to evaluation through 100 iterations, while 30 trial runs 

verify the effectiveness of the CAOA and LFAOA algorithm [68]. The convergence graph 

in Figure 4.3 illustrates the total profit. Table 4.6 illustrate the Commitment status of 20 

Generating Thermal Test Units system; Table 4.7 illustrate the Scheduling of 20 

Generation test unit system using hCAOA algorithm for conventional thermal system. 

Table 4.8 illustrate the Individual fuel cost of 20 Unit Test System using CAOA for 

conventional Thermal system. Table 4.9 illustrate the Scheduling for a 20-generating unit 

system using LFAOA algorithm with conventional Thermal system. Table 4.10 illustrate 

the Scheduling for a 20-generating unit system using LFAOA algorithm with Conventional 

Thermal system. Table 4.11 illustrate the Individual fuel cost for 20 Generating Unit 

system using LFAOA algorithm considering Thermal system. Table 4.12 illustrate the 

statistical and hypothetical result of 20 Generating unit system using hCAOA. Table 4.13 

illustrate the statistical and hypothetical analysis of 20 Generating Unit System results for 

LFAOA optimization algorithms for thermal system. 
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Table 4.6 Commitment status of a 20 Generating Thermal Test Units systems with CAOA 

Hour/ Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16 U17 U18 U19 U20 

t1 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t2 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t3 1 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t4 1 1 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t5 1 1 0 1 1 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 

t6 1 1 0 1 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 10 

t7 1 1 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t8 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t9 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 0 0 

t10 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t11 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 

t12 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

t13 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t14 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 0 0 

t15 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t16 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t17 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t18 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t19 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t20 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t21 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 0 0 

t22 1 1 0 0 1 1 1 0 0 0 1 1 1 0 0 1 1 0 0 0 

t23 1 1 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t24 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 
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Table 4.7: Scheduling of 20 Generation test unit system using CAOA algorithm for conventional thermal systems 

Hour/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC ($) FC ($) 

t1 455 245 0 0 0 0 0 0 0 0 455 245 0 0 0 0 0 0 0 0 0 27366.3 

t2 455 295 0 0 0 0 0 0 0 0 455 295 0 0 0 0 0 0 0 0 2010 29109 

t3 455 330 0 130 0 0 0 0 0 0 455 330 0 0 0 0 0 0 0 0 900 33191.4 

t4 455 418 0 130 25 0 0 0 0 0 455 418 0 0 0 0 0 0 0 0 1110 37197.5 

t5 455 403 0 130 25 0 0 0 0 0 455 403 0 130 0 0 0 0 0 0 0 39532.7 

t6 455 455 0 130 55 0 0 0 0 0 455 455 0 130 55 0 0 0 0 10 0 44467.1 

t7 455 455 0 130 45 0 0 0 0 0 455 455 130 130 45 0 0 0 0 0 0 46008.8 

t8 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 860 48300.7 

t9 455 455 130 130 97.5 20 25 0 0 0 455 455 130 130 97.5 20 0 0 0 0 520 53838.8 

t10 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 10 0 0 460 60115.1 

t11 455 455 130 130 162 73 25 10 10 0 455 455 130 130 162 73 25 10 10 0 120 63832.1 

t12 455 455 130 130 162 80 25 43 10 10 455 455 130 130 162 80 25 43 10 10 120 67780.3 

t13 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 10 0 0 0 60115.1 

t14 455 455 130 130 97.5 20 25 0 0 0 455 455 130 130 97.5 20 0 0 0 0 0 53838.8 

t15 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 0 48300.7 

t16 455 310 130 130 25 0 0 0 0 0 455 310 130 130 25 0 0 0 0 0 0 43027.3 

t17 455 260 130 130 25 0 0 0 0 0 455 260 130 130 25 0 0 0 0 0 0 41283.6 

t18 455 360 130 130 25 0 0 0 0 0 455 360 130 130 25 0 0 0 0 0 0 44774.1 

t19 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 0 48300.7 

t20 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 10 0 0 1240 60115.1 

t21 455 455 130 130 85 20 25 0 0 0 455 455 130 130 85 20 25 0 0 0 0 54502.1 

t22 455 455 0 0 160 20 25 0 0 0 455 455 130 0 0 20 25 0 0 0 60 45286.4 

t23 455 433 0 0 25 0 0 0 0 0 455 433 0 0 0 0 0 0 0 0 0 34862.5 

t24 455 345 0 0 0 0 0 0 0 0 455 345 0 0 0 0 0 0 0 0 0 30854.8 
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Table 4.8: Individual fuel cost of a 20 Generating Unit System using the CAOA for conventional Thermal system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

SUC 

($) 
FC ($) 

t1 8465.8 5217.3 0 0 0 0 0 0 0 0 8465.8 5217.3 0 0 0 0 0 0 0 0 0 27366.26 

t2 8465.8 6088.7 0 0 0 0 0 0 0 0 8465.8 6088.7 0 0 0 0 0 0 0 0 2010 29109 

t3 8465.8 6699.6 0 2860.7 0 0 0 0 0 0 8465.8 6699.6 0 0 0 0 0 0 0 0 900 33191.42 

t4 8465.8 8230.1 0 2860.7 944.99 0 0 0 0 0 8465.8 8230.1 0 0 0 0 0 0 0 0 1110 37197.46 

t5 8465.8 7967.4 0 2860.7 944.99 0 0 0 0 0 8465.8 7967.4 0 2860.7 0 0 0 0 0 0 0 39532.69 

t6 8465.8 8887.5 0 2860.7 1545.5 0 0 0 0 0 8465.8 8887.5 0 2860.7 1545.5 0 0 0 0 948.07 0 44467.07 

t7 8465.8 8887.5 0 2860.7 1344.6 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1344.6 0 0 0 0 0 0 46008.84 

t8 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 860 48300.68 

t9 8465.8 8887.5 2891.8 2860.7 2408.6 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 2408.6 818.05 0 0 0 0 520 53838.78 

t10 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 460 60115.1 

t11 8465.8 8887.5 2891.8 2860.7 3745.9 2032.9 1174 919.61 937.92 0 8465.8 8887.5 2891.8 2860.7 3745.9 2032.9 1174 919.61 937.92 0 120 63832.12 

t12 8465.8 8887.5 2891.8 2860.7 3745.9 2196.4 1174 1782.2 937.92 948.07 8465.8 8887.5 2891.8 2860.7 3745.9 2196.4 1174 1782.2 937.92 948.07 120 67780.33 

t13 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 0 60115.1 

t14 8465.8 8887.5 2891.8 2860.7 2408.6 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 2408.6 818.05 0 0 0 0 0 53838.78 

t15 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 0 48300.68 

t16 8465.8 6350.4 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 6350.4 2891.8 2860.7 944.99 0 0 0 0 0 0 43027.32 

t17 8465.8 5478.6 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 5478.6 2891.8 2860.7 944.99 0 0 0 0 0 0 41283.65 

t18 8465.8 7223.8 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 7223.8 2891.8 2860.7 944.99 0 0 0 0 0 0 44774.09 

t19 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1044.6 0 0 0 0 0 0 48300.68 

t20 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 8465.8 8887.5 2891.8 2860.7 3745.9 1112.3 1174 919.61 0 0 1240 60115.1 

t21 8465.8 8887.5 2891.8 2860.7 2153.3 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 2153.3 818.05 1174 0 0 0 0 54502.11 

t22 8465.8 8887.5 0 0 3703.9 818.05 1174 0 0 0 8465.8 8887.5 2891.8 0 0 818.05 1174 0 0 0 60 45286.37 

t23 8465.8 8492.9 0 0 944.99 0 0 0 0 0 8465.8 8492.9 0 0 0 0 0 0 0 0 0 34862.51 

t24 8465.8 6961.6 0 0 0 0 0 0 0 0 8465.8 6961.6 0 0 0 0 0 0 0 0 0 30854.84 
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Table 4.9: Commitment status using LFAOA algorithm with conventional Thermal system 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16 U17 U18 U19 U20 

t1 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t2 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t3 1 1 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t4 1 1 0 0 1 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 

t5 1 1 0 1 1 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 

t6 1 1 1 1 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t7 1 1 1 1 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t8 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t9 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 

t10 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t11 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 

t12 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

t13 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 0 0 1 

t14 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 0 0 0 0 

t15 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t16 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t17 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t18 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t19 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t20 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t21 1 1 1 1 1 1 1 0 0 0 1 1 0 1 1 1 1 0 0 0 

t22 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1 1 1 0 0 0 

t23 1 1 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 

t24 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 
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Table 4.10: Scheduling for a 20-Generating Unit System using the LFAOA Algorithm with a Conventional Thermal System 

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Generated 

Power 

(MW) 

SUC ($) FC ($) 

t1 455 245 0 0 0 0 0 0 0 0 455 245 0 0 0 0 0 0 0 0 1400 930 27366.3 

t2 455 295 0 0 0 0 0 0 0 0 455 295 0 0 0 0 0 0 0 0 1500 430 29109 

t3 455 382 0 0 25 0 0 0 0 0 455 382 0 0 0 0 0 0 0 0 1700 820 33111.2 

t4 455 455 0 0 40 0 0 0 0 0 455 455 0 0 40 0 0 0 0 0 1900 0 37195.3 

t5 455 455 0 130 25 0 0 0 0 0 455 455 0 0 25 0 0 0 0 0 2000 2010 39457.2 

t6 455 425 130 130 25 0 0 0 0 0 455 425 0 130 25 0 0 0 0 0 2200 0 44157.7 

t7 455 455 130 130 45 0 0 0 0 0 455 455 0 130 45 0 0 0 0 0 2300 1100 46008.8 

t8 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 2400 0 48300.7 

t9 455 455 130 130 98 20 0 0 0 0 455 455 130 130 98 20 25 0 0 0 2600 770 53838.8 

t10 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 10 0 0 2800 380 60115.1 

t11 455 455 130 130 162 73 25 10 10 0 455 455 130 130 162 73 25 10 10 0 2900 120 63832.1 

t12 455 455 130 130 162 80 25 43 10 10 455 455 130 130 162 80 25 43 10 10 3000 120 67780.3 

t13 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 0 0 10 2800 0 60143.6 

t14 455 455 130 130 98 20 25 0 0 0 455 455 130 130 98 20 0 0 0 0 2600 0 53838.8 

t15 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 2400 0 48300.7 

t16 455 310 130 130 25 0 0 0 0 0 455 310 130 130 25 0 0 0 0 0 2100 0 43027.3 

t17 455 260 130 130 25 0 0 0 0 0 455 260 130 130 25 0 0 0 0 0 2000 0 41283.6 

t18 455 360 130 130 25 0 0 0 0 0 455 360 130 130 25 0 0 0 0 0 2200 170 44774.1 

t19 455 455 130 130 30 0 0 0 0 0 455 455 130 130 30 0 0 0 0 0 2400 260 48300.7 

t20 455 455 130 130 162 33 25 10 0 0 455 455 130 130 162 33 25 10 0 0 2800 550 60115.1 

t21 455 455 130 130 150 20 25 0 0 0 455 455 0 130 150 20 25 0 0 0 2600 0 54292.9 

t22 455 455 0 0 0 20 25 0 0 0 455 455 0 130 160 20 25 0 0 0 2200 0 45255.2 

t23 455 433 0 0 0 0 0 0 0 0 455 433 0 0 25 0 0 0 0 0 1800 0 34862.5 

t24 455 345 0 0 0 0 0 0 0 0 455 345 0 0 0 0 0 0 0 0 1600 0 30854.8 
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Table 4.11: Individual fuel costs for 20 Generating Unit systems using the LFAOA algorithm considering thermal systems 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC ($) FC ($)  

t1 8466 5217 0 0 0 0 0 0 0 0 8465.8 5217.3 0 0 0 0 0 0 0 0 930 27366.26 

t2 8466 6089 0 0 0 0 0 0 0 0 8465.8 6088.7 0 0 0 0 0 0 0 0 430 29109 

t3 8466 7617 0 0 945 0 0 0 0 0 8465.8 7617.3 0 0 0 0 0 0 0 0 820 33111.24 

t4 8466 8887 0 0 1244 0 0 0 0 0 8465.8 8887.5 0 0 1244 0 0 0 0 0 0 37195.34 

t5 8466 8887 0 2861 945 0 0 0 0 0 8465.8 8887.5 0 0 945 0 0 0 0 0 2010 39457.23 

t6 8466 8361 2892 2861 945 0 0 0 0 0 8465.8 8361.5 0 2861 945 0 0 0 0 0 0 44157.72 

t7 8466 8887 2892 2861 1345 0 0 0 0 0 8465.8 8887.5 0 2861 1345 0 0 0 0 0 1100 46008.84 

t8 8466 8887 2892 2861 1045 0 0 0 0 0 8465.8 8887.5 2892 2861 1045 0 0 0 0 0 0 48300.68 

t9 8466 8887 2892 2861 2409 818 0 0 0 0 8465.8 8887.5 2892 2861 2409 818 1174 0 0 0 770 53838.78 

t10 8466 8887 2892 2861 3746 1112 1174 919.6 0 0 8465.8 8887.5 2892 2861 3746 1112 1174 919.6 0 0 380 60115.1 

t11 8466 8887 2892 2861 3746 2033 1174 919.6 937.9 0 8465.8 8887.5 2892 2861 3746 2033 1174 919.6 937.9 0 120 63832.12 

t12 8466 8887 2892 2861 3746 2196 1174 1782 937.9 948.1 8465.8 8887.5 2892 2861 3746 2196 1174 1782 937.9 948.1 120 67780.33 

t13 8466 8887 2892 2861 3746 1112 1174 919.6 0 0 8465.8 8887.5 2892 2861 3746 1112 1174 0 0 948.1 0 60143.56 

t14 8466 8887 2892 2861 2409 818 1174 0 0 0 8465.8 8887.5 2892 2861 2409 818 0 0 0 0 0 53838.78 

t15 8466 8887 2892 2861 1045 0 0 0 0 0 8465.8 8887.5 2892 2861 1045 0 0 0 0 0 0 48300.68 

t16 8466 6350 2892 2861 945 0 0 0 0 0 8465.8 6350.4 2892 2861 945 0 0 0 0 0 0 43027.32 

t17 8466 5479 2892 2861 945 0 0 0 0 0 8465.8 5478.6 2892 2861 945 0 0 0 0 0 0 41283.65 

t18 8466 7224 2892 2861 945 0 0 0 0 0 8465.8 7223.8 2892 2861 945 0 0 0 0 0 170 44774.09 

t19 8466 8887 2892 2861 1045 0 0 0 0 0 8465.8 8887.5 2892 2861 1045 0 0 0 0 0 260 48300.68 

t20 8466 8887 2892 2861 3746 1112 1174 919.6 0 0 8465.8 8887.5 2892 2861 3746 1112 1174 919.6 0 0 550 60115.1 

t21 8466 8887 2892 2861 3495 818 1174 0 0 0 8465.8 8887.5 0 2861 3495 818 1174 0 0 0 0 54292.9 

t22 8466 8887 0 0 0 818 1174 0 0 0 8465.8 8887.5 0 2861 3704 818 1174 0 0 0 0 45255.23 

t23 8466 8493 0 0 0 0 0 0 0 0 8465.8 8492.9 0 0 945 0 0 0 0 0 0 34862.51 

t24 8466 6962 0 0 0 0 0 0 0 0 8465.8 6961.6 0 0 0 0 0 0 0 0 0 30854.84 
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The analysis of statistical results obtained from the optimization algorithms of CAOA for security 

constrained unit commitment problem is given in the table format. Table 4.12 illustrates the 

statistical and hypothetical results of the 20-generating unit system using CAOA. 

Table 4.12:  The statistical and hypothetical results of the 20-generating unit system using 

the CAOA algorithm 

Best 

value 

($) 

Average 

Value 

($) 

Worst 

Value 

($) 
STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

(sec.) 

 Average 

Time 

(sec.) 

Worst 

Time 

(sec.) 
p-value p-value 

h-

Value 

1123401 1125228 1126808 1014.409 1125441 1.73E-06 4.44E-90 1 0 0.021875 0.03125 

 

Table 4.13 illustrates the statistical and hypothetical analysis of 20 Generating Unit System results 

for LFAOA optimization algorithms for thermal systems. 

 

 

Table 4.14 illustrates the statistical analysis of the SCUC problem of CAOA optimization 

algorithms for 40 test unit systems. 

Table 4.14:  Statistical analysis of the SCUC problem of the CAOA optimization algorithms 

for 40 test unit systems  

Best 

Value 

($) 

Avg. 

Value 

($) 

Worst 

Value ($) 
STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

(Sec.) 

Average 

Time (sec.) 
p-value p-value 

h-

Value 

2245351 2249723 2254254 2056.49 2249815 1.73E-06 6.60E-90 1 0.01563 0.02969 

 

Table 4.13: Statistical and hypothetical analysis of 20 Generating Unit System results for 

LFAOA optimization algorithms for thermal systems 

Best 

value ($) 

Average 

Value ($) 

Worst 

Value ($) 
STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

(sec.) 

 Average 

Time 

(sec.) 

Worst 

Time 

(sec.) 
p-value p-value 

h-

Value 

1122982 1124992 1126145 837.827 1125285 1.734E-06 1.7E-92 1 0 0.0193 0.031 
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Figure 4.3: Convergence curve for the 10, 20-generating unit system (best value) using LFAOA 

and CAOA (10-unit test system with 10% SR) 

Figure 4.3 illustrates the convergence curve for the best value of the 10 Generating Unit system 

using the levy flight arithmetic optimization algorithm and chaotic arithmetic optimization. Ten 

thermal-generating systems are being tested. After the simulation, the best-valued result is shown 

in the convergence curve. 
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4.6 CONCLUSIONS 

This chapter presents the resolution of the security constraint unit commitment 

problem through the use of hybrid techniques. The successful scheduling of 10, 20, 

and 40-unit generating systems has been achieved through testing. The suggested 

hybrid optimizers can measure maximum profits. Simulated results indicate that the 

CAOA optimizer for fuel cost is superior to existing heuristics, meta-heuristics, and 

evolutionary search optimizers. The suggested optimizer can determine satisfactory 

profit values with commitment scheduling within a reasonable computation time. This 

powerful optimizer can be applied to obtain solutions for the SCUC problem in 

modern power sectors. The analysis includes the variation in profit value (best, 

average, and worst), standard deviation, and median value. Hypothesis testing 

methods such as the Wilcoxon rank sum method and t-test can determine the p-value 

and h-value. Computational times are also analyzed as the best, average, and worst 

times of simulations.



 
 

170 
 

CHAPTER 5 

SECURITY CONSTRAINT UNIT COMMITMENT PROBLEM 

WITH PEVs AND RENEWABLE ENERGY SOURCES 

--------------------------------------------------------------------------------------------------------------------- 

5.1 INTRODUCTION 

The security constraint unit commitment problem is a crucial power sector optimization 

problem that aims to schedule the commitment of generating units to meet load demand 

while satisfying a number of constraints, including ramp rate limits, unit availability, and 

transmission network security. The SCUC problem has faced significant difficulties in 

recent years as a result of the uncertainties and variabilities associated with the integration 

of PEVs and renewable energy sources into power systems. The problem may become 

more complicated and challenging to solve when PEVs and RESs are integrated because 

they may bring stochasticity and nonlinearity into the equation. 

This chapter focuses on the integration of PEVs and RESs into the SCUC problem and 

proposes various optimization techniques to address the challenges arising from this 

integration. The chapter begins by providing an overview of the SCUC problem and the 

challenges posed by the integration of PEVs and RESs. It then discusses the state-of-the-

art optimization techniques used in solving the SCUC problem, with a focus on traditional 

methods and recent advances. Next, the chapter presents the proposed optimization 

techniques for integrating PEVs and RESs into the SCUC problem. In addition, the chapter 

emphasizes the significance of the proposed methods for enhancing power system 

reliability and economic efficiency. Numerical simulations based on data from real-world 

power systems are used to evaluate the proposed methods' efficacy. The outcomes show 

that incorporating PEVs and RESs effectively mitigates the effects of uncertainties and 

variabilities on the SCUC problem using the proposed methods. Initially, plug-in electric 

vehicles were only considered as dispatchable peak-level power plants for profit-based unit 

commitment planning. While electric vehicles have gained popularity in recent times, they 

have a surprising historical background. In 1834, Thomas Davenport created the first non-
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rechargeable battery-operated EV in the form of a tricycle. After the invention of lead-acid 

batteries in 1874, David Salomon succeeded in developing an electric vehicle with a 

rechargeable battery. This development resulted in the construction of commercial EVs in 

the late 1886s by numerous companies. The current scenario of the electric vehicles is 

given in Table 5.1. 

Table 5.1 Current electric vehicles scenario in India 

Sr. 

No. 

Manufacturing 

Company 
Model 

Power 

Consumption 

Battery 

Range 

(Kwh) 

Torque Transmission 
Maximum 

Speed 

1 Tata Motors 
Nexon 

EV 

28.0 kWh/100 

km 
312 km 

245 

Nm 
Automatic 120 km/h 

2 
Mahindra 

Electric 

eKUV10

0 

15.9 kWh/100 

km 
147 km 

120 

Nm 
Automatic 80 km/h 

3 MG Motors ZS EV 
18.6 kWh/100 

km 
419 km 

353 

Nm 
Automatic 140 km/h 

4 
Hyundai 

Motors 

Kona 

Electric 

14.3 kWh/100 

km 
452 km 

395 

Nm 
Automatic 167 km/h 

5 Audi e-tron 
75kWh/100k

m 
222 km 

664 

Nm 
Automatic 200 km/h 

6 
Mercedes-Benz 

India 
EQC 80 kWh 471 km 

765 

Nm 
Automatic 180 km/h 

 

Various initiatives have been taken by the Indian government to encourage the use of 

electric vehicles and renewable energy sources in the country. The Public Electric 

Versatility Mission Plan (NEMMP) 2020 was sent off in 2013 to empower the reception of 

EVs and to advance practical transportation. By 2030, the government intends to achieve 

a 30% PEV penetration rate. 

The Faster Adoption and Manufacturing of Electric Vehicles (FAME) program is one of 

several initiatives and policies launched by the government to encourage the use of PEVs. 

This plan gives monetary motivating forces to purchasers of PEVs, as well as to makers 

and sellers to advance the turn of events and offers of PEVs. Additionally, the plan 

encourages the development of a nationwide charging infrastructure. 
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The Indian government unveiled Phase II of the Faster Adoption and Manufacturing of 

Hybrid and Electric Vehicles in India (FAME India) scheme in March 2021. The primary 

objective of this scheme is to facilitate the rapid adoption of electric vehicles and improve 

the charging infrastructure across the country. With a budget of INR 18,100 crore 

(equivalent to USD 2.4 billion) for a five-year period beginning April 2021, the scheme 

focuses on four core areas: (1) demand creation, (2) charging infrastructure, (3) supply-

side incentives, and (4) skill development and awareness. To drive consumer demand, the 

government is providing purchase subsidies, interest-free loans for EV buyers, and tax 

incentives for manufacturers to boost local production of electric vehicles.  

The Indian government has implemented numerous policies and initiatives to encourage 

the generation of renewable energy sources across the country. One such initiative is the 

National Solar Mission, introduced in 2010, which has set a target of achieving 100 GW of 

solar power capacity by 2022. Moreover, the government has established an objective of 

reaching 450 GW of renewable energy capacity by 2030. 

The Ministry of New and Renewable Energy (MNRE) is responsible for carrying out 

various policies and programs related to renewable energy generation. The MNRE provides 

incentives and subsidies to support the development of renewable energy projects, 

including solar, wind, and bioenergy. 

To encourage the installation of solar pumps for irrigation and grid-connected solar power 

projects, the government has introduced the Kisan Urja Suraksha evam Utthaan 

Mahaabhiyan (KUSUM) scheme. The scheme offers financial assistance to farmers to 

install solar pumps, which helps in reducing their reliance on diesel-based pumps and 

promoting the use of renewable energy sources. 

Additionally, the Rooftop Solar Program is another scheme launched by the government to 

boost the adoption of solar power systems on the rooftops of residential and commercial 

buildings. Through various incentives and subsidies, the government provides financial 

assistance for the installation of rooftop solar power systems. In this chapter, the following 

cases are discussed and solved for the security constraints unit commitment problem.  
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Case 1: SCUC problem without considering PEV and RES. 

Case 2: SCUC problem considering PEV. 

Case 3: SCUC problem considering RES (Wind). 

Case 4: SCUC problem considering RES (Solar). 

Case 5: SCUC problem considering PEV and RES (Wind). 

Case 6: SCUC problem considering PEV and RES (Solar). 

Case 7: SCUC problem considering PEV and RES (Solar + Wind). 

5.2 MATHEMATICAL PROBLEM FORMULATION OF SCUC PROBLEM 

CONSIDERING PEVS & RES 

The optimization problem of SCUC is widely studied in the power systems field. Its 

objective is to determine the most cost-effective schedule for generators while considering 

operating and security constraints. However, when integrating PEVs and RES into the 

power system, the problem formulation becomes more intricate. In this scenario, the 

problem's objective is not only to minimize the operating cost but also to consider the PEVs' 

charging and discharging schedules and the intermittent nature of RES. The addition of 

PEVs provides a new source of demand response and energy storage, while RES provides 

clean energy. 

To formulate the SCUC problem integrated with PEVs and RES, various mathematical 

models and constraints must be taken into account. The key variables include the unit 

commitment status, generators' power output, PEVs' charging and discharging schedules, 

and RES curtailment. The constraints encompass power balance, ramping, minimum and 

maximum generator output, voltage, and stability constraints. 
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5.2.1 Objective function of SCUC problem considering PEVs and RES  

The main goal of the security constraint unit commitment problem is to determine the best 

schedule for running the available power generators in order to minimize the overall cost 

of generating and operating electricity. This cost includes factors such as the price of fuel, 

as well as the costs of starting up and shutting down generators. To calculate fuel costs, 

data on the characteristics of each generator k such as fuel prices, efficiency rates, and 

startup and shutdown times are used to solve a mathematical equation that represents the 

power output of each generator at a given hour time t. This equation is non-linear, non-

smooth, and non-convex, and can be expressed in a quadratic form.  

The equation that calculates the power output of each generator at a given tht hour is a non-

linear, non-smooth, and non-convex quadratic equation. The objective function of the 

security constraint unit commitment problem integrated with EVs and RES is shown in the 

equation (5.1). 

2

, , , , , ,( 1) , 1 ,

1 t=1 1 1

1,2,..., (Number of Generating Units);    =1,2,...,  Number of

min  =   (a P +b P +c ) U { (1 )} (1 )

               

NG NH NH NH

k t k k t k k t k k t k k t k t k k t k t PEV RES

k t t

F SUC U U SDC U U C

k NG

C

t

− −

= = =

 
 +   − +  − + + 

 

=

  

( ) Hours

   

           (5.1) 

where, ,k tF represent the cost associated with the thk generating unit at the tht hour and a k ,

b k ,and ck are its fuel and operational cost coefficients. ,Uk t and ( ,( 1)1 k tU −− ) is the 

committed status of the thk unit at tht hour and ( 1)tht − hour respectively. kSUC is the start-

up cost of the thk unit at tht hour. The total cost ( ,k tF ) for all the generating units ( )NG  for 

a particular time at tht hour is given by the equation (5.1). The cost of starting up a thermal 

generating unit is influenced by temperature. This type of cost refers to the expenses 

incurred during the process of bringing the unit online, and it is calculated based on the 

length of time the unit has been inactive. Conversely, shut down cost is a predetermined 
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amount for each unit that is shut down. To represent start-up cost mathematically, it can be 

denoted as ( tkSUC ).  

;  for MDT ( )
        ( 1,2,..., ;  1,2,3.... )

;   for ( )             

OFF

k k k k k

kt ON

k i k k

HSC T CSH MDT
SUC k NG h H

CSC T MDT CSH

   +
= = =

 +
    (5.2) 

In this context, the terms 
kCSC  and kHSC represent the cost of cold start-up and hot start-

up for the thk unit, respectively. Additionally, MDTk
 refers to the minimum downtime for 

the thk unit, while 
OFF

kT denotes the duration of time that the thk thermal unit has been 

offline continuously until the current hour t. 
kCSC  represents the hour at which cold start 

is initiated for the thk unit. The start-up cost for a thermal unit is determined by its 

downtime. If the downtime exceeds the MDT plus the predetermined Cold-Start Hours, 

then a Cold-Start Cost is required to bring the unit back online. On the other hand, if the 

downtime is shorter than the specified duration, then a Hot-Start Cost is needed to restart 

the unit. Various constraints related to the security constraint unit commitment problem are 

elaborated below. 

5.2.2 Constraints of SCUC problem for PEVs-RES 

The security-constrained unit commitment problem Associated with RES and PEVs 

consists of a number of constraints that must be taken into consideration in order to 

guarantee an energy system that is both dependable and effective. One of the essential 

limitations is the power balance condition, which expects that the power supply from all 

sources should be equivalent to the power interest consistently. To ensure that each 

generating unit and transmission line operates within safe and stable parameters, it is also 

necessary to take into consideration the minimum and maximum operating limits. 

The availability of renewable energy sources, which are affected by the weather and can 

change over time, is another significant constraint. To balance the intermittent nature of 

these sources, this necessitates the use of appropriate storage and demand response 

strategies as well as precise forecasting of RES output. Additionally, the SCUC problem's 
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inclusion of PEVs imposes unique constraints, such as the requirement to manage these 

vehicles' charging and discharging in order to avoid overburdening local distribution 

networks. In order to optimize charging schedules and minimize the impact on the power 

system, this necessitates modeling the charging behavior of PEVs and taking into account 

their interaction with the grid. Lastly, the issue must be resolved within security constraints 

by evaluating and mitigating potential system failures and contingencies to guarantee an 

energy system that is dependable and enduring. This includes looking at how generator and 

transmission line outages might affect things, as well as the possibility of cascading failures 

and unstable voltage. 

5.2.2.1 Power Balance with PEVs  

The mathematical formulation for power balance constraint in the presence of plug-in 

electric vehicles and renewable energy sources is given by the equation (5.3). 

t NH t NH t NH
k k k k

G RES PEV D

k G k RES k PEV

P P P P
= = =

= = =

+ =         (5.3) 

         Discharing period of PEVs

          Charing Period of PEVs

PEVs PEVs

PEVs PEVs

P P

P P

=


= −
    (5.3a) 

Maintaining power balance or load balance is extremely important in the power system. 

𝑃𝐺
𝑘 is the conventional power generation for the kth unit, 𝑃𝑅𝐸𝑆

𝑘 is the renewable power 

generation for the kth unit, 𝑃𝐸𝑉
𝑘  is the power from electric vehicle, where ‘+’ indicate the 

discharging of power and ‘-‘ indicate the charging of the electric vehicle, 𝑃𝐷
𝑘 is the power 

demand of the system. Equation (5.3a) illustrates the charging and discharging nature of 

electric vehicle. This constraint ensures that the total power generated by all committed 

generating units during a specific time t (hour) is either greater than or equal to the power 

demand for that corresponding time period. Equation (5.3) outlines the power balance 

constraint that must be followed when charging electric vehicles.  

, ,

1
t T

NG
PEVs

k t k t D D

k

P U P P
=

= +        (5.4) 
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The power system must ensure that the total power generated at a specific tht hour and the 

power generated from renewable energy sources (
Re newable

tP ) at the same time period meet 

the demand for electricity. This means that the combined electricity generated by the thk  

unit at time tht  hour (h) must also meet the load demand 
tDP . The power balance constraints 

considering renewable sources is given by equation (5.5) 

, ,

1
t

NG
RES

k t k t t D

k

P U P P
=

+ =         (5.5) 

The mathematical modeling for power balance constraint considering PEVs and RES is 

given by equation (5.6) 

Re

(max) ,

1
t t

NG
newable PEVs

k k t t D D

k

P U P P P
=

+ = +       (5.6) 

Here, 
Re newable

tP is the renewable power at tht hour, 
tDP  is the demand of power for tht  hour 

and 
t

PEVs

DP is the power demand from plug-in electric vehicles for time (t) hour.  

5.2.2.2 Spinning reserve constraints of SCUC problem 

The mathematical formulation for spinning reserve constraints considering PEVs and RES 

is given by equation (5.7) 

max

Re

1 1 1
k k k

NG NG NG

Gk PEV newable D t

k k k

P P P P SR
= = =

+  +        (5.7) 

Where, 
max

GkP is the maximum power generation for thk  unit, 
kPEVP is the power of charging 

and discharging for the thk  unit, Re knewableP is the renewable power generation for thk unit, 

kDP is the power demand of the thk , 
tSR is the spinning reserve for the time tht  hour. In the 

equation (5.7), the ‘ ’ indicate the charging of PEVs (-) and ‘+’ indicate the discharging 

of the PEVs. 
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In the spinning reserve process, when considering the charging of PEVs for the particular 

hour of to time (t) is given by equation (5.9) and for discharging in presence of renewable 

energy sources (RES) is given by the equation (5.10) 

Re

(max) ,

1
t

NG
newable

k k t t D t

k

P U P P SR
=

+  +       (5.8) 

The spinning reserve constraint for with RES and charging nature of PEVs is mathematical 

formulated as shown in equation (5.9). 

Re

(max) ,

1
t t

NG
newable PEVs

k k t t D D t

k

P U P P P SR
=

+  + +      (5.9) 

The spinning reserve constraint for with RES and discharging nature of PEVs is 

mathematical formulated as shown in equation (5.9). 

Re

(max) ,

1
t t

NG
newable PEVs

k k t t D D t

k

P U P P P SR
=

+  − +      (5.10) 

5.2.2.3 Minimum up and down time constraints for SCUC problem 

In the SCUC problem process, the minimum up and down time constraint plays a 

significant role in regulating the amount of time that a generating unit must stay on or off 

before it can be turned on or off again. By carefully managing the use of generating units 

in adherence to these constraints, system operators can ensure the provision of dependable 

and cost-effective energy to fulfill the expected load, while also promoting the efficient use 

of resources. 

         (k 1,2,..., ;  1, 2,..., )ON

tk kT MUT NG t Hour = =    (5.11) 

In this equation, the symbol 
ON

tkT represents the time duration that a unit thk remains 

continuously operational in t hours, while kMUT refers to the minimum time that a 

particular unit must remain active before it can be shut down again, also measured in hours. 

Both of these parameters are relevant to the k units being considered. After a unit has been 
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turned off, it cannot be restarted until a certain minimum duration has elapsed, known as 

the "down-time" period. This constraint can be expressed mathematically as follows: 

         (k 1,2,..., ;  1, 2,..., )OFF

tk kT MDT NG t Hour = =    (5.12) 

In this context, the variable "
OFF

tkT " represents the length of time that the thk unit has been 

continuously inactive in hours. Additionally, the parameter " kMDT " refers to the minimum 

duration of inactivity required for that specific unit k, also measured in hours t. 

5.2.2.4 Thermal Constraints for SCUC problem 

Thermal constraints are a security constraint that is crucial to consider in the operation of 

power systems. These constraints set limits on the maximum power output of thermal 

generators, including coal, gas, or nuclear power plants. Such limits exist due to the 

physical constraints of their equipment or cooling systems. Typically, thermal constraints 

are stated as inequality constraints, which restrict the maximum power generation capacity 

of thermal generators. For instance, the capacity limit of a thermal generator could be 

articulated as follows: 

,Thermal t MaxP P       (5.13) 

Where ,Thermal tP is the thermal output of the generator at time t, and 
MaxP  is the maximum 

allowable thermal output. The operational limit of a thermal generator can be expressed as: 

,Thermal t MaxP P        (5.14) 

Where α is a safety factor that accounts for the generator's operating conditions and 

typically ranges between 0.85 to 0.95. 

5.2.2.5 Crew Constraints for SCUC problem 

Crew constraints play a crucial role in ensuring the safe and efficient operation and 

maintenance of power systems. They establish a limit on the number of workers that can 

work on power system equipment, ensuring that maintenance and repair tasks are carried 
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out effectively while maintaining a reliable power system. Crew constraints are usually 

expressed as a maximum limit on the number of workers assigned to a specific piece of 

equipment or area. 

5.2.2.6 Initial Operating Status of Generation Units 

In order to ensure that every unit meets its minimum up/down time requirements, the initial 

operating status of each unit must consider the previous day's schedule. This means that 

the starting status of each unit is influenced by its previous operating state and the minimum 

duration it must remain in that state before it can transition to another state. By factoring 

in these considerations, the initial operating status of each unit can be determined in a way 

that promotes system reliability and efficiency. 

5.2.2.7 Plug-in electric vehicles balance 

In order to schedule a specified period according to the forecasts or registered PEVs, the 

total number of vehicles (N) should not be more than or equal to the maximum for which 

they have been authorized. 

∑ 𝑁𝑉2𝐺(𝑡) = 𝑁𝑉2𝐺
𝑚𝑎𝑥

𝑡=1                                                            (5.15) 

Total vehicles in parking lots shall be taken into account as a percentage of the maximum 

number of vehicles per hour.  

    max

2 2( ) % V G V GN t N=                       (5.16) 

5.3 Methodologies for SCUC problem with PEVs & RES 

To solve the SCUC problem, which involves physical constraints and thermal power units, 

RES, and EVs unit’s, researchers have used the CAOA algorithm, a chaotic version of 

AOA. The study incorporates the impact of charging and discharging Plug-in Electric 

Vehicles with Renewable Energy Sources [32]. Using the CAOA algorithm, the research 

aims to optimize the operation of thermal units in an economically efficient way while 

meeting time-varying power demands and adhering to physical and system constraints. 

This includes accounting for the impact of RES in both summer and winter seasons. 



 
 

181 
 

In order to address different system constraints within the SCUC problem, including but 

not limited to the spinning reserve constraint, minimum up and down time constraint, and 

de-commitment of excessive power generators, a specific procedure has been established 

[127]. In the upcoming chapters, we will delve into the suggested hybrid optimizers that 

have been proposed to effectively solve the security constraint unit commitment problem 

[128]. 

5.3.1 Managing Spinning Reserve Constraint in SCUC problem with Charging and 

Discharging of PEVs 

The reserve capacity requirement for various power units can be met by taking into account 

both the minimum up and down time of each unit, as well as the duration for which the ith 

unit remains in a continuously OFF state. To ensure compliance with the algorithm, reserve 

constraints must be adjusted accordingly, as demonstrated in the flowchart provided in 

Figure 5.1. 

Step 1: Arrange the power generation in a decreasing order based on their maximum 

capacity to generate power 

Step 2: 

             

, ,

,

, , 1 ,

 1    0      1

  T

 1  and 0

k

k t k t

MDTOFF

k t k

ON ON OFF

k t k t k t

or k to NG if u then u

else if T

then T T T−

= = =



= + =

 

Step 3: Check the newly generated power output of the units for validation. 

Step 4: if 
(max) ,

1
t t

NG
PEVs

k k t D D t

k

P U P P SR
=

 + +  belongs to charging,  

            
(max) ,

1
t t

NG
PEVs

k k t D D t

k

P U P P SR
=

 − +  belongs to discharging  

             If the condition is not met, proceed to step 2, otherwise terminate the algorithm. 
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Step 5: if , , ,  then do 1  and set  1kMDTOFF OFF

k t k k t k tT T l t T u = − + =  

Step 6: Find out , 1 ,1  and 0l ON OFF

k k l k tT T T−= + =  

Step 7: If  1 > ,t Check the power output 
(max) ,

1
t t

NG
PEVs

k k t D D t

k

P U P P SR
=

 + +  of the generator 

to ensure its accuracy for charging and 
(max) ,

1
t t

NG
PEVs

k k t D D t

k

P U P P SR
=

 − + , belongs 

to discharging of PEVs and then proceed to step 5. 
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Figure 5.1: Flowchart for Spinning Reserve Constraints with PEVs 
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5.3.2 Spinning Reserve Constraint in SCUC problem with RES 

In the SCUC problem with RES, spinning reserve constraint is an essential consideration. 

In the event of an unexpected outage or contingency, spinning reserves are the available 

generating capacity that can be quickly increased or decreased to meet demand. The 

stepwise procedure for spinning reserve constraint with RES for SCUC problem and 

flowchart is shown in the figure 5.2. 

Step 1: Arrange the power generation in a decreasing order based on their maximum 

capacity to generate power 

Step 2: 

             

, ,

,

, , 1 ,

 1    0      1

  T

 1  and 0

k

k t k t

MDTOFF

k t k

ON ON OFF

k t k t k t

or k to NG if u then u

else if T

then T T T−

= = =



= + =

 

Step 3: Check the newly generated power output of the units for validation. 

Step 4: if 
(max) ,

1
t

NG
RES

k k t k D t

k

P U P P SR
=

+  +  then break the process. If the condition is not 

met, proceed to step 2, otherwise terminate the algorithm. 

Step 5: if , , ,  then do 1  and set  1kMDTOFF OFF

k t k k t k tT T l t T u = − + =  

Step 6: Find out , 1 ,1  and 0l ON OFF

k k l k tT T T−= + =  

Step 7: If  1 > ,t Check the power output 
(max) ,

1
t

NG
RES

k k t t D t

k

P U P P SR
=

+  +  of the generator 

to ensure its accuracy for RES and then proceed to step 5. 
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Figure 5.2: Flowchart for Spinning Reserve Constraints with RES 
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5.3.3 Spinning Reserve Constraint in SCUC problem with PEVs & RES 

To meet the reserve capacity requirements of various power units, it is necessary to take 

into account the minimum up and down times for each unit, as well as the duration of time 

that the ith unit remains in a continuously OFF state [51]. The reserve constraints should 

be adjusted according to the algorithm outlined in the flowchart provided in Figure 5.3. 

Step 1: Arrange the power generation in a decreasing order based on their maximum 

capacity to generate power 

Step 2: 

             

, ,

,

, , 1 ,

 1    0      1

  T

 1  and 0

k

k t k t

MDTOFF

k t k

ON ON OFF

k t k t k t

or k to NG if u then u

else if T

then T T T−

= = =



= + =

 

Step 3: Check the newly generated power output of the units for validation. 

Step 4: if 
(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

+  + +  belongs to charging,  

            
(max) ,

1
t t

NG
RES EVs

k k t t D D t

k

P U P P P SR
=

+  − +  belongs to discharging  

             If the condition is not met, proceed to step 2, otherwise terminate the algorithm. 

Step 5: if , , ,  then do 1  and set  1kMDTOFF OFF

k t k k t k tT T l t T u = − + =  

Step 6: Find out , 1 ,1  and 0l ON OFF

k k l k tT T T−= + =  

Step 7: If  1 > ,t Check the power output 
(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

+  + +  of the 

generator to ensure its accuracy for charging and 

(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

 − + , belongs to discharging of PEVSs and then 

proceed to step 5. 
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Figure 5.3: Flowchart of repairing for spinning reserve constraints with RES and PEVs 
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5.3.4 Addressing the Constraints related to Minimum up and Down time 

The method utilized to meet the minimum downtime requirement of generating units 

involves the implementation of a particular repair mechanism. 

Algorithm for MUT/MDT 

Step 1: Arrange the power generation in a decreasing order based on their maximum 

capacity to generate power 

Step 2: for 1t =  to T  and 1;k NG= , then set 1k =  

Step 3: If , 1k tU =  then set ,( 1) 0k tU − =  

Step 4: Check  ON

tk kT MUT  and set , 0k tU =  or else set , 1k tU =  

Step 5: If ,( 1) 1k tU − = , then set , 0k tU =  

Step 6: if ( 1)  ON

k t kT MUT−  , then set , 1k tU =  and stop if. 

Step 7: if 1kt MDT T+ −   and 1t

OFF

t MDT kT MDT+ −  , then set , 1k tU =  and otherwise end if. 

Step 8: if 1kt MDT T+ −   and 
,

1

0
H

k t

t

U
=

 , then set , 1k tU =  and end if or else proceeds 

to next step 5 

Step 9: Modify the time period for both the committed and decommitted generation units 

of the thk  unit using the equations 
ON

tk kT MDT  and 
OFF

tk kT MDT  . 

5.3.5 De-commitment of the excessive unit with RES and PEVs 

To meet the load demand and reserve requirements of all thermal units while minimizing 

downtime, it is necessary to decommit excessive thermal units [116]. The algorithm can 

address the constraint of maintaining minimum downtime and uptime for each unit, as well 

as the duration during which a particular power unit remains continuously turned off. A 
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flowchart for this process is presented in Figure 5.4. The steps for the de-commitment of 

excessive unit as follow. 

Step 1: Arrange the power generation in a decreasing order based on their maximum 

capacity to generate power 

Step 2: for 1t = to T  and for 1k =  to NG , then ( 1 )k t NG k= + − and find out generated  

power, (max) ,1 ( ) 'k k tP P U=    

             

, ,

,

, , 1 ,

 1    0      1

  T

 1  and 0

1

1

( 1 )

k

k t k t

MDTOFF

k t k

ON ON OFF

k t k t k t

or k to NG if u then u

else if T

then T T T

t

T

k

NG

k t NG k

−

= = =



= + =

=

=

= + −

 

Step 3: Check the newly generated power output of the units for validation. 

Step 4: if 
(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

+  + +  belongs to charging,  

            
(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

+  − +  belongs to discharging  

             and ,

ON

k l kT MUT  then do , 0k tU = , else terminate the algorithm, or else if , 1ON

k tT =

, do , 0k tU = , else do the increment 1 by 1 and proceeds to step 2. 

Step 5: if 
0, , ,0 and find out +1  ON OFF OFF

k t k t k tT T T= =  

Step 6: if , 1k tU = , check the output power Find out 

(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

+  + + for charging &   

(max) ,

1
t t

NG
RES PEVs

k k t t D D t

k

P U P P P SR
=

 − +  for discharging of PEVs, else OFF the 

generating unit and move to step 4.  
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The flowchart for de-commitment unit in presence of RES and charging-discharging 

nature of PEVs is shown in Figure 5.4. 
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Figure 5.4: Flowchart of the de-commitment with RES and PEVs 
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Below is a different way of presenting the procedure to SCUC problem with the impact of 

charging and discharging nature of PEVs and RES in summer and winter days [7]. 

The SCUC problem parameters that are entered include the effects of the charging and 

discharging behavior of PEVs as well as the effects of renewable energy sources on both 

summer and winter days. These renewable sources include power from solar radiation, as 

well as power generated through G2V and V2G operations. Other factors that are taken 

into account include the maximum and minimum power levels, revenue and energy prices, 

minimum up time and minimum time, the initial status, and the hot start and cold start costs 

[129]. 

Step 1. Initialize the parameters for the proposed algorithm. 

Step 2. Set the iteration counter K to 1. 

Step 3. Randomize the search agent locations. 

Step 4. Calculate the power for each search agent according to the priority list, considering 

the impact of charging and discharging nature of PEVs and the impact of RES in summer 

and winter days. 

Step 5. Update the search agent position to satisfy the spinning reserve constraint, taking 

into account the impact of charging and discharging nature of PEVs and the impact of RES 

in summer and winter days. 

Step 6. Repair each search agent position to ensure minimum up and down time violations 

are maintained. 

Step 7. Decommit excessive generating units to reduce excessive spinning reserve, 

considering the impact of PEVs and RES in both summer and winter days. 

Step 8. Calculate fuel cost using start-up cost and overall profit. 

Step 9. Evaluate the individual cost for each generating unit. 
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Step 10. Compare the total power generation cost of each population and choose the best 

value for total fuel cost. Upgrade the generator scheduling using the proposed technique. 

Step 11. Verify the value of I for the maximum number of iterations. If not reached, increase 

the iteration count by 1. 

Step 12. Evaluate the actual power generation schedule and optimal cost for the committed 

unit. 

Step 13. Record the power generation scheduling status, commitment unit status, and 

optimal cost, considering the impact of charging and discharging nature of PEVs and the 

impact of RES in summer and winter days Re

(max) ,

1
t

NG
newable PEVs

k k t t D t t

k

P U P P P SR
=

+   + . 

 

5.3.6 Photovoltaic system power output 

The solar power plant in this research work is used to supply power. It consists of a set of 

photovoltaic panels covering an area of 150 hectares, with a capacity of 60 MW as the 

power base. The efficiency of the photovoltaic array is considered to be 0.3 due to the low 

efficiency of solar panels, which convert only a small fraction of solar radiation into power. 

To evaluate the problem completely, information about solar radiation and ambient 

temperature is collected for a summer day or a winter day. If the system works at the 

maximum output power point, the relationship between the output power and the 

photovoltaic system shall be described as follows: 

max

PV PV Radition cP = η A  S [1- 0.005 (T - 25)]                                              (5.17) 

where, η represents the photoelectric conversion efficiency of the PV array in percentage 

(%), 𝐴𝑃𝑉 denotes the total area of the array in square meters (m2), 𝑆𝑅𝑎𝑑𝑖𝑡𝑖𝑜𝑛 indicates the 

incident solar radiation on the panels measured in kilowatts per square meter (kW/m2), and 

𝑇𝑐 stands for the operational temperature of the panels in degrees Celsius (°C). Conversely, 

it's noteworthy that the majority of grid-connected PV inverters function in the Maximum 
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Power Point Tracking (MPPT) mode, maintaining a relatively consistent power conversion 

efficiency. Table 5.4 and 5.5 present data on temperature and solar radiation for a summer 

day and a winter day, respectively. 
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5.4 TEST SYSTEM 

The SCUC problem was successfully solved by considering the limitations of power 

generation units and various system sizes, including small, medium, and large-scale 

systems. The test data for renewable energy sources has been discussed and illustrated in 

Table 5.2 to 5.6. 

5.4.1 Data for renewable energy sources 

To optimize the on and off units, charging and discharging of vehicles are also employed. 

The system assumes a fleet of 40,000 vehicles, of which only 20% are involved in charging 

and discharging. Each vehicle has a battery capacity of 15 kW, a departure state of charge 

(d) of 0.50%, and an efficiency (g) of 85%.  In this system, 8000 vehicles can participate 

which is equivalent to 51 MW of electrical power [90]. 

Table 5.2 Transfer of power during V2G and G2V operations during summer [90] 

Time Number of PEVs Pg2v Pv2g 

t1 5094 32.4 -- 

t2 3225 20.5 -- 

t3 6984 44.5 -- 

t4 7575 48.2 -- 

t5 4480 28.5 -- 

t6 4905 31.2 -- 

t7 1128 7.18 -- 

t8 235 1.4 -- 

t9 7844 -- 50 

t10 7033 -- 44.8 

t11 6801 -- 43.3 

t12 7558 -- 48.1 

t13 7680 -- 48.9 

t14 2505 -- 15.9 

t15 4309 27.4 -- 

t16 5759 36.7 -- 

t17 2392 15.2 -- 

t18 6955 44.3 -- 

t19 2827 18.1 -- 

t20 7844 -- 50 

t21 5220 -- 33.2 

t22 6130 -- 39.7 

t23 2794 -- 17.8 

t24 5043 -- 32.1 
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Table 5.3 Transfer of power during V2G and G2V operations during winter [90] 

Time Number of PEVs Pg2v Pv2g 

t1 6159 39.2 -- 

t2 6588 41.9 -- 

t3 7528 47.9 -- 

t4 7394 47.1 -- 

t5 6631 42.2 -- 

t6 4230 26.9 -- 

t7 93 0.58 -- 

t8 3629 23.1 -- 

t9 7535 -- 48 

t10 7844 -- 50 

t11 7325 -- 46.6 

t12 6252 -- 39.8 

t13 7681 -- 48.9 

t14 5946 -- 37.9 

t15 253 1.6 -- 

t16 7844 50 -- 

t17 6630 42.2 -- 

t18 3657 23.3 -- 

t19 734 4.6 -- 

t20 4689 -- 29.8 

t21 7481 -- 47.6 

t22 2423 -- 15.4 

t23 3193 -- 20.3 

t24 273 -- 1.73 

 

The solar power plant in this research work is used to supply power. It consists of a set of 

photovoltaic panels covering an area of 150 hectares, with a capacity of 60 MW as the 

power base. The efficiency of the photovoltaic array is considered to be 0.3 due to the low 

efficiency of solar panels, which convert only a small fraction of solar radiation into power. 

Tables 5.4 and Table 5.5 present data on temperature and solar radiation for a summer and 

a winter day, respectively. The data on renewable energy sources belongs to the National 

Renewable Energy Laboratory, Texas (USA). The information presented is derived from a 

reference paper that relies on the findings of the published research paper [90]. 
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Table 5.4 The hourly information on solar energy for a summer day [90] 

Time 
Radiation (W/m2) Temperature (0C) Output power (MW) 

      

t1 0 37 0 

t2 0 37 0 

t3 0 37 0 

t4 0 37 0 

t5 0 37 0 

t6 0 37 0 

t7 0 37 0 

t8 80.67 37 4.55 

t9 277.98 37 15.67 

t10 484.89 37 27.34 

t11 659.06 37 37.17 

t12 816.76 37 46.06 

t13 919.5 37 51.86 

t14 965.79 37 54.47 

t15 790.64 37 44.59 

t16 866.43 37 48.86 

t17 670.97 37 37.84 

t18 595.89 37 33.6 

t19 346.83 37 19.59 

t20 115.42 37 6.51 

t21 2.97 37 0.16 

t22 0 37 0 

t23 0 37 0 

t24 0 37 0 
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Table 5.5 The hourly information on solar energy for a winter day [90] 

Time Radiation (W/m2) Temperature (0C) Output power (MW) 

t1 0 22 0 

t2 0 22 0 

t3 0 22 0 

t4 0 22 0 

t5 0 22 0 

t6 0 22 0 

t7 0 22 0 

t8 0 22 0 

t9 9.4 22 0.5729 

t10 58.52 22 3.56 

t11 10.42 22 6.6 

t12 296.24 22 18.04 

t13 361.11 22 21.99 

t14 271.34 22 16.52 

t15 527.44 22 32.12 

t16 496.76 22 28.6 

t17 379.27 22 23.09 

t18 301.46 22 18.32 

t19 131.16 22 7.98 

t20 3.06 22 0.18 

t21 0 22 0 

t22 0 22 0 

t23 0 22 0 

t24 0 22 0 

 

The assessment takes into consideration varying temperatures during summer and winter 

days. Specifically, a temperature of 37 degrees Celsius is considered for summer days, 

while a temperature of 22 degrees Celsius is taken into account for winter days. To ensure 

a comprehensive analysis, data pertaining to solar energy radiation and environmental 

temperature have been factored in for summer days and for winter days. 
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The power produced by wind turbine varies to cube of the rated speed. This however is 

applicable for certain range of speed. Indeed, for a small wind speed, there is not enough 

torque the turbine. The wind speed at which the rotor starts to rotate is called the cut-in-

speed. Below cut-in-speed, no power is produced. The cut-in-speed is typically about 3 to 

4 m/s. On the other hand, if the wind is strong, the rotor cannot produce large power 

because of mechanical constraints. Therefore, the so-called cut-out-speed is the maximum 

speed at which power can be safely produces. The cut-out-speed lies typically around 

25m/s. Finally, electrical generator also imposes a limit on the power that can be produced 

as output power. Thus, beyond a certain wind speed, the power is limited to a constat value. 

This maximum output power is referred to as rated power and typically occurs for wind 

speed from 12 to 17 m/s. The Weibull distribution function developed by Swedish 

professor Waloddi Weibull in 1951 is the most widely used life time distribution in 

reliability engineering. It is a versatile distribution function, based on the value of shape 

parameter. The probability distribution function for the calculation of wind power can be 

mathematically represented as 

𝑝𝑑𝑓(𝑣, 𝑔, 𝜆) =
𝑔

𝜆
(

𝑣

𝜆
)

𝑔−1

𝑒𝑥𝑝 [− (
𝑣

𝑔
)

𝑔

]                              (5.18) 

Where,  𝑝𝑑𝑓(𝑣, 𝑔, 𝜆) is the probability density function of the wind speed, 𝜆 is the Weibull 

scale parameter,  𝑔 is the dimensionless Weibull shape parameter, v is the velocity in m/s.  

The data for the wind power generation test system includes consideration of a shape factor 

of 2, a scale factor of 7, a cut-in speed set at 25 m/s, and a rated speed ranging from 11 to 

15 m/s. The turbine data sheet specifies a capacity of 1.5 MW. The wind farm is sized at 

25.5 MW, featuring 17 wind turbines, each with a capacity of 1.5 MW. 

Table 5.6 Day-ahead forecasted wind power output [131] 

 Hour 1 2 3 4 5 6 7 8 9 10 11 12 

Demand 

(MW) 
177 171 158 145 142 137 120 109 116 116 117 115 

Hour 13 14 15 16 17 18 19 20 21 22 23 24 

Demand 

(MW) 
114 109 107 111 103 90.5 99.6 120 127 137 160 175 
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The available wind power, denoted as P, that can be obtained within the cross-sectional 

area (AC) (the circular area created by the wind turbine blades) perpendicular to the wind 

at a speed V (m/s), considering a given air density (Kg/m
3), is expressed by the following 

equation. 

𝑃 =
1

2
𝜌𝑎𝑖𝑟  𝐶𝑝𝐴𝐶𝑉3                                                  (5.19) 

 where, 𝑃 = Power Captured, 𝜌𝑎𝑖𝑟 = Air density kg/m3, 𝐴𝐶 = Swept Area of the turbine, 

𝑉3 = Wind Velocity in m/s, Cp = Power Coefficient.
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5.5 RESULT AND DISCUSSION 

To determine the effectiveness of the proposed techniques for the SCUC problem, standard 

test systems were utilized. These test systems were classified into small-scale (10 units), 

medium-scale (20 generating units), and large-scale (40 generating units) systems. The 

performance of the proposed algorithms was evaluated using MATLAB 2021a (8.1.0.604) 

software on a 64-bit version of Windows 11 Home Basic, with a CPU operating at 2.10 

GHz, 8 GB of RAM, and an Intel® CoreTM i5-2310M processor. According to statistical 

analysis, the CAOA algorithms proposed were found to be effective. 

5.5.1 Hybrid Chaotic Arithmetic Optimization Algorithm and Levy Flight Arithmetic 

Optimization algorithm with plug-in electric vehicles and renewable energy sources 

The CAOA and LFAOA are novel hybrid algorithms that combine chaotic maps and levy 

flight strategies with arithmetic optimization techniques. These algorithms are designed to 

address optimization problems by incorporating both exploratory and exploitative phases, 

which are stimulated using arithmetic operations such as division, multiplication, addition, 

and subtraction. CAOA and LFAOA are population-based algorithms that do not rely on 

gradients, which makes them suitable for a wide range of optimization problems. 

The CAOA and LFAOA algorithms are effective in the exploratory phase, where they 

generate a diverse set of solutions using chaotic maps. It also has a strong ability to adapt 

from the exploratory phase to the exploitative phase, where it refines the solutions using 

arithmetic operations. Overall, CAOA and LFAOA are powerful optimizers that can be 

applied to a variety of optimization problems. Its ability to combine chaotic maps with 

arithmetic optimization techniques makes it a promising algorithm that can effectively 

address complex optimization issues. 

5.5.1.1 System of Ten Generating Units 

The efficiency of the proposed CAOA and LFAOA optimizers is tested using a specialized 

system comprising 10 power-generating units that operate for 24 hours. The CAOA and 

LFAOA techniques are subjected to evaluation through 100 iterations, while 30 trial runs 
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verify the effectiveness of the CAOA and LFAOA algorithms. Details of the commitment 

status, optimal scheduling, and costs of the 10 generating units for thermal units with PEVs 

are presented in Tables 5.7 and 5.8, respectively. Table 5.7 illustrates the commitment 

status, while Table 5.8 displays the optimal scheduling of power-generating units during 

the 24-hour period. P1 operates continuously, supplying 455 MW of power. When the unit 

is active (indicated as '1') and is off (indicated as '0') otherwise. The commitment status, 

optimal scheduling, and individual fuel costs of each of the 10 generating units for thermal 

units and solar units are presented in Tables 5.9, 5.10, and 5.11, respectively. The 

commitment status, optimal scheduling, and individual fuel costs of each of the 10 

generating units for thermal units and wind units are presented in Tables 5.12, 5.13, and 

5.14, respectively. 

Table 5.13 illustrates the scheduling for a 10-generating unit system using the CAOA 

algorithm for the SCUC problem (Thermal System + Wind). Table 5.14 illustrates the 

individual fuel cost for a 10-generating unit system using the CAOA algorithm for the 

SCUC problem (thermal system + wind). Table 5.15 illustrates the committed status for a 

10-generating unit system using the CAOA algorithm for the SCUC problem (thermal + 

solar + wind). Table 5.16 illustrates the scheduling for a 10-generating unit system using 

the CAOA algorithm for the SCUC problem (thermal + solar + wind). Table 5.17 illustrates 

the committed status for a 10-generating unit system using the CAOA algorithm for the 

SCUC problem (thermal + solar + PEVs). Table 5.18 illustrates the scheduling for a 10-

generating unit system using the CAOA algorithm for the SCUC problem (thermal + solar 

+ PEVs). Table 5.19 illustrates the individual fuel cost for 10 generating units using CAOA 

for the SCUC problem, considering the thermal, solar, and PEV systems. Table 5.20 

illustrates the committed status for a 10-generating unit system using the CAOA algorithm 

for the SCUC problem (thermal + solar + PEVs + wind). Table 5.21 illustrates the 

scheduling for a 10-generating unit system using the CAOA algorithm for the SCUC 

problem (thermal + solar + PEVs + wind). Table 5.22 illustrates the individual fuel cost 

for 10 generating unit systems using CAOA for the SCUC problem, considering the 

thermal + solar + PEV + wind systems. Table 5.23 illustrates the committed status and 
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scheduling for a 10-generating unit system using the LFAOA algorithm with PEVs 

(thermal +PEVs). Table 5.24 illustrates the individual fuel cost for 10 generating unit 

systems using the LFAOA algorithm with PEVs (thermal + PEVs). Table 5.25 illustrates 

the committed status and scheduling for the 10-Generating Unit system using the LFAOA 

algorithm with wind power (thermal system + wind). Table 5.26 illustrates the individual 

fuel cost for 10 generating unit systems using the LFAOA algorithm for wind power 

(thermal + wind). Table 5.27 illustrates the committed status and scheduling for the 10-

Generating Unit system using the LFAOA algorithm with solar and PEVs (thermal + solar 

+ PEVs). Table 5.28 illustrates the individual fuel cost for 10 generating unit systems using 

the LFAOA algorithm for solar and PEV systems (thermal + solar + PEVs). Table 5.29 

illustrates the committed status and scheduling for a 10-generation unit system using the 

LFAOA algorithm with wind power and PEVs (thermal + wind + PEVs). Table 5.30 

illustrates the individual fuel cost for 10 generating units using the LFAOA algorithm for 

wind power and PEVs (thermal + wind + PEVs). Table 5.31 illustrates the committed status 

and scheduling for a 10-generating unit system using the LFAOA algorithm with solar, 

wind, and PEVs (thermal + solar + wind + PEVs). Table 5.32 illustrates the individual fuel 

cost for 10 generating units using the LFAOA algorithm for solar and PEV power (thermal 

+ solar + wind + PEVs). Tables 5.33 and 5.34 illustrate the statistical analysis and 

hypothetical testing of 10 generating unit system results for the different cases using the 

CAOA optimization algorithms. The result shows the best value, worst value, rank test, 

and p-test. Table 5.35 illustrates the statistical analysis and hypothetical testing of 10 

generating unit system results for the different cases using the LFAOA optimization 

algorithms.
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Table 5.7: Committed status for a 10-generating unit system using the CAOA algorithm with PEVs (Thermal System+PEVs) 

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U4 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.8: Scheduling of a 10-generating unit system using the CAOA algorithm with PEVs (Thermal System+PEVs) in summer 

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 
PG2V PV2G 

Power 

Generated 

(MW) 

Hourly Cost 

($) 

t1 455 277.4 0 0 0 0 0 0 0 0 5094 32.4 0 700 14247.6 

t2 455 316.5 0 0 0 0 0 0 0 0 3225 20.5 0 751 14929.7 

t3 455 286.2 0 130 0 0 0 0 0 0 6984 44.5 0 826.7 17262.4 

t4 455 382.3 0 130 25 0 0 0 0 0 7575 48.2 0 944.1 19886.2 

t5 455 413 0 130 25 0 0 0 0 0 4480 28.5 0 994.5 20422.6 

t6 455 399.2 130 130 25 0 0 0 0 0 4905 31.2 0 1108 23073.6 

t7 455 423.5 130 130 25 0 0 0 0 0 1128 7.18 0 1156.32 23499.2 

t8 455 455 130 130 33.67 0 0 0 0 0 235 1.4 0 1202.27 24223.6 

t9 455 455 130 130 63.24 20 0 0 0 0 7844 0 50 1303.24 25635.6 

t10 455 455 130 130 139.5 20 25 0 0 0 7033 0 44.8 1399.3 28373.8 

t11 455 455 130 130 162 39.77 25 10 10 0 6801 0 43.3 1460.07 31149.7 

t12 455 455 130 130 162 74.27 25 10 10 10 7558 0 48.1 1509.37 31945.7 

t13 455 455 130 130 138.3 20 25 0 0 0 7680 0 48.9 1402.2 28347.8 

t14 455 455 130 130 82.53 20 25 0 0 0 2505 0 15.9 1313.43 27200.8 

t15 455 455 130 130 39.02 20 0 0 0 0 4309 27.4 0 1201.62 25148.6 

t16 455 316.8 130 130 25 0 0 0 0 0 5759 36.7 0 1020.1 21632.5 

t17 455 294.8 130 130 25 0 0 0 0 0 2392 15.2 0 1019.6 21248.5 

t18 455 400.6 130 130 25 0 0 0 0 0 6955 44.3 0 1096.3 23096.7 

t19 455 455 130 130 51.21 20 0 0 0 0 2827 18.1 0 1223.11 25393.1 

t20 455 455 130 130 143 20 0 10 10 0 7844 0 50 1403 29130.7 

t21 455 455 130 130 93.42 20 0 0 0 0 5220 0 33.2 1316.62 26248.9 

t22 455 442.6 0 130 25 0 0 0 0 0 6130 0 39.7 1092.3 20940.8 

t23 455 384.1 0 0 25 0 0 0 0 0 2794 0 17.8 881.9 17055.8 

t24 455 300.6 0 0 0 0 0 0 0 0 5043 0 32.1 787.7 14652 
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Table 5.9: Committed status for a 10-generating unit system using the CAOA algorithm with Solar for SCUC problem (Thermal System + Solar) 

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U4 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U5 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
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Table 5.10: Scheduling for a 10-generating unit system using the CAOA algorithm with Solar for SCUC problem (Thermal + Solar)  

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 Psolar (MW) 
Generated 

Power (MW) 

Hourly Cost 

($) 

t1 455 277.4 0 0 0 0 0 0 0 0 0 732.4 14247.6 

t2 455 316.5 0 0 0 0 0 0 0 0 0 771.5 14929.7 

t3 455 391.24 0 0 25 0 0 0 0 0 0 871.24 17181.1 

t4 455 382.35 0 130 25 0 0 0 0 0 0 992.35 19886.2 

t5 455 412.99 0 130 25 0 0 0 0 0 0 1022.99 20422.6 

t6 455 399.24 130 130 25 0 0 0 0 0 0 1139.24 23073.6 

t7 455 423.54 130 130 25 0 0 0 0 0 0 1163.54 23499.2 

t8 455 455 130 130 29.12 0 0 0 0 0 4.55 1203.67 24132.8 

t9 455 455 130 130 47.57 20 0 0 0 0 15.67 1253.24 25319.9 

t10 455 455 130 130 112.18 20 25 0 0 0 27.34 1354.52 27807.8 

t11 455 455 130 130 154.6 20 25 10 0 0 37.17 1416.77 29608.2 

t12 455 455 130 130 162 38.21 25 10 0 0 46.06 1451.27 30176.2 

t13 455 455 130 130 86.41 20 25 0 0 0 51.86 1353.27 27279.8 

t14 455 455 130 130 53.06 20 0 0 0 0 54.47 1297.53 25430.3 

t15 455 444.43 130 130 25 0 0 0 0 0 44.59 1229.02 23865.4 

t16 455 267.95 130 130 25 0 0 0 0 0 48.86 1056.81 20780.3 

t17 455 256.96 130 130 25 0 0 0 0 0 37.84 1034.8 20588.9 

t18 455 366.96 130 130 25 0 0 0 0 0 33.6 1140.56 22508.7 

t19 455 455 130 130 31.62 20 0 0 0 0 19.59 1241.21 25000.7 

t20 455 455 130 130 136.53 20 0 10 0 10 6.51 1353.04 29005.3 

t21 455 455 130 130 93.26 20 0 0 0 0 0.16 1283.42 26245.6 

t22 455 337.56 130 130 0 0 0 0 0 0 0 1052.56 21049.9 

t23 455 279.08 0 130 0 0 0 0 0 0 0 864.08 17137.6 

t24 455 300.59 0 0 0 0 0 0 0 0 0 755.59 14652 
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Table 5.11: Individual fuel cost for a 10-generating unit system using the CAOA algorithm for SCUC problem with RES (Thermal + Solar)  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) 

Hourly  

Cost ($) 

t1 8465.822 5781.779 0 0 0 0 0 0 0 0 0 14247.601 

t2 8465.822 6463.843 0 0 0 0 0 0 0 0 0 14929.665 

t3 8465.822 7770.254 0 0 944.9875 0 0 0 0 0 260 17181.063 

t4 8465.822 7614.68 0 2860.659 944.9875 0 0 0 0 0 560 19886.149 

t5 8465.822 8151.081 0 2860.659 944.9875 0 0 0 0 0 1910 20422.55 

t6 8465.822 7910.294 2891.8 2860.659 944.9875 0 0 0 0 0 0 23073.563 

t7 8465.822 8335.91 2891.8 2860.659 944.9875 0 0 0 0 0 0 23499.179 

t8 8465.822 8887.478 2891.8 2860.659 1027.039 0 0 0 0 0 0 24132.798 

t9 8465.822 8887.478 2891.8 2860.659 1396.135 818.048 0 0 0 0 60 25319.942 

t10 8465.822 8887.478 2891.8 2860.659 2710.032 818.048 1173.994 0 0 0 260 27807.832 

t11 8465.822 8887.478 2891.8 2860.659 3590.747 818.048 1173.994 919.613 0 0 90 29608.16 

t12 8465.822 8887.478 2891.8 2860.659 3745.851 1230.95 1173.994 919.613 0 0 0 30176.166 

t13 8465.822 8887.478 2891.8 2860.659 2181.994 818.048 1173.994 0 0 0 0 27279.795 

t14 8465.822 8887.478 2891.8 2860.659 1506.487 818.048 0 0 0 0 0 25430.294 

t15 8465.822 8702.092 2891.8 2860.659 944.9875 0 0 0 0 0 0 23865.361 

t16 8465.822 5617.074 2891.8 2860.659 944.9875 0 0 0 0 0 0 20780.343 

t17 8465.822 5425.598 2891.8 2860.659 944.9875 0 0 0 0 0 0 20588.867 

t18 8465.822 7345.474 2891.8 2860.659 944.9875 0 0 0 0 0 0 22508.743 

t19 8465.822 8887.478 2891.8 2860.659 1076.893 818.048 0 0 0 0 170 25000.7 

t20 8465.822 8887.478 2891.8 2860.659 3213.83 818.048 0 919.613 0 948.073 260 29005.323 

t21 8465.822 8887.478 2891.8 2860.659 2321.838 818.048 0 0 0 0 0 26245.645 

t22 8465.822 6831.609 2891.8 2860.659 0 0 0 0 0 0 0 21049.89 

t23 8465.822 5811.065 0 2860.659 0 0 0 0 0 0 0 17137.546 

t24 8465.822 6186.193 0 0 0 0 0 0 0 0 0 14652.015 
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Table 5.12:  Committed status for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal + Wind) 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 

t1 1 1 0 0 0 0 0 0 0 0 

t2 1 1 0 0 0 0 0 0 0 0 

t3 1 1 0 0 0 0 0 0 0 0 

t4 1 1 0 0 0 0 0 0 0 0 

t5 1 1 0 0 1 0 0 0 0 0 

t6 1 1 0 0 1 0 0 0 0 0 

t7 1 1 0 1 1 0 0 0 0 0 

t8 1 1 0 1 1 0 0 0 0 0 

t9 1 1 1 1 1 0 0 0 0 0 

t10 1 1 1 1 1 0 1 0 0 0 

t11 1 1 1 1 1 1 1 0 0 0 

t12 1 1 1 1 1 1 1 1 0 0 

t13 1 1 1 1 1 1 1 0 0 0 

t14 1 1 1 1 1 0 0 0 0 0 

t15 1 1 1 1 1 0 0 0 0 0 

t16 1 1 1 1 1 0 0 0 0 0 

t17 1 1 1 1 1 0 0 0 0 0 

t18 1 1 1 1 1 0 0 0 0 0 

t19 1 1 1 1 1 0 0 0 0 0 

t20 1 1 1 1 1 1 0 0 0 0 

t21 1 1 1 1 1 1 0 0 0 0 

t22 1 1 1 0 0 1 0 0 0 0 

t23 1 1 0 0 0 0 0 0 0 0 

t24 1 1 0 0 0 0 0 0 0 0 
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Table 5.13: Scheduling for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal System + Wind) 

Hour/Unit P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Pwind 

(MW) 

Generated 

Power (MW) 

Hourly Cost 

($) 

t1 373 150 0 0 0 0 0 0 0 0 177 700 10671.6 

t2 429 150 0 0 0 0 0 0 0 0 171 750 11599.8 

t3 455 237 0 0 0 0 0 0 0 0 158 850 13543.9 

t4 455 350 0 0 0 0 0 0 0 0 145 950 15514.8 

t5 455 378 0 0 25 0 0 0 0 0 142 1000 16949.4 

t6 455 455 0 0 53 0 0 0 0 0 137 1100 18858.6 

t7 455 420 0 130 25 0 0 0 0 0 120 1150 20545.4 

t8 455 455 0 130 51 0 0 0 0 0 109 1200 21679 

t9 455 444 130 130 25 0 0 0 0 0 116 1300 23857.8 

t10 455 455 130 130 89 0 25 0 0 0 116 1400 26514.6 

t11 455 455 130 130 118 20 25 0 0 0 117 1450 27927.8 

t12 455 455 130 130 160 20 25 10 0 0 115 1500 29721.3 

t13 455 455 130 130 71 20 25 0 0 0 114 1400 26966.6 

t14 455 451 130 130 25 0 0 0 0 0 109 1300 23980.6 

t15 455 353 130 130 25 0 0 0 0 0 107 1200 22264.7 

t16 455 199 130 130 25 0 0 0 0 0 111 1050 19580.3 

t17 455 157 130 130 25 0 0 0 0 0 103 1000 18850.7 

t18 455 269.5 130 130 25 0 0 0 0 0 90.5 1100 20807.4 

t19 455 360.4 130 130 25 0 0 0 0 0 99.6 1200 22394 

t20 455 455 130 130 90 20 0 0 0 0 120 1400 26179 

t21 455 413 130 130 25 20 0 0 0 0 127 1300 24132.6 

t22 455 358 130 0 0 20 0 0 0 0 137 1100 19364.5 

t23 455 285 0 0 0 0 0 0 0 0 160 900 14380.1 

t24 455 170 0 0 0 0 0 0 0 0 175 800 12379 
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Table 5.14: Individual fuel cost for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal + Wind)  

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
SUC 

($) 
Hourly  

Cost ($) 

t1 7105.65 3565.98 0 0 0 0 0 0 0 0 560 10671.63 

t2 8033.85 3565.98 0 0 0 0 0 0 0 0 170 11599.82 

t3 8465.82 5078.03 0 0 0 0 0 0 0 0 550 13543.85 

t4 8465.82 7048.98 0 0 0 0 0 0 0 0 900 15514.8 

t5 8465.82 7538.57 0 0 944.988 0 0 0 0 0 520 16949.38 

t6 8465.82 8887.48 0 0 1505.28 0 0 0 0 0 0 18858.58 

t7 8465.82 8273.88 0 2860.66 944.988 0 0 0 0 0 0 20545.35 

t8 8465.82 8887.48 0 2860.66 1465.05 0 0 0 0 0 0 21679.01 

t9 8465.82 8694.55 2891.8 2860.66 944.988 0 0 0 0 0 0 23857.82 

t10 8465.82 8887.48 2891.8 2860.66 2234.83 0 1173.99 0 0 0 170 26514.58 

t11 8465.82 8887.48 2891.8 2860.66 2830.02 818.048 1173.99 0 0 0 0 27927.82 

t12 8465.82 8887.48 2891.8 2860.66 3703.89 818.048 1173.99 919.613 0 0 60 29721.3 

t13 8465.82 8887.48 2891.8 2860.66 1868.76 818.048 1173.99 0 0 0 0 26966.56 

t14 8465.82 8817.31 2891.8 2860.66 944.988 0 0 0 0 0 0 23980.58 

t15 8465.82 7101.41 2891.8 2860.66 944.988 0 0 0 0 0 0 22264.68 

t16 8465.82 4417.02 2891.8 2860.66 944.988 0 0 0 0 0 0 19580.28 

t17 8465.82 3687.46 2891.8 2860.66 944.988 0 0 0 0 0 170 18850.73 

t18 8465.82 5644.09 2891.8 2860.66 944.988 0 0 0 0 0 0 20807.35 

t19 8465.82 7230.77 2891.8 2860.66 944.988 0 0 0 0 0 0 22394.04 

t20 8465.82 8887.48 2891.8 2860.66 2255.24 818.048 0 0 0 0 0 26179.04 

t21 8465.82 8151.26 2891.8 2860.66 944.988 818.048 0 0 0 0 0 24132.57 

t22 8465.82 7188.81 2891.8 0 0 818.048 0 0 0 0 0 19364.48 

t23 8465.82 5914.28 0 0 0 0 0 0 0 0 0 14380.1 

t24 8465.82 3913.16 0 0 0 0 0 0 0 0 0 12378.98 
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Table 5.15: Committed status for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal +Solar + Wind)  

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U4 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U5 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.16: Scheduling for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal +Solar + Wind)  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 

Psolar 

(MW) 
Pwind 
(MW) 

Generated 

Power (MW) 

Hourly 

Cost ($) 

t1 373 150 0 0 0 0 0 0 0 0 0 177 700 10671.63 

t2 429 150 0 0 0 0 0 0 0 0 0 171 750 11599.82 

t3 455 237 0 0 0 0 0 0 0 0 0 158 850 13543.85 

t4 455 350 0 0 0 0 0 0 0 0 0 145 950 15514.8 

t5 455 378 0 0 25 0 0 0 0 0 0 142 1000 16949.38 

t6 455 455 0 0 53 0 0 0 0 0 0 137 1100 18858.58 

t7 455 420 0 130 25 0 0 0 0 0 0 120 1150 20545.35 

t8 455 455 0 130 51 0 0 0 0 0 4.55 109 1195.45 21679.01 

t9 455 444 130 130 25 0 0 0 0 0 15.67 116 1284.33 23857.82 

t10 455 455 130 130 89 0 25 0 0 0 27.34 116 1372.66 26514.58 

t11 455 455 130 130 118 20 25 0 0 0 37.17 117 1412.83 27927.82 

t12 455 455 130 130 160 20 25 10 0 0 46.06 115 1453.94 29721.3 

t13 455 455 130 130 71 20 25 0 0 0 51.86 114 1348.14 26966.56 

t14 455 451 130 130 25 0 0 0 0 0 54.47 109 1245.53 23980.58 

t15 455 353 130 130 25 0 0 0 0 0 44.59 107 1155.41 22264.68 

t16 455 199 130 130 25 0 0 0 0 0 48.86 111 1001.14 19580.28 

t17 455 157 130 130 25 0 0 0 0 0 37.84 103 962.16 18850.73 

t18 455 269.5 130 130 25 0 0 0 0 0 33.6 90.5 1066.4 20807.35 

t19 455 360.4 130 130 25 0 0 0 0 0 19.59 99.6 1180.41 22394.04 

t20 455 455 130 130 90 20 0 0 0 0 6.51 120 1393.49 26179.04 

t21 455 413 130 130 25 20 0 0 0 0 0.16 127 1299.84 24132.57 

t22 455 358 130 0 0 20 0 0 0 0 0 137 1100 19364.48 

t23 455 285 0 0 0 0 0 0 0 0 0 160 900 14380.1 

t24 455 170 0 0 0 0 0 0 0 0 0 175 800 12378.98 
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Table 5.17: Scheduling for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal +Solar + PEVs)  

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U4 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.18: Scheduling for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal +Solar + PEVs) 

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 

Psolar 

(MW) 

PPEVs 

(MW) 

Generated 

Power 

(MW) 

Hourly 

Cost ($) 

t1 455 277.4 0 0 0 0 0 0 0 0 5094 0 -32.4 700 14247.6 

t2 455 316.5 0 0 0 0 0 0 0 0 3225 0 -20.5 751 14929.7 

t3 455 286.24 0 130 0 0 0 0 0 0 6984 0 -44.5 826.74 17262.4 

t4 455 382.35 0 130 25 0 0 0 0 0 7575 0 -48.2 944.15 19886.2 

t5 455 412.99 0 130 25 0 0 0 0 0 4480 0 -28.5 994.49 20422.6 

t6 455 399.24 130 130 25 0 0 0 0 0 4905 0 -31.2 1108.04 23073.6 

t7 455 423.54 130 130 25 0 0 0 0 0 1128 0 -7.18 1156.36 23499.2 

t8 455 455 130 130 29.12 0 0 0 0 0 235 4.55 -1.4 1202.27 24132.8 

t9 455 455 130 130 47.57 20 0 0 0 0 7844 15.67 50 1303.24 25319.9 

t10 455 455 130 130 112.18 20 25 0 0 0 7033 27.34 44.8 1399.32 27807.8 

t11 455 455 130 130 154.6 20 25 10 0 0 6801 37.17 43.3 1460.07 29608.2 

t12 455 455 130 130 162 38.21 25 10 0 0 7558 46.06 48.1 1499.37 30176.2 

t13 455 455 130 130 86.41 20 25 0 0 0 7680 51.86 48.9 1402.17 27279.8 

t14 455 455 130 130 53.06 20 0 0 0 0 2505 54.47 15.9 1313.43 25430.3 

t15 455 444.43 130 130 25 0 0 0 0 0 4309 44.59 -27.4 1201.62 23865.4 

t16 455 267.95 130 130 25 0 0 0 0 0 5759 48.86 -36.7 1020.11 20780.3 

t17 455 256.96 130 130 25 0 0 0 0 0 2392 37.84 -15.2 1019.6 20588.9 

t18 455 366.96 130 130 25 0 0 0 0 0 6955 33.6 -44.3 1096.26 22508.7 

t19 455 455 130 130 31.62 20 0 0 0 0 2827 19.59 -18.1 1223.11 25000.7 

t20 455 455 130 130 136.53 20 0 10 10 0 7844 6.51 50 1403.04 28995.2 

t21 455 455 130 130 93.26 20 0 0 0 0 5220 0.16 33.2 1316.62 26245.6 

t22 455 337.56 130 130 0 0 0 0 0 0 6130 0 39.7 1092.26 21049.9 

t23 455 279.08 0 130 0 0 0 0 0 0 2794 0 17.8 881.88 17137.6 

t24 455 300.59 0 0 0 0 0 0 0 0 5043 0 32.1 787.69 14652 

 



 
 

215 
 

Table 5.19 Individual fuel cost for 10 generating unit using CAOA for SCUC problem considering                                 

(Thermal + SOLAR +PEVs) system 

Hour/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) Hourly Cost ($) 

t1 8465.82 5782 0 0 0 0 0 0 0 0 0 14247.6007 

t2 8465.82 6464 0 0 0 0 0 0 0 0 0 14929.6654 

t3 8465.82 5936 0 2861 0 0 0 0 0 0 560 17262.3827 

t4 8465.82 7615 0 2861 945 0 0 0 0 0 1970 19886.1489 

t5 8465.82 8151 0 2861 945 0 0 0 0 0 0 20422.5497 

t6 8465.82 7910 2892 2861 945 0 0 0 0 0 0 23073.5626 

t7 8465.82 8336 2892 2861 945 0 0 0 0 0 0 23499.1786 

t8 8465.82 8887 2892 2861 1027 0 0 0 0 0 0 24132.7977 

t9 8465.82 8887 2892 2861 1396 818 0 0 0 0 0 25319.9421 

t10 8465.82 8887 2892 2861 2710 818 1174 0 0 0 60 27807.8322 

t11 8465.82 8887 2892 2861 3591 818 1174 920 0 0 580 29608.1601 

t12 8465.82 8887 2892 2861 3746 1231 1174 920 0 0 0 30176.1665 

t13 8465.82 8887 2892 2861 2182 818 1174 0 0 0 0 27279.7949 

t14 8465.82 8887 2892 2861 1506 818 0 0 0 0 0 25430.2939 

t15 8465.82 8702 2892 2861 945 0 0 0 0 0 0 23865.3609 

t16 8465.82 5617 2892 2861 945 0 0 0 0 0 0 20780.3426 

t17 8465.82 5426 2892 2861 945 0 0 0 0 0 0 20588.8669 

t18 8465.82 7345 2892 2861 945 0 0 0 0 0 260 22508.7426 

t19 8465.82 8887 2892 2861 1077 818 0 0 0 0 230 25000.7001 

t20 8465.82 8887 2892 2861 3214 818 0 920 938 0 0 28995.1717 

t21 8465.82 8887 2892 2861 2322 818 0 0 0 0 0 26245.6445 

t22 8465.82 6832 2892 2861 0 0 0 0 0 0 60 21049.8901 

t23 8465.82 5811 0 2861 0 0 0 0 0 0 0 17137.5464 

t24 8465.82 6186 0 0 0 0 0 0 0 0 0 14652.0153 
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Table 5.20: Committed status for a 10-generating unit system using the CAOA algorithm for SCUC problem (Thermal +Solar + PEVs +Wind)  

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 

U4 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.21: Scheduling for a 10-generating unit system using the CAOA algorithm (Thermal +Solar + PEVs + Wind)  

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 
Psolar 

(MW) 
PPEVs 

(MW) 
Pwind 
(MW) 

Generated 

Power 
(MW) 

Load 

Demand 
(MW) 

Hourly 

Cost ($) 

t1 405.4 150 0 0 0 0 0 0 0 0 5094 0 -32.4 177 700 555.4 11208.3 

t2 450.5 150 0 0 0 0 0 0 0 0 3225 0 -20.5 171 751 600.5 11957 

t3 455 258.2 0 0 0 0 0 0 0 0 6984 0 -44.5 158 826.7 713.24 13913.7 

t4 455 367.4 0 0 25 0 0 0 0 0 7575 0 -48.2 145 944.2 847.35 16763.1 

t5 455 401 0 0 25 0 0 0 0 0 4480 0 -28.5 142 994.5 880.99 17351.7 

t6 455 392.2 0 130 25 0 0 0 0 0 4905 0 -31.2 137 1108 1002.24 20059.2 

t7 455 433.5 0 130 25 0 0 0 0 0 1128 0 -7.18 120 1156.32 1043.54 20782.6 

t8 455 455 0 130 50.12 0 0 0 0 0 235 4.55 -1.4 109 1202.27 1090.12 21661.3 

t9 455 455 0 130 61.57 20 0 0 0 0 7844 15.67 50 116 1303.24 1121.57 22710 

t10 455 451.2 130 130 25 20 0 0 0 0 7033 27.34 44.8 116 1399.34 1211.18 24801.8 

t11 455 455 130 130 72.6 20 0 0 0 0 6801 37.17 43.3 117 1460.07 1262.6 25825 

t12 455 455 130 130 90.21 20 0 0 0 10 7558 46.06 48.1 115 1499.37 1290.21 27131.4 

t13 455 447.4 130 130 25 0 0 0 0 0 7680 51.86 48.9 114 1402.16 1187.41 23917.6 

t14 455 394.1 130 130 25 0 0 0 0 0 2505 54.47 15.9 109 1313.47 1134.06 22982.9 

t15 455 455 0 130 37.43 0 0 0 0 0 4309 44.59 -27.4 107 1201.62 1077.43 21406.9 

t16 455 287 0 130 25 0 0 0 0 0 5759 48.86 -36.7 111 1020.16 896.95 18219.8 

t17 455 284 0 130 25 0 0 0 0 0 2392 37.84 -15.2 103 1019.64 893.96 18167.6 

t18 455 406.5 0 130 25 0 0 0 0 0 6955 33.6 -44.3 90.5 1096.3 1016.46 20308.2 

t19 455 455 0 130 62.02 20 0 0 0 0 2827 19.59 -18.1 99.6 1223.11 1122.02 22719.1 

t20 455 455 130 130 36.53 20 0 0 0 0 7844 6.51 50 120 1403.04 1226.53 25098.8 

t21 455 396.3 130 130 25 20 0 0 0 0 5220 0.16 33.2 127 1316.66 1156.26 23839.4 

t22 455 330.6 130 0 0 0 0 0 0 0 6130 0 39.7 137 1092.3 915.56 18067 

t23 455 150 99.08 0 0 0 0 0 0 0 2794 0 17.8 160 881.88 704.08 14396.2 

t24 410.6 150 20 0 0 0 0 0 0 0 5043 0 32.1 175 787.7 580.59 12327.2 
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Table 5.22 Individual fuel cost for 10 generating unit system using the CAOA for SCUC problem (Thermal + Solar + PEVs + Wind)  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) Hourly Cost ($) 

t1 7642.3136 3565.975 0 0 0 0 0 0 0 0 0 11208.289 

t2 8391.0111 3565.975 0 0 0 0 0 0 0 0 0 11956.986 

t3 8465.822 5447.8956 0 0 0 0 0 0 0 0 1370 13913.718 

t4 8465.822 7352.2943 0 0 944.9875 0 0 0 0 0 0 16763.104 

t5 8465.822 7940.9332 0 0 944.9875 0 0 0 0 0 1240 17351.743 

t6 8465.822 7787.7566 0 2860.659 944.9875 0 0 0 0 0 0 20059.225 

t7 8465.822 8511.167 0 2860.659 944.9875 0 0 0 0 0 0 20782.636 

t8 8465.822 8887.4777 0 2860.659 1447.3618 0 0 0 0 0 0 21661.321 

t9 8465.822 8887.4777 0 2860.659 1678.0166 818.048 0 0 0 0 0 22710.023 

t10 8465.822 8820.4715 2891.8 2860.659 944.9875 818.048 0 0 0 0 0 24801.788 

t11 8465.822 8887.4777 2891.8 2860.659 1901.1976 818.048 0 0 0 0 0 25825.004 

t12 8465.822 8887.4777 2891.8 2860.659 2259.5256 818.048 0 0 0 948.073 60 27131.405 

t13 8465.822 8754.3511 2891.8 2860.659 944.9875 0 0 0 0 0 0 23917.62 

t14 8465.822 7819.6134 2891.8 2860.659 944.9875 0 0 0 0 0 0 22982.882 

t15 8465.822 8887.4777 0 2860.659 1192.947 0 0 0 0 0 0 21406.906 

t16 8465.822 5948.2825 0 2860.659 944.9875 0 0 0 0 0 520 18219.751 

t17 8465.822 5896.1459 0 2860.659 944.9875 0 0 0 0 0 0 18167.614 

t18 8465.822 8036.7146 0 2860.659 944.9875 0 0 0 0 0 0 20308.183 

t19 8465.822 8887.4777 0 2860.659 1687.103 818.048 0 0 0 0 0 22719.11 

t20 8465.822 8887.4777 2891.8 2860.659 1174.9521 818.048 0 0 0 0 340 25098.759 

t21 8465.822 7858.1244 2891.8 2860.659 944.9875 818.048 0 0 0 0 60 23839.441 

t22 8465.822 6709.3393 2891.8 0 0 0 0 0 0 0 0 18066.961 

t23 8465.822 3565.975 2364.3617 0 0 0 0 0 0 0 0 14396.159 

t24 7728.3725 3565.975 1032.8 0 0 0 0 0 0 0 0 12327.147 
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Table 5.23: Committed status and scheduling for a 10-generating unit system using the LFAOA algorithm with PEVs (Thermal +PEVs) 

Committed status for SCUC problem (Thermal + PEVs) Scheduling of the committed units for SCUC problem (Thermal + PEVs) 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 

PPEVs 

(MW) 

Power 

Generated 

(MW) 

Hourly Cost 

($) 

t1 1 1 0 0 0 0 0 0 0 0 455 277.4 0 0 0 0 0 0 0 0 5094 -32.4 700 14247.60074 

t2 1 1 0 0 0 0 0 0 0 0 455 316.5 0 0 0 0 0 0 0 0 3225 -20.5 751 14929.6654 

t3 1 1 0 0 1 0 0 0 0 0 455 391.2 0 0 25 0 0 0 0 0 6984 -44.5 826.7 17181.06321 

t4 1 1 0 1 1 0 0 0 0 0 455 382.3 0 130 25 0 0 0 0 0 7575 -48.2 944.1 19886.14887 

t5 1 1 0 1 1 0 0 0 0 0 455 413 0 130 25 0 0 0 0 0 4480 -28.5 994.5 20422.54973 

t6 1 1 1 1 1 0 0 0 0 0 455 399.2 130 130 25 0 0 0 0 0 4905 -31.2 1108 23073.5626 

t7 1 1 1 1 1 0 0 0 0 0 455 423.5 130 130 25 0 0 0 0 0 1128 -7.18 1156.32 23499.1786 

t8 1 1 1 1 1 0 0 0 0 0 455 455 130 130 33.67 0 0 0 0 0 235 -1.4 1202.27 24223.56975 

t9 1 1 1 1 1 1 0 0 0 0 455 455 130 130 63.24 20 0 0 0 0 7844 50 1303.24 25635.55195 

t10 1 1 1 1 1 1 1 0 0 0 455 455 130 130 139.5 20 25 0 0 0 7033 44.8 1399.3 28373.8185 

t11 1 1 1 1 1 1 1 1 10 0 455 455 130 130 162 39.77 25 10 10 0 6801 43.3 1460.07 31149.68019 

t12 1 1 1 1 1 1 1 1 10 0 455 455 130 130 162 74.27 25 10 10 0 7558 48.1 1499.37 31945.66297 

t13 1 1 1 1 1 1 1 0 0 0 455 455 130 130 138.3 20 25 0 0 0 7680 48.9 1402.2 28347.8115 

t14 1 1 1 1 1 1 1 0 0 0 455 455 130 130 82.53 20 25 0 0 0 2505 15.9 1313.43 27200.75008 

t15 1 1 1 1 1 1 0 0 0 0 455 455 130 130 39.02 20 0 0 0 0 4309 -27.4 1201.62 25148.56054 

t16 1 1 1 1 1 0 0 0 0 0 455 316.8 130 130 25 0 0 0 0 0 5759 -36.7 1020.1 21632.52336 

t17 1 1 1 1 1 0 0 0 0 0 455 294.8 130 130 25 0 0 0 0 0 2392 -15.2 1019.6 21248.45768 

t18 1 1 1 1 1 0 0 0 0 0 455 400.6 130 130 25 0 0 0 0 0 6955 -44.3 1096.3 23096.67308 

t19 1 1 1 1 1 1 0 0 0 0 455 455 130 130 51.21 20 0 0 0 0 2827 -18.1 1223.11 25393.08116 

t20 1 1 1 1 1 1 0 1 0 1 455 455 130 130 143 20 0 10 0 10 7844 50 1403 29140.81331 

t21 1 1 1 1 1 1 0 0 0 0 455 455 130 130 93.42 20 0 0 0 0 5220 33.2 1316.62 26248.91539 

t22 1 1 1 1 0 0 0 0 0 0 455 337.6 130 130 0 0 0 0 0 0 6130 39.7 1092.3 21049.89009 

t23 1 1 0 1 0 0 0 0 0 0 455 279.1 0 130 0 0 0 0 0 0 2794 17.8 881.9 17137.54635 

t24 1 1 0 0 0 0 0 0 0 0 455 300.6 0 0 0 0 0 0 0 0 5043 32.1 787.7 14652.01525 
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Table 5.24: Individual fuel cost for 10 generating unit system using LFAOA algorithm with PEVs (Thermal + PEVs) 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) Hourly Cost ($) 

t1 8465.822 5781.779 0 0 0 0 0 0 0 0 2010 14247.60074 

t2 8465.822 6463.843 0 0 0 0 0 0 0 0 0 14929.6654 

t3 8465.822 7770.254 0 0 944.9875 0 0 0 0 0 0 17181.06321 

t4 8465.822 7614.68 0 2860.659 944.9875 0 0 0 0 0 0 19886.14887 

t5 8465.822 8151.081 0 2860.659 944.9875 0 0 0 0 0 0 20422.54973 

t6 8465.822 7910.294 2891.8 2860.659 944.9875 0 0 0 0 0 60 23073.5626 

t7 8465.822 8335.91 2891.8 2860.659 944.9875 0 0 0 0 0 0 23499.1786 

t8 8465.822 8887.478 2891.8 2860.659 1117.811 0 0 0 0 0 860 24223.56975 

t9 8465.822 8887.478 2891.8 2860.659 1711.745 818.048 0 0 0 0 0 25635.55195 

t10 8465.822 8887.478 2891.8 2860.659 3276.018 818.048 1173.994 0 0 0 0 28373.8185 

t11 8465.822 8887.478 2891.8 2860.659 3745.851 1266.542 1173.994 919.613 937.922 0 120 31149.68019 

t12 8465.822 8887.478 2891.8 2860.659 3745.851 2062.524 1173.994 919.613 937.922 0 0 31945.66297 

t13 8465.822 8887.478 2891.8 2860.659 3250.011 818.048 1173.994 0 0 0 0 28347.8115 

t14 8465.822 8887.478 2891.8 2860.659 2102.95 818.048 1173.994 0 0 0 0 27200.75008 

t15 8465.822 8887.478 2891.8 2860.659 1224.754 818.048 0 0 0 0 0 25148.56054 

t16 8465.822 6469.255 2891.8 2860.659 944.9875 0 0 0 0 0 0 21632.52336 

t17 8465.822 6085.189 2891.8 2860.659 944.9875 0 0 0 0 0 0 21248.45768 

t18 8465.822 7933.405 2891.8 2860.659 944.9875 0 0 0 0 0 0 23096.67308 

t19 8465.822 8887.478 2891.8 2860.659 1469.274 818.048 0 0 0 0 170 25393.08116 

t20 8465.822 8887.478 2891.8 2860.659 3349.321 818.048 0 919.613 0 948.073 120 29140.81331 

t21 8465.822 8887.478 2891.8 2860.659 2325.109 818.048 0 0 0 0 0 26248.91539 

t22 8465.822 6831.609 2891.8 2860.659 0 0 0 0 0 0 0 21049.89009 

t23 8465.822 5811.065 0 2860.659 0 0 0 0 0 0 0 17137.54635 

t24 8465.822 6186.193 0 0 0 0 0 0 0 0 0 14652.01525 
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Table 5.25: Committed status and scheduling for 10-generating unit system using LFAOA algorithm with Wind Power (Thermal + Wind) 

Committed Status  Scheduling of the committed units for SCUC problem (Thermal + Wind) 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Pwind 
(MW) 

Power 

Generated 

(MW) 

Hourly 

Cost ($) 

t1 1 1 0 0 0 0 0 0 0 0 373 150 0 0 0 0 0 0 0 0 177 700 10671.6269 

t2 1 1 0 0 0 0 0 0 0 0 429 150 0 0 0 0 0 0 0 0 171 750 11599.8247 

t3 1 1 0 0 0 0 0 0 0 0 455 237 0 0 0 0 0 0 0 0 158 850 13543.8544 

t4 1 1 0 0 0 0 0 0 0 0 455 350 0 0 0 0 0 0 0 0 145 950 15514.797 

t5 1 1 0 0 1 0 0 0 0 0 455 378 0 0 25 0 0 0 0 0 142 1000 16949.3835 

t6 1 1 0 0 1 0 0 0 0 0 455 455 0 0 53 0 0 0 0 0 137 1100 18858.5796 

t7 1 1 1 0 1 0 0 0 0 0 455 420 130 0 25 0 0 0 0 0 120 1150 20576.4935 

t8 1 1 1 0 1 0 0 0 0 0 455 455 130 0 51 0 0 0 0 0 109 1200 21710.1517 

t9 1 1 1 1 1 0 0 0 0 0 455 444 130 130 25 0 0 0 0 0 116 1300 23857.8207 

t10 1 1 1 1 1 1 1 0 0 0 455 455 130 130 69 20 25 0 0 0 116 1400 26926.0493 

t11 1 1 1 1 1 1 1 0 0 0 455 455 130 130 118 20 25 0 0 0 117 1450 27927.818 

t12 1 1 1 1 1 1 1 1 0 0 455 455 130 130 160 20 25 10 0 0 115 1500 29721.3015 

t13 1 1 1 1 1 0 1 0 0 0 455 455 130 130 91 0 25 0 0 0 114 1400 26555.4109 

t14 1 1 1 1 1 0 0 0 0 0 455 451 130 130 25 0 0 0 0 0 109 1300 23980.5828 

t15 1 1 1 1 1 0 0 0 0 0 455 353 130 130 25 0 0 0 0 0 107 1200 22264.6773 

t16 1 1 1 1 1 0 0 0 0 0 455 199 130 130 25 0 0 0 0 0 111 1050 19580.2848 

t17 1 1 1 1 1 0 0 0 0 0 455 157 130 130 25 0 0 0 0 0 103 1000 18850.7297 

t18 1 1 1 1 1 0 0 0 0 0 455 269.5 130 130 25 0 0 0 0 0 90.5 1100 20807.3539 

t19 1 1 1 1 1 0 0 0 0 0 455 360.4 130 130 25 0 0 0 0 0 99.6 1200 22394.0378 

t20 1 1 1 1 1 1 0 0 0 0 455 455 130 130 90 20 0 0 0 0 120 1400 26179.0448 

t21 1 1 1 1 1 1 0 0 0 0 455 413 130 130 25 20 0 0 0 0 127 1300 24132.5729 

t22 1 1 0 1 0 1 0 0 0 0 455 358 0 130 0 20 0 0 0 0 137 1100 19333.3398 

t23 1 1 0 0 0 0 0 0 0 0 455 285 0 0 0 0 0 0 0 0 160 900 14380.1018 

t24 1 1 0 0 0 0 0 0 0 0 455 170 0 0 0 0 0 0 0 0 175 800 12378.981 
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Table 5.26: Individual fuel cost for 10 generating unit system using LFAOA algorithm for with Wind Power (Thermal + Wind) 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) 

Hourly Cost 

($) 

t1 7105.652 3565.975 0 0 0 0 0 0 0 0 200 10671.63 

t2 8033.85 3565.975 0 0 0 0 0 0 0 0 0 11599.82 

t3 8465.822 5078.032 0 0 0 0 0 0 0 0 1450 13543.85 

t4 8465.822 7048.975 0 0 0 0 0 0 0 0 560 15514.8 

t5 8465.822 7538.574 0 0 944.9875 0 0 0 0 0 520 16949.38 

t6 8465.822 8887.478 0 0 1505.28 0 0 0 0 0 0 18858.58 

t7 8465.822 8273.884 2891.8 0 944.9875 0 0 0 0 0 0 20576.49 

t8 8465.822 8887.478 2891.8 0 1465.052 0 0 0 0 0 0 21710.15 

t9 8465.822 8694.552 2891.8 2860.659 944.9875 0 0 0 0 0 0 23857.82 

t10 8465.822 8887.478 2891.8 2860.659 1828.249 818.048 1173.994 0 0 0 170 26926.05 

t11 8465.822 8887.478 2891.8 2860.659 2830.018 818.048 1173.994 0 0 0 0 27927.82 

t12 8465.822 8887.478 2891.8 2860.659 3703.888 818.048 1173.994 919.613 0 0 60 29721.3 

t13 8465.822 8887.478 2891.8 2860.659 2275.658 0 1173.994 0 0 0 0 26555.41 

t14 8465.822 8817.314 2891.8 2860.659 944.9875 0 0 0 0 0 0 23980.58 

t15 8465.822 7101.409 2891.8 2860.659 944.9875 0 0 0 0 0 0 22264.68 

t16 8465.822 4417.016 2891.8 2860.659 944.9875 0 0 0 0 0 0 19580.28 

t17 8465.822 3687.461 2891.8 2860.659 944.9875 0 0 0 0 0 0 18850.73 

t18 8465.822 5644.085 2891.8 2860.659 944.9875 0 0 0 0 0 0 20807.35 

t19 8465.822 7230.769 2891.8 2860.659 944.9875 0 0 0 0 0 0 22394.04 

t20 8465.822 8887.478 2891.8 2860.659 2255.238 818.048 0 0 0 0 340 26179.04 

t21 8465.822 8151.256 2891.8 2860.659 944.9875 818.048 0 0 0 0 0 24132.57 

t22 8465.822 7188.811 0 2860.659 0 818.048 0 0 0 0 0 19333.34 

t23 8465.822 5914.28 0 0 0 0 0 0 0 0 0 14380.1 

t24 8465.822 3913.159 0 0 0 0 0 0 0 0 0 12378.98 
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Table 5.27: Committed status and scheduling for 10-Generating unit system using the LFAOA for SCUC problem (Thermal + Solar + PEVs) 

Committed Status  Scheduling of the committed units for (Thermal + Solar + PEVs) units 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 

PPEVs 

(MW) 

Psolar 

(MW) 

Power 

Generated 

($) 

Hourly 

Cost ($) 

t1 1 1 0 0 0 0 0 0 0 0 455 277.4 0 0 0 0 0 0 0 0 5094 -32.4 0 732.4 14247.6 

t2 1 1 0 0 0 0 0 0 0 0 455 316.5 0 0 0 0 0 0 0 0 3225 -20.5 0 771.5 14929.67 

t3 1 1 0 0 1 0 0 0 0 0 455 391.2 0 0 25 0 0 0 0 0 6984 -44.5 0 871.24 17181.06 

t4 1 1 0 1 1 0 0 0 0 0 455 382.4 0 130 25 0 0 0 0 0 7575 -48.2 0 992.35 19886.15 

t5 1 1 0 1 1 0 0 0 0 0 455 413 0 130 25 0 0 0 0 0 4480 -28.5 0 1022.99 20422.55 

t6 1 1 1 1 1 0 0 0 0 0 455 399.2 130 130 25 0 0 0 0 0 4905 -31.2 0 1139.24 23073.56 

t7 1 1 1 1 1 0 0 0 0 0 455 423.5 130 130 25 0 0 0 0 0 1128 -7.18 0 1163.54 23499.18 

t8 1 1 1 1 1 0 0 0 0 0 455 455 130 130 29.12 0 0 0 0 0 235 -1.4 4.55 1199.12 24132.8 

t9 1 1 1 1 1 1 0 0 0 0 455 455 130 130 47.57 20 0 0 0 0 7844 50 15.67 1237.57 25319.94 

t10 1 1 1 1 1 1 1 0 0 0 455 455 130 130 112.2 20 25 0 0 0 7033 44.8 27.34 1327.18 27807.83 

t11 1 1 1 1 1 1 1 1 0 0 455 455 130 130 154.6 20 25 10 0 0 6801 43.3 37.17 1379.6 29608.16 

t12 1 1 1 1 1 1 1 1 0 0 455 455 130 130 162 38.21 25 10 0 0 7558 48.1 46.06 1405.21 30176.17 

t13 1 1 1 1 1 1 1 0 0 0 455 455 130 130 86.41 20 25 0 0 0 7680 48.9 51.86 1301.41 27279.79 

t14 1 1 1 1 1 1 0 0 0 0 455 455 130 130 53.06 20 0 0 0 0 2505 15.9 54.47 1243.06 25430.29 

t15 1 1 1 1 1 0 0 0 0 0 455 444.4 130 130 25 0 0 0 0 0 4309 -27.4 44.59 1184.43 23865.36 

t16 1 1 1 1 1 0 0 0 0 0 455 268 130 130 25 0 0 0 0 0 5759 -36.7 48.86 1007.95 20780.34 

t17 1 1 1 1 1 0 0 0 0 0 455 257 130 130 25 0 0 0 0 0 2392 -15.2 37.84 996.96 20588.87 

t18 1 1 1 1 1 0 0 0 0 0 455 367 130 130 25 0 0 0 0 0 6955 -44.3 33.6 1106.96 22508.74 

t19 1 1 1 1 1 1 0 0 0 0 455 455 130 130 31.62 20 0 0 0 0 2827 -18.1 19.59 1221.62 25000.7 

t20 1 1 1 1 1 1 0 1 0 1 455 455 130 130 136.5 20 0 10 0 10 7844 50 6.51 1346.53 29005.32 

t21 1 1 1 1 1 1 0 0 0 0 455 455 130 130 93.26 20 0 0 0 0 5220 33.2 0.16 1283.26 26245.64 

t22 1 1 0 1 1 0 0 0 0 0 455 442.6 0 130 25 0 0 0 0 0 6130 39.7 0 1052.56 20940.77 

t23 1 1 0 1 0 0 0 0 0 0 455 279.1 0 130 0 0 0 0 0 0 2794 17.8 0 864.08 17137.55 

t24 1 1 0 0 0 0 0 0 0 0 455 300.6 0 0 0 0 0 0 0 0 5043 32.1 0 755.59 14652.02 
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Table 5.28: Individual fuel cost for 10 generating unit system using LFAOA algorithm (Thermal +Solar + PEVs) 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) 

Hourly Cost 

($) 

t1 8465.822 5781.779 0 0 0 0 0 0 0 0 0 14247.6 

t2 8465.822 6463.843 0 0 0 0 0 0 0 0 2010 14929.67 

t3 8465.822 7770.254 0 0 944.9875 0 0 0 0 0 0 17181.06 

t4 8465.822 7614.68 0 2860.659 944.9875 0 0 0 0 0 0 19886.15 

t5 8465.822 8151.081 0 2860.659 944.9875 0 0 0 0 0 0 20422.55 

t6 8465.822 7910.294 2891.8 2860.659 944.9875 0 0 0 0 0 0 23073.56 

t7 8465.822 8335.91 2891.8 2860.659 944.9875 0 0 0 0 0 340 23499.18 

t8 8465.822 8887.478 2891.8 2860.659 1027.039 0 0 0 0 0 60 24132.8 

t9 8465.822 8887.478 2891.8 2860.659 1396.135 818.048 0 0 0 0 0 25319.94 

t10 8465.822 8887.478 2891.8 2860.659 2710.032 818.048 1173.994 0 0 0 520 27807.83 

t11 8465.822 8887.478 2891.8 2860.659 3590.747 818.048 1173.994 919.613 0 0 60 29608.16 

t12 8465.822 8887.478 2891.8 2860.659 3745.851 1230.95 1173.994 919.613 0 0 0 30176.17 

t13 8465.822 8887.478 2891.8 2860.659 2181.994 818.048 1173.994 0 0 0 0 27279.79 

t14 8465.822 8887.478 2891.8 2860.659 1506.487 818.048 0 0 0 0 0 25430.29 

t15 8465.822 8702.092 2891.8 2860.659 944.9875 0 0 0 0 0 0 23865.36 

t16 8465.822 5617.074 2891.8 2860.659 944.9875 0 0 0 0 0 0 20780.34 

t17 8465.822 5425.598 2891.8 2860.659 944.9875 0 0 0 0 0 260 20588.87 

t18 8465.822 7345.474 2891.8 2860.659 944.9875 0 0 0 0 0 0 22508.74 

t19 8465.822 8887.478 2891.8 2860.659 1076.893 818.048 0 0 0 0 0 25000.7 

t20 8465.822 8887.478 2891.8 2860.659 3213.83 818.048 0 919.613 0 948.073 170 29005.32 

t21 8465.822 8887.478 2891.8 2860.659 2321.838 818.048 0 0 0 0 0 26245.64 

t22 8465.822 8669.302 0 2860.659 944.9875 0 0 0 0 0 0 20940.77 

t23 8465.822 5811.065 0 2860.659 0 0 0 0 0 0 60 17137.55 

t24 8465.822 6186.193 0 0 0 0 0 0 0 0 0 14652.02 
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Table 5.29: Committed status and scheduling for a 10-Generating Unit system using the LFAOA algorithm with Wind Power and PEVs (Thermal + PEVs + Wind) 

Committed Status  Scheduling of the committed units for (Thermal + Wind + PEVs) 

Hours/ 

Units 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 

Number 

of PEVs 

PPEVs 

(MW) 

Pwind 

(MW) 

Power 

Generated 

($) 

Hourly 

Cost ($) 

T1 1 1 0 0 0 0 0 0 0 0 405.4 150 0 0 0 0 0 0 0 0 5094 -32.4 177 555.4 11208.29 

T2 1 1 0 0 0 0 0 0 0 0 450.5 150 0 0 0 0 0 0 0 0 3225 -20.5 171 600.5 11956.99 

T3 1 1 0 0 0 0 0 0 0 0 455 258.2 0 0 0 0 0 0 0 0 6984 -44.5 158 713.24 13913.72 

T4 1 1 0 0 1 0 0 0 0 0 455 367.4 0 0 25 0 0 0 0 0 7575 -48.2 145 847.35 16763.1 

T5 1 1 0 0 1 0 0 0 0 0 455 401 0 0 25 0 0 0 0 0 4480 -28.5 142 880.99 17351.74 

T6 1 1 0 1 1 0 0 0 0 0 455 392.2 0 130 25 0 0 0 0 0 4905 -31.2 137 1002.24 20059.23 

T7 1 1 0 1 1 0 0 0 0 0 455 433.5 0 130 25 0 0 0 0 0 1128 -7.18 120 1043.54 20782.64 

T8 1 1 1 1 1 0 0 0 0 0 455 354.7 130 130 25 0 0 0 0 0 235 -1.4 109 1094.67 22293.87 

T9 1 1 1 1 1 0 0 0 0 0 455 397.2 130 130 25 0 0 0 0 0 7844 50 116 1137.24 23038.55 

T10 1 1 1 1 1 1 0 0 0 0 455 455 130 130 48.52 20 0 0 0 0 7033 44.8 116 1238.52 25339.02 

T11 1 1 1 1 1 1 1 0 0 0 455 455 130 130 84.77 20 25 0 0 0 6801 43.3 117 1299.77 27246.37 

T12 1 1 1 1 1 1 1 0 0 0 455 455 130 130 121.3 20 25 0 0 0 7558 48.1 115 1336.27 27995.35 

T13 1 1 1 1 1 0 1 0 0 0 455 455 130 130 44.27 0 25 0 0 0 7680 48.9 114 1239.27 25609.67 

T14 1 1 1 1 1 0 0 0 0 0 455 448.5 130 130 25 0 0 0 0 0 2505 15.9 109 1188.53 23937.26 

T15 1 1 1 1 1 0 0 0 0 0 455 382 130 130 25 0 0 0 0 0 4309 -27.4 107 1122.02 22772.17 

T16 1 1 1 1 1 0 0 0 0 0 455 205.8 130 130 25 0 0 0 0 0 5759 -36.7 111 945.81 19698.68 

T17 1 1 1 1 1 0 0 0 0 0 455 191.8 130 130 25 0 0 0 0 0 2392 -15.2 103 931.8 19455.14 

T18 1 1 1 1 1 0 0 0 0 0 455 310.1 130 130 25 0 0 0 0 0 6955 -44.3 90.5 1050.06 21514.71 

T19 1 1 1 1 1 0 0 0 0 0 455 401.6 130 130 25 0 0 0 0 0 2827 -18.1 99.6 1141.61 23115.06 

T20 1 1 1 1 1 0 0 0 0 1 455 455 130 130 53.04 0 0 0 0 10 7844 50 120 1233.04 25559.92 

T21 1 1 1 1 1 0 0 0 0 0 455 416.4 130 130 25 0 0 0 0 0 5220 33.2 127 1156.42 23374.43 

T22 1 1 1 0 0 0 0 0 0 0 455 330.6 130 0 0 0 0 0 0 0 6130 39.7 137 915.56 18066.96 

T23 1 1 0 0 0 0 0 0 0 0 455 249.1 0 0 0 0 0 0 0 0 2794 17.8 160 704.08 13754.18 

T24 1 1 0 0 0 0 0 0 0 0 430.6 150 0 0 0 0 0 0 0 0 5043 32.1 175 580.59 11626.22 
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Table 5.30: Individual fuel cost for 10 Generating Unit system using the LFAOA algorithm (Thermal + Wind + PEVs) 
Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 SUC ($) 

Hourly 

Cost ($) 

t1 7642.314 3565.975 0 0 0 0 0 0 0 0 900 11208.29 

t2 8391.011 3565.975 0 0 0 0 0 0 0 0 550 11956.99 

t3 8465.822 5447.896 0 0 0 0 0 0 0 0 0 13913.72 

t4 8465.822 7352.294 0 0 944.9875 0 0 0 0 0 1080 16763.1 

t5 8465.822 7940.933 0 0 944.9875 0 0 0 0 0 0 17351.74 

t6 8465.822 7787.757 0 2860.659 944.9875 0 0 0 0 0 0 20059.23 

t7 8465.822 8511.167 0 2860.659 944.9875 0 0 0 0 0 0 20782.64 

t8 8465.822 7130.599 2891.8 2860.659 944.9875 0 0 0 0 0 0 22293.87 

t9 8465.822 7875.28 2891.8 2860.659 944.9875 0 0 0 0 0 0 23038.55 

t10 8465.822 8887.478 2891.8 2860.659 1415.214 818.048 0 0 0 0 260 25339.02 

t11 8465.822 8887.478 2891.8 2860.659 2148.569 818.048 1173.994 0 0 0 340 27246.37 

t12 8465.822 8887.478 2891.8 2860.659 2897.551 818.048 1173.994 0 0 0 0 27995.35 

t13 8465.822 8887.478 2891.8 2860.659 1329.919 0 1173.994 0 0 0 0 25609.67 

t14 8465.822 8773.993 2891.8 2860.659 944.9875 0 0 0 0 0 0 23937.26 

t15 8465.822 7608.906 2891.8 2860.659 944.9875 0 0 0 0 0 0 22772.17 

t16 8465.822 4535.412 2891.8 2860.659 944.9875 0 0 0 0 0 0 19698.68 

t17 8465.822 4291.872 2891.8 2860.659 944.9875 0 0 0 0 0 0 19455.14 

t18 8465.822 6351.438 2891.8 2860.659 944.9875 0 0 0 0 0 0 21514.71 

t19 8465.822 7951.789 2891.8 2860.659 944.9875 0 0 0 0 0 0 23115.06 

t20 8465.822 8887.478 2891.8 2860.659 1506.085 0 0 0 0 948.073 60 25559.92 

t21 8465.822 8211.165 2891.8 2860.659 944.9875 0 0 0 0 0 0 23374.43 

t22 8465.822 6709.339 2891.8 0 0 0 0 0 0 0 0 18066.96 

t23 8465.822 5288.353 0 0 0 0 0 0 0 0 0 13754.18 

t24 8060.248 3565.975 0 0 0 0 0 0 0 0 0 11626.22 
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Table 5.31: Committed status and scheduling for a 10-Generating unit system using the LFAOA algorithm (Thermal + Solar + Wind + PEVs) 
Committed Status  Scheduling of the committed units (Thermal + PEVs + Solar + Wind) 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
Number 

of PEVs 

PPEVs 

(MW) 

Psolar 

(MW) 

Pwind 

(MW) 

Power 

Generated 

(MW) 

Hourly 

Cost ($) 

t1 1 1 0 0 0 0 0 0 0 0 405.4 150 0 0 0 0 0 0 0 0 5094 -32.4 0 177 700 11208.29 

t2 1 1 0 0 0 0 0 0 0 0 450.5 150 0 0 0 0 0 0 0 0 3225 -20.5 0 171 751 11956.99 

t3 1 1 0 0 0 0 0 0 0 0 455 258.24 0 0 0 0 0 0 0 0 6984 -44.5 0 158 826.74 13913.72 

t4 1 1 0 0 1 0 0 0 0 0 455 367.35 0 0 25 0 0 0 0 0 7575 -48.2 0 145 944.15 16763.1 

t5 1 1 0 0 1 0 0 0 0 0 455 400.99 0 0 25 0 0 0 0 0 4480 -28.5 0 142 994.49 17351.74 

t6 1 1 0 1 1 0 0 0 0 0 455 392.24 0 130 25 0 0 0 0 0 4905 -31.2 0 137 1108.04 20059.23 

t7 1 1 0 1 1 0 0 0 0 0 455 433.54 0 130 25 0 0 0 0 0 1128 -7.18 0 120 1156.36 20782.64 

t8 1 1 0 1 1 0 0 0 0 0 455 455 0 130 50.12 0 0 0 0 0 235 -1.4 4.55 109 1202.27 21661.32 

t9 1 1 1 1 1 0 0 0 0 0 455 381.57 130 130 25 0 0 0 0 0 7844 50 15.67 116 1303.24 22764.3 

t10 1 1 1 1 1 1 0 0 0 0 455 451.18 130 130 25 20 0 0 0 0 7033 44.8 27.34 116 1399.32 24801.79 

t11 1 1 1 1 1 1 0 0 0 0 455 455 130 130 72.6 20 0 0 0 0 6801 43.3 37.17 117 1460.07 25825 

t12 1 1 1 1 1 1 1 0 0 0 455 455 130 130 75.21 20 25 0 0 0 7558 48.1 46.06 115 1499.37 27051.95 

t13 1 1 1 1 1 0 1 0 0 0 455 422.41 130 130 25 0 25 0 0 0 7680 48.9 51.86 114 1402.17 24653.37 

t14 1 1 0 1 1 0 1 0 0 0 455 455 0 130 69.06 0 25 0 0 0 2505 15.9 54.47 109 1313.43 23217.42 

t15 1 1 0 1 1 0 0 0 0 0 455 455 0 130 37.43 0 0 0 0 0 4309 -27.4 44.59 107 1201.62 21406.91 

t16 1 1 0 1 1 0 0 0 0 0 455 286.95 0 130 25 0 0 0 0 0 5759 -36.7 48.86 111 1020.11 18219.75 

t17 1 1 0 1 1 0 0 0 0 0 455 283.96 0 130 25 0 0 0 0 0 2392 -15.2 37.84 103 1019.6 18167.61 

t18 1 1 0 1 1 1 0 0 0 0 455 386.46 0 130 25 20 0 0 0 0 6955 -44.3 33.6 90.5 1096.26 20776.12 

t19 1 1 1 1 1 1 0 0 0 0 455 362.02 130 130 25 20 0 0 0 0 2827 -18.1 19.59 99.6 1223.11 23240.41 

t20 1 1 1 1 1 1 0 0 0 0 455 455 130 130 36.53 20 0 0 0 0 7844 50 6.51 120 1403.04 25098.76 

t21 1 1 1 1 1 0 0 0 0 0 455 416.26 130 130 25 0 0 0 0 0 5220 33.2 0.16 127 1316.62 23371.63 

t22 1 1 1 0 0 0 0 0 0 0 455 330.56 130 0 0 0 0 0 0 0 6130 39.7 0 137 1092.26 18066.96 

t23 1 1 1 0 0 0 0 0 0 0 455 150 99.08 0 0 0 0 0 0 0 2794 17.8 0 160 881.88 14396.16 

t24 1 1 0 0 0 0 0 0 0 0 430.6 150 0 0 0 0 0 0 0 0 5043 32.1 0 175 787.69 11626.22 
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Table 5.32: Individual fuel cost for 10 Generating unit system using LFAOA algorithm for with solar and PEVs Power (Thermal 

+Solar +Wind+ PEVs) 

Hours P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
SUC 

($) 

Hourly 

Cost ($) 

t1 7642.314 3565.975 0 0 0 0 0 0 0 0 0 11208.29 

t2 8391.011 3565.975 0 0 0 0 0 0 0 0 820 11956.99 

t3 8465.822 5447.896 0 0 0 0 0 0 0 0 900 13913.72 

t4 8465.822 7352.294 0 0 944.9875 0 0 0 0 0 550 16763.1 

t5 8465.822 7940.933 0 0 944.9875 0 0 0 0 0 0 17351.74 

t6 8465.822 7787.757 0 2860.659 944.9875 0 0 0 0 0 0 20059.23 

t7 8465.822 8511.167 0 2860.659 944.9875 0 0 0 0 0 0 20782.64 

t8 8465.822 8887.478 0 2860.659 1447.362 0 0 0 0 0 0 21661.32 

t9 8465.822 7601.033 2891.8 2860.659 944.9875 0 0 0 0 0 380 22764.3 

t10 8465.822 8820.471 2891.8 2860.659 944.9875 818.048 0 0 0 0 340 24801.79 

t11 8465.822 8887.478 2891.8 2860.659 1901.198 818.048 0 0 0 0 30 25825 

t12 8465.822 8887.478 2891.8 2860.659 1954.15 818.048 1173.99 0 0 0 0 27051.95 

t13 8465.822 8316.11 2891.8 2860.659 944.9875 0 1173.99 0 0 0 0 24653.37 

t14 8465.822 8887.478 0 2860.659 1829.464 0 1173.99 0 0 0 60 23217.42 

t15 8465.822 8887.478 0 2860.659 1192.947 0 0 0 0 0 0 21406.91 

t16 8465.822 5948.282 0 2860.659 944.9875 0 0 0 0 0 0 18219.75 

t17 8465.822 5896.146 0 2860.659 944.9875 0 0 0 0 0 0 18167.61 

t18 8465.822 7686.599 0 2860.659 944.9875 818.048 0 0 0 0 170 20776.12 

t19 8465.822 7259.093 2891.8 2860.659 944.9875 818.048 0 0 0 0 0 23240.41 

t20 8465.822 8887.478 2891.8 2860.659 1174.952 818.048 0 0 0 0 0 25098.76 

t21 8465.822 8208.362 2891.8 2860.659 944.9875 0 0 0 0 0 0 23371.63 

t22 8465.822 6709.339 2891.8 0 0 0 0 0 0 0 0 18066.96 

t23 8465.822 3565.975 2364.362 0 0 0 0 0 0 0 0 14396.16 

t24 8060.248 3565.975 0 0 0 0 0 0 0 0 0 11626.22 
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Table 5.33: Statistical analysis and hypothetical testing of 10 Generating Unit system results for CAOA optimization 

algorithms with different cases 

Test Cases Best ($) 
Average 

($) 
Worst ($) STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

(sec.) 

 

Average 

Time 

(sec.) 

Worst 

Time 

(sec.) p-value p-value 
h-

Value 

Conventional 

Thermal System 
563427.8 564297 565017.7 387.2645 564327 1.73E-06 1.63E-93 1 0 0.02083 0.0313 

Thermal+ PEVs 558645.4 559191.3 559914 290.0386 559151.6 1.73E-06 4.85E-97 1 0.0156 0.02083 0.0625 

Thermal+ Solar 547399.2 548219.2 549022.3 377.9526 548147 1.73E-06 1.86E-93 1 0.0156 0.02031 0.0313 

Thermal + Wind 491763.4 493505.5 494666.4 695.5368 493729.6 1.73E-06 1.89E-84 1 0.0156 0.0224 0.0469 

Thermal+ PEVs + 

Solar 
547620.4 548275 549291.5 411.3319 548258.5 1.73E-06 2.16E-92 1 0 0.01927 0.0313 

Thermal+ PEVs 

+Wind 
489870 490994.5 492368.4 624.9831 491057 1.73E-06 9.83E-86 1 0.0156 0.01875 0.0313 

Thermal+ Solar+ 

+Wind + PEVs 
479205.8 481668.3 483869.4 981.2449 481767 1.73E-06 8.23E-80 1 0 0.02083 0.0469 
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TABLE 5.34 Comparison of 10 Generating Unit system for CAOA optimization algorithms (Winter) 

Test Case Best ($) 
Average 

($) 

Worst 

($) 
STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

(Sec.) 

 Average 

Time 

(Sec.) 

Worst 

Time 

(Sec.) p-value 
p-

value 

h-

Value 

 Thermal System 563427.8 564297 565017.7 387.2645 564327 1.73E-06 
1.63E-

93 
1 0 0.02083 0.0313 

Thermal+ PEVs 558645.4 559191.3 559914 290.0386 559151.6 1.73E-06 
4.85E-

97 
1 0.0156 0.02083 0.0625 

Thermal + Wind 491763.4 493505.5 494666.4 695.5368 493729.6 1.73E-06 
1.89E-

84 
1 0.0156 0.0224 0.0469 

Thermal +Solar 547789 548330.9 549188.4 378.468 548220.2 1.73E-06 
1.92E-

93 
1 0.015625 0.019792 0.03125 

Thermal+ PEVs +Wind 489870 490994.5 492368.4 624.9831 491057 1.73E-06 
9.83E-

86 
1 0.0156 0.01875 0.0313 

Thermal + Solar + PEVs 553388 553938.1 555209.3 383.4611 553878 1.73E-06 
2.09E-

93 
1 0.015625 0.01875 0.03125 

Thermal + Solar + Wind + 

PEVs 
485784.2 487554.7 489141.7 958.405 487786.9 1.73E-06 

2.92E-

80 
1 0.015625 0.019792 0.03125 
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Table 5.35: Statistical and hypothetical analysis of the results for the10 Generating Units system with LFAOA optimization algorithms 

with different cases. 

Test Cases Best ($) 
Average 

($) 
Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 

(sec.) 

 Average 

Time 

(sec.) 

Worst 

Time 

(sec.) p-value p-value 
h-

Value 

Conventional 

Thermal Generation  
563487.02 564299.59 565246 381.6837 564228.26 1.732E-06 1.069E-93 1 0 0.01875 0.04688 

Thermal+ PEVs 558205.09 559064.62 559897.14 298.26935 559040.88 1.734E-06 1.098E-96 1 0.015625 0.01667 0.03125 

Thermal + Wind   491994.82 493305.74 494286.28 681.52612 493490.26 1.733E-06 1.057E-84 1 0 0.01823 0.03125 

Thermal + Solar 206605.64 208154.42 209405.26 757.34891 208063.64 1.734E-06 1.659E-72 1 0.015625 0.02604 0.125 

Thermal + Solar + 

PEVs 
547200.07 548207.69 549019.05 425.70341 548231.3 1.734E-06 5.864E-92 1 0 0.01719 0.04688 

Thermal + Wind + 

PEVs 
489623.26 491058.22 492493.66 723.71075 491115.49 1.734E-06 6.887E-84 1 0 0.02865 0.0625 

Thermal + Solar + 

Wind + PEVs 
479631.38 481418.43 483227.22 982.28388 481428.78 1.734E-06 8.614E-80 1 0 0.0151 0.03125 
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5.5.1.2 System of 20 Generating Units 

The efficiency of the proposed CAOA and LFAOA optimizers is tested using a specialized 

system comprising 20 power-generating units that operate for 24 hours. The CAOA and 

LFAOA techniques are subjected to evaluation through 100 iterations, while 30 trial runs 

verify the effectiveness of the CAOA and LFAOA algorithms. Details of the commitment 

status, optimal scheduling, and individual fuel costs of each of the 20 generating units for 

thermal unit with PEVs are presented in Tables 5.36, 5.37, and 5.38, respectively. The 

commitment status, optimal scheduling, and individual fuel costs of each of the 20 

generating units for the thermal unit with Solar unit are presented in Tables 5.39, 5.40, and 

5.41, respectively. The commitment status, optimal scheduling, and individual fuel costs 

of each of the 20 generating units for thermal unit with wind units are presented in Tables 

5.42, 5.43, and 5.44, respectively. The commitment status, optimal scheduling, and 

individual fuel costs of each of the 20 generating units for thermal, solar, and PEVs units 

are presented in Tables 5.45, 5.46, and 5.47, respectively. Table 5.48 illustrates the 

committed status for a 20-generating unit using CAOA with a (Thermal + Solar + PEVs) 

system. Table 5.44 illustrates the scheduling for a 20-generating unit using CAOA with 

solar and PEVs (Thermal + Solar + PEVs) systems. Table 5.45 illustrates the committed 

status for 20 generating units using CAOA, considering (Thermal + Solar + PEVs) systems. 

Table 5.46 illustrates the scheduling for a 20-generating unit using CAOA with wind and 

PEVs in a power generation (Thermal +Wind +PEVs) system. Table 5.47 illustrates the 

individual fuel costs for a 20-generating unit using the CAOA, algorithm with a (Thermal 

+ Solar + PEVs) system. Table 5.48 illustrates the committed status for 20 generating units 

with the help of CAOA for the SCUC problem considering thermal, wind, and PEVs systems. 

Table 5.49 illustrates the scheduling status for a 20-generating unit with the help of the 

CAOA algorithm. Table 5.50 illustrates the individual fuel cost for a 20-generating unit 

with the help of the CAOA algorithm with a thermal, solar, wind and PEVs system. Table 

5.51 illustrates the committed status for 20 generating units with the help of the CAOA for 

the SCUC problem considering the thermal, solar, wind, and PEV systems. Table 5.52 

illustrates the scheduling status for a 20-generating unit system with the help of the LFAOA 
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algorithm with PEVs (thermal +PEVs) system. Table 5.53 illustrates the individual fuel 

cost for a 20-generating unit system with the help of the LFAOA algorithm with a thermal 

+ PEV system. Table 5.54 illustrates the committed status for 20 generating units with the 

help of the LFAOA algorithm with the PEVs (thermal +PEVs) system. Table 5.55 

illustrates the scheduling for a 20-generation unit with the help of the LFAOA algorithm 

with a thermal and solar system. Table 5.56 illustrates the individual fuel cost for a 20-

generating unit with the help of the LFAOA algorithm with a thermal and solar system. 

Table 5.57 illustrates the committed status for a 20-generating unit with the help of the 

LFAOA algorithm with a solar (thermal + solar) system. Table 5.58 illustrates the 

scheduling for a 20-generating unit with the help of the LFAOA algorithm with a thermal 

and solar system. Table 5.59 illustrates the individual fuel cost for a 20-generating unit 

with the help of the LFAOA algorithm with a thermal and solar system. Table 5.60 

illustrates the committed status for a 20-generating unit with the help of the LFAOA 

algorithm with the thermal + wind system. Table 5.61 illustrates the scheduling for a 20-

generating unit with the help of the LFAOA algorithm with the thermal + wind system. 

Table 5.62 illustrates the individual fuel cost for a 20-generating unit system using the 

LFAOA algorithm with a thermal + wind system. Table 5.63 illustrates the committed 

status for a 20-generating unit with the help of the solar and PEVs (thermal + solar + PEVs) 

systems. Table 5.64 illustrates the scheduling for a 20-generating unit system using the 

LFAOA algorithm with a thermal, solar, and PEV system. Table 5.65 illustrates the 

individual fuel cost for 20 generating unit systems using the LFAOA algorithm with the 

thermal, solar, and PEV systems. Table 5.66 illustrates the committed status for a 20-

generating unit system using the LFAOA algorithm with a wind and PEVs (thermal + wind 

+PEVs) system. Table 5.67 illustrates the scheduling for a 20-generating unit system using 

the LFAOA algorithm with a thermal + wind + PEVs system. Table 5.68 illustrates the 

individual fuel cost for 20 generating unit systems using the LFAOA algorithm with wind 

and PEVs (thermal + wind + PEVs) systems. Table 5.69 illustrates the committed status 

for a 20-generating unit using the LFAOA algorithm with a thermal, solar, wind, and PEV 

system. Table 5.70 Scheduling for a 20-generating unit system using the LFAOA algorithm 
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with a thermal, solar, wind, and PEV system. Table 5.71 illustrates the individual fuel cost 

for 20 generating unit systems using the LFAOA algorithm with solar, wind, and PEVs 

(thermal + wind + PEVs) systems. Table 5.72 illustrates the statistical and hypothetical 

analysis of 20 generating unit systems using CAOA optimization algorithms with different 

cases. Table 5.73 illustrates the comparison of 20 generating unit systems for CAOA with 

different cases (Winter). Table 5.74 illustrates the comparison of 20 generating unit 

systems using the LFAOA optimization algorithms with different cases (Summer). Table 

5.75 illustrates the comparison of 20 generating unit systems using the LFAOA algorithms 

in different cases (Winter). 

 

 

 

 

 

 



 
 

235 
 

 

Table 5.36: Committed status for a 20-generating unit system using the CAOA algorithm with PEVs (Thermal System+PEVs) 

Units/ 

Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U4 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U5 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 0 

U7 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U8 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U13 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U14 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U15 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U16 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 1 0 0 

U17 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U18 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.37: Scheduling for a 20-generating unit system using the CAOA algorithm with PEVs (Thermal + PEVs) 

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Number 

of PEVs 

PPEVs 

(MW) 

Generated 

Power 

(MW) 

Hourly 

Cost ($) 

t1 455 229 0 0 0 0 0 0 0 0 455 229 0 0 0 0 0 0 0 0 5094 -32.4 1335.6 26802.28 

t2 455 284 0 0 0 0 0 0 0 0 455 284 0 0 0 0 0 0 0 0 3225 -20.5 1457.5 28734.05 

t3 455 319 0 0 0 0 0 0 0 0 455 319 130 0 0 0 0 0 0 0 6984 -44.5 1633.5 32851.68 

t4 455 396 0 0 0 0 0 0 0 0 455 396 130 0 25 0 0 0 0 0 7575 -48.2 1808.8 36486.96 

t5 455 444 0 0 25 0 0 0 0 0 455 444 130 0 25 0 0 0 0 0 4480 -28.5 1949.5 39085.16 

t6 455 455 0 130 40 0 0 0 0 0 455 455 130 0 40 0 0 0 0 0 4905 -31.2 2128.8 42963.01 

t7 455 455 0 130 38 0 0 0 0 0 455 455 130 130 38 0 0 0 0 0 1128 -7.18 2278.82 45737.61 

t8 455 455 130 130 28 0 0 0 0 0 455 455 130 130 28 0 0 0 0 0 235 -1.4 2394.6 48227.53 

t9 455 455 130 130 118 20 25 0 0 0 455 455 130 130 118 0 25 0 0 0 7844 50 2696 55053.28 

t10 455 455 130 130 162 51 25 10 10 0 455 455 130 130 162 51 25 10 0 0 7033 44.8 2890.8 61863.96 

t11 455 455 130 130 162 80 25 15 10 10 455 455 130 130 162 80 25 15 0 10 6801 43.3 2977.3 65357.42 

t12 455 455 130 130 162 80 25 55 22 10 455 455 130 130 162 80 25 55 22 10 7558 48.1 3096.1 69088.28 

t13 455 455 130 130 162 51 25 10 10 0 455 455 130 130 162 51 25 10 0 0 7680 48.9 2894.9 61892.7 

t14 455 455 130 130 106 20 0 10 0 0 455 455 130 130 106 20 0 0 0 0 2505 15.9 2617.9 53942.72 

t15 455 445 130 130 25 0 0 0 0 0 455 445 130 130 25 0 0 0 0 0 4309 -27.4 2342.6 47767.9 

t16 455 307 130 130 25 0 0 0 0 0 455 307 130 130 25 0 0 0 0 0 5759 -36.7 2057.3 42908.48 

t17 455 243 130 130 25 0 0 0 0 0 455 243 130 130 25 0 0 0 0 0 2392 -15.2 1950.8 40677.58 

t18 455 340 130 130 25 0 0 0 0 0 455 340 130 130 25 0 0 0 0 0 6955 -44.3 2115.7 44065.23 

t19 455 439 130 130 25 0 0 0 0 0 455 439 130 130 25 0 0 0 0 0 2827 -18.1 2339.9 47554.15 

t20 455 455 130 130 162 51 25 10 10 0 455 455 130 130 162 51 25 10 0 0 7844 50 2896 61897.98 

t21 455 455 130 130 93 20 25 0 0 0 455 455 130 130 93 20 25 0 0 0 5220 33.2 2649.2 54840.5 

t22 455 429 130 130 0 20 25 0 0 0 455 429 130 0 0 20 25 0 0 0 6130 39.7 2287.7 46413.36 

t23 455 388 0 130 0 20 0 0 0 0 455 388 0 0 0 0 0 0 0 0 2794 17.8 1853.8 36036.05 

t24 455 367 0 0 0 0 0 0 0 0 455 367 0 0 0 0 0 0 0 0 5043 32.1 1676.1 31631.16 
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Table 5.38: Individual fuel cost for 20 generating unit system using the CAOA for SCUC problem considering (Thermal + PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC  

Hourly 

Cost ($) 

t1 8465.82 4935.32 0 0 0 0 0 0 0 0 8465.82 4935.32 0 0 0 0 0 0 0 0 0 26802.28 

t2 8465.82 5901.2 0 0 0 0 0 0 0 0 8465.82 5901.2 0 0 0 0 0 0 0 0 890 28734.05 

t3 8465.82 6514.12 0 0 0 0 0 0 0 0 8465.82 6514.12 2891.8 0 0 0 0 0 0 0 1120 32851.68 

t4 8465.82 7859.26 0 0 0 0 0 0 0 0 8465.82 7859.26 2891.8 0 944.988 0 0 0 0 0 580 36486.96 

t5 8465.82 8685.87 0 0 944.988 0 0 0 0 0 8465.82 8685.87 2891.8 0 944.988 0 0 0 0 0 2350 39085.16 

t6 8465.82 8887.48 0 2860.66 1251.98 0 0 0 0 0 8465.82 8887.48 2891.8 0 1251.98 0 0 0 0 0 120 42963.01 

t7 8465.82 8887.48 0 2860.66 1208.95 0 0 0 0 0 8465.82 8887.48 2891.8 2860.66 1208.95 0 0 0 0 0 0 45737.61 

t8 8465.82 8887.48 2891.8 2860.66 1008.01 0 0 0 0 0 8465.82 8887.48 2891.8 2860.66 1008.01 0 0 0 0 0 690 48227.53 

t9 8465.82 8887.48 2891.8 2860.66 2837.86 818.048 1173.99 0 0 0 8465.82 8887.48 2891.8 2860.66 2837.86 0 1174 0 0 0 230 55053.28 

t10 8465.82 8887.48 2891.8 2860.66 3745.85 1517.8 1173.99 919.6 937.9 0 8465.82 8887.48 2891.8 2860.66 3745.85 1517.8 1174 919.6 0 0 380 61863.96 

t11 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 1040 937.9 948.1 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1174 1040 0 948.1 120 65357.42 

t12 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 2098 1276 948.1 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1174 2098 1276 948.1 60 69088.28 

t13 8465.82 8887.48 2891.8 2860.66 3745.85 1532.17 1173.99 919.6 937.9 0 8465.82 8887.48 2891.8 2860.66 3745.85 1532.17 1174 919.6 0 0 0 61892.7 

t14 8465.82 8887.48 2891.8 2860.66 2587.75 818.048 0 919.6 0 0 8465.82 8887.48 2891.8 2860.66 2587.75 818.048 0 0 0 0 30 53942.72 

t15 8465.82 8720.68 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 8720.68 2891.8 2860.66 944.988 0 0 0 0 0 0 47767.9 

t16 8465.82 6290.97 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 6290.97 2891.8 2860.66 944.988 0 0 0 0 0 0 42908.48 

t17 8465.82 5175.52 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 5175.52 2891.8 2860.66 944.988 0 0 0 0 0 0 40677.58 

t18 8465.82 6869.34 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 6869.34 2891.8 2860.66 944.988 0 0 0 0 0 320 44065.23 

t19 8465.82 8613.81 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 8613.81 2891.8 2860.66 944.988 0 0 0 0 0 0 47554.15 

t20 8465.82 8887.48 2891.8 2860.66 3745.85 1534.81 1173.99 919.6 937.9 0 8465.82 8887.48 2891.8 2860.66 3745.85 1534.81 1174 919.6 0 0 1010 61897.98 

t21 8465.82 8887.48 2891.8 2860.66 2322.45 818.048 1173.99 0 0 0 8465.82 8887.48 2891.8 2860.66 2322.45 818.048 1174 0 0 0 0 54840.5 

t22 8465.82 8426.69 2891.8 2860.66 0 818.048 1173.99 0 0 0 8465.82 8426.69 2891.8 0 0 818.048 1174 0 0 0 0 46413.36 

t23 8465.82 7712.85 0 2860.66 0 818.048 0 0 0 0 8465.82 7712.85 0 0 0 0 0 0 0 0 0 36036.05 

t24 8465.82 7349.76 0 0 0 0 0 0 0 0 8465.82 7349.76 0 0 0 0 0 0 0 0 0 31631.16 
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Table 5.39: Committed status for a 20-generating unit system using the CAOA algorithm (Thermal System + Solar)  

Units/Hours t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.40: Scheduling for a 20-generating unit system using the CAOA algorithm (Thermal + Solar)  

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Psolar 

(MW) 

Generated Power 

(MW) 
Hourly Cost ($) 

t1 291.2 150 0 0 0 0 0 0 0 0 291.2 0 0 0 0 0 0 0 0 0 0 732.4 15076.44 

t2 310.75 150 0 0 0 0 0 0 0 0 310.75 0 0 0 0 0 0 0 0 0 0 771.5 15720.76 

t3 360.62 150 0 0 0 0 0 0 0 0 360.62 0 0 0 0 0 0 0 0 0 0 871.24 17367.7 

t4 421.17 150 0 0 0 0 0 0 0 0 421.17 0 0 0 0 0 0 0 0 0 0 992.35 19373.91 

t5 436.49 150 0 0 0 0 0 0 0 0 436.49 0 0 0 0 0 0 0 0 0 0 1022.99 19882.59 

t6 455 229.24 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 0 1139.24 21874.62 

t7 455 253.54 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 0 1163.54 22297.67 

t8 455 289.12 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 4.55 1199.12 22917.77 

t9 455 327.57 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 15.67 1237.57 23588.77 

t10 455 208.59 0 0 0 0 0 0 0 0 455 208.59 0 0 0 0 0 0 0 0 27.34 1327.18 26099.15 

t11 455 234.8 0 0 0 0 0 0 0 0 455 234.8 0 0 0 0 0 0 0 0 37.17 1379.6 27011.12 

t12 455 247.61 0 0 0 0 0 0 0 0 455 247.61 0 0 0 0 0 0 0 0 46.06 1405.21 27456.98 

t13 455 195.71 0 0 0 0 0 0 0 0 455 195.71 0 0 0 0 0 0 0 0 51.86 1301.41 25651.13 

t14 455 166.53 0 0 0 0 0 0 0 0 455 166.53 0 0 0 0 0 0 0 0 54.47 1243.06 24637.45 

t15 442.21 150 0 0 0 0 0 0 0 0 442.21 150 0 0 0 0 0 0 0 0 44.59 1184.43 23638.6 

t16 353.97 150 0 0 0 0 0 0 0 0 353.97 150 0 0 0 0 0 0 0 0 48.86 1007.95 20713.95 

t17 348.48 150 0 0 0 0 0 0 0 0 348.48 150 0 0 0 0 0 0 0 0 37.84 996.96 20532.31 

t18 403.48 150 0 0 0 0 0 0 0 0 403.48 150 0 0 0 0 0 0 0 0 33.6 1106.96 22352.92 

t19 455 155.81 0 0 0 0 0 0 0 0 455 155.81 0 0 0 0 0 0 0 0 19.59 1221.62 24265.26 

t20 455 218.27 0 0 0 0 0 0 0 0 455 218.27 0 0 0 0 0 0 0 0 6.51 1346.53 26435.69 

t21 455 186.63 0 0 0 0 0 0 0 0 455 186.63 0 0 0 0 0 0 0 0 0.16 1283.26 25335.71 

t22 451.28 150 0 0 0 0 0 0 0 0 451.28 0 0 0 0 0 0 0 0 0 0 1052.56 20373.93 

t23 357.04 150 0 0 0 0 0 0 0 0 357.04 0 0 0 0 0 0 0 0 0 0 864.08 17249.31 

t24 377.8 0 0 0 0 0 0 0 0 0 377.8 0 0 0 0 0 0 0 0 0 0 755.59 14370.02 
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Table 5.41: Individual fuel cost for 20 generating unit system using CAOA for SCUC problem considering (Thermal + Solar) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

SUC 
($) 

Hourly Cost ($) 

t1 5755 3566 0 0 0 0 0 0 0 0 5755 0 0 0 0 0 0 0 0 0 0 15076 

t2 6077 3566 0 0 0 0 0 0 0 0 6077 0 0 0 0 0 0 0 0 0 0 15721 

t3 6901 3566 0 0 0 0 0 0 0 0 6901 0 0 0 0 0 0 0 0 0 170 17368 

t4 7904 3566 0 0 0 0 0 0 0 0 7904 0 0 0 0 0 0 0 0 0 0 19374 

t5 8158 3566 0 0 0 0 0 0 0 0 8158 0 0 0 0 0 0 0 0 0 1110 19883 

t6 8466 4943 0 0 0 0 0 0 0 0 8466 0 0 0 0 0 0 0 0 0 4880 21875 

t7 8466 5366 0 0 0 0 0 0 0 0 8466 0 0 0 0 0 0 0 0 0 0 22298 

t8 8466 5986 0 0 0 0 0 0 0 0 8466 0 0 0 0 0 0 0 0 0 1800 22918 

t9 8466 6657 0 0 0 0 0 0 0 0 8466 0 0 0 0 0 0 0 0 0 170 23589 

t10 8466 4584 0 0 0 0 0 0 0 0 8466 4584 0 0 0 0 0 0 0 0 0 26099 

t11 8466 5040 0 0 0 0 0 0 0 0 8466 5040 0 0 0 0 0 0 0 0 520 27011 

t12 8466 5263 0 0 0 0 0 0 0 0 8466 5263 0 0 0 0 0 0 0 0 5000 27457 

t13 8466 4360 0 0 0 0 0 0 0 0 8466 4360 0 0 0 0 0 0 0 0 5000 25651 

t14 8466 3853 0 0 0 0 0 0 0 0 8466 3853 0 0 0 0 0 0 0 0 0 24637 

t15 8253 3566 0 0 0 0 0 0 0 0 8253 3566 0 0 0 0 0 0 0 0 0 23639 

t16 6791 3566 0 0 0 0 0 0 0 0 6791 3566 0 0 0 0 0 0 0 0 1110 20714 

t17 6700 3566 0 0 0 0 0 0 0 0 6700 3566 0 0 0 0 0 0 0 0 0 20532 

t18 7610 3566 0 0 0 0 0 0 0 0 7610 3566 0 0 0 0 0 0 0 0 0 22353 

t19 8466 3667 0 0 0 0 0 0 0 0 8466 3667 0 0 0 0 0 0 0 0 0 24265 

t20 8466 4752 0 0 0 0 0 0 0 0 8466 4752 0 0 0 0 0 0 0 0 0 26436 

t21 8466 4202 0 0 0 0 0 0 0 0 8466 4202 0 0 0 0 0 0 0 0 4500 25336 

t22 8404 3566 0 0 0 0 0 0 0 0 8404 0 0 0 0 0 0 0 0 0 2220 20374 

t23 6842 3566 0 0 0 0 0 0 0 0 6842 0 0 0 0 0 0 0 0 0 2140 17249 

t24 7185 0 0 0 0 0 0 0 0 0 7185 0 0 0 0 0 0 0 0 0 0 14370 
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Table 5.42: Committed status for a 20-generating unit system using the CAOA algorithm with Solar power generation (Thermal System + Wind) 

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U4 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U5 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 1 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 

U9 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U13 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 

U14 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U15 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

U16 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U17 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 1 

U19 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.43: Scheduling for a 20-generating unit system using the CAOA algorithm (Thermal System + Wind)  

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Pwind 
(MW) 

Generated 

Power 
(MW) 

Hourly Cost 
($) 

t1 455 156.5 0 0 0 0 0 0 0 0 455 156.5 0 0 0 0 0 0 0 0 177 1400 24289.2 

t2 455 209.5 0 0 0 0 0 0 0 0 455 209.5 0 0 0 0 0 0 0 0 171 1500 26130.8 

t3 455 316 0 0 0 0 0 0 0 0 455 316 0 0 0 0 0 0 0 0 158 1700 29841.9 

t4 455 357.5 0 130 0 0 0 0 0 0 455 357.5 0 0 0 0 0 0 0 0 145 1900 34152.4 

t5 455 396.5 0 130 0 0 0 0 0 0 455 396.5 0 0 25 0 0 0 0 0 142 2000 36461.9 

t6 455 455 0 130 56.5 0 0 0 0 0 455 455 0 0 56.5 0 0 0 0 0 137 2200 40718.8 

t7 455 455 0 130 50 0 0 0 0 0 455 455 0 130 50 0 0 0 0 0 120 2300 43317.8 

t8 455 455 0 130 40.5 0 0 0 0 0 455 455 130 130 40.5 0 0 0 0 0 109 2400 45828.5 

t9 455 455 130 130 59.5 0 0 0 0 0 455 455 130 130 59.5 0 25 0 0 0 116 2600 50658 

t10 455 455 130 130 127 20 25 0 0 0 455 455 130 130 127 20 25 0 0 0 116 2800 56227.8 

t11 455 455 130 130 162 24.5 25 10 0 0 455 455 130 130 162 24.5 25 10 0 0 117 2900 59729.7 

t12 455 455 130 130 162 65.5 25 10 10 0 455 455 130 130 162 65.5 25 10 10 0 115 3000 63483.4 

t13 455 455 130 130 128 20 25 0 0 0 455 455 130 130 128 20 25 0 0 0 114 2800 56269.2 

t14 455 455 130 130 65.5 20 0 0 0 0 455 455 130 130 65.5 0 0 0 0 0 109 2600 50544.4 

t15 455 455 130 130 41.5 0 0 0 0 0 455 455 0 130 41.5 0 0 0 0 0 107 2400 45868.5 

t16 455 319.5 130 130 25 0 0 0 0 0 455 319.5 0 130 25 0 0 0 0 0 111 2100 40467.2 

t17 455 273.5 130 130 25 0 0 0 0 0 455 273.5 0 130 25 0 0 0 0 0 103 2000 38862.3 

t18 455 379.7 130 130 25 0 0 0 0 0 455 379.7 0 130 25 0 0 0 0 0 90.5 2199.9 42573.1 

t19 455 455 130 130 45.2 0 0 0 0 0 455 455 0 130 45.2 0 0 0 0 0 99.6 2400 46016.9 

t20 455 455 130 130 132.5 20 25 0 0 0 455 455 130 130 132.5 20 0 10 0 0 120 2800 56201.5 

t21 455 455 130 130 68 20 25 0 0 0 455 455 130 130 0 20 0 0 0 0 127 2600 50829.6 

t22 455 414 0 0 0 20 25 0 0 0 455 414 130 130 0 20 0 0 0 0 137 2200 41831.7 

t23 455 300 0 0 0 0 0 0 0 0 455 300 130 0 0 0 0 0 0 0 160 1800 32175.2 

t24 455 365 0 0 0 0 0 10 0 0 455 0 130 0 0 0 0 10 0 0 175 1600 28973.9 
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Table 5.44: Individual fuel cost for 20 generating unit system using the CAOA for SCUC problem considering (Thermal + Wind) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC ($) 

Hourly 

Cost ($) 

t1 8465.8 3678.8 0 0 0 0 0 0 0 0 8465.8 3678.8 0 0 0 0 0 0 0 0 0 24289.209 

t2 8465.8 4599.6 0 0 0 0 0 0 0 0 8465.8 4599.6 0 0 0 0 0 0 0 0 0 26130.796 

t3 8465.8 6455.1 0 0 0 0 0 0 0 0 8465.8 6455.1 0 0 0 0 0 0 0 0 1620 29841.875 

t4 8465.8 7180.1 0 2860.7 0 0 0 0 0 0 8465.8 7180.1 0 0 0 0 0 0 0 0 0 34152.443 

t5 8465.8 7862.3 0 2860.7 0 0 0 0 0 0 8465.8 7862.3 0 0 944.99 0 0 0 0 0 1450 36461.942 

t6 8465.8 8887.5 0 2860.7 1575.8 0 0 0 0 0 8465.8 8887.5 0 0 1575.8 0 0 0 0 0 0 40718.769 

t7 8465.8 8887.5 0 2860.7 1445 0 0 0 0 0 8465.8 8887.5 0 2860.7 1445 0 0 0 0 0 0 43317.818 

t8 8465.8 8887.5 0 2860.7 1254.4 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1254.4 0 0 0 0 0 2920 45828.474 

t9 8465.8 8887.5 2891.8 2860.7 1636.2 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1636.2 0 1174 0 0 0 520 50657.992 

t10 8465.8 8887.5 2891.8 2860.7 3016.1 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 3016.1 818.05 1174 0 0 0 690 56227.788 

t11 8465.8 8887.5 2891.8 2860.7 3745.9 919.64 1174 919.61 0 0 8465.8 8887.5 2891.8 2860.7 3745.9 919.64 1174 920 0 0 120 59729.721 

t12 8465.8 8887.5 2891.8 2860.7 3745.9 1858.6 1174 919.61 937.92 0 8465.8 8887.5 2891.8 2860.7 3745.9 1858.6 1174 920 938 0 120 63483.43 

t13 8465.8 8887.5 2891.8 2860.7 3036.8 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 3036.8 818.05 1174 0 0 0 60 56269.218 

t14 8465.8 8887.5 2891.8 2860.7 1757.4 818.05 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1757.4 0 0 0 0 0 0 50544.416 

t15 8465.8 8887.5 2891.8 2860.7 1274.4 0 0 0 0 0 8465.8 8887.5 0 2860.7 1274.4 0 0 0 0 0 60 45868.527 

t16 8465.8 6516.2 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 6516.2 0 2860.7 944.99 0 0 0 0 0 120 40467.167 

t17 8465.8 5713.8 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 5713.8 0 2860.7 944.99 0 0 0 0 0 0 38862.334 

t18 8465.8 7569.2 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 7569.2 0 2860.7 944.99 0 0 0 0 0 0 42573.117 

t19 8465.8 8887.5 2891.8 2860.7 1348.6 0 0 0 0 0 8465.8 8887.5 0 2860.7 1348.6 0 0 0 0 0 170 46016.86 

t20 8465.8 8887.5 2891.8 2860.7 3130.1 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 3130.1 818.05 0 920 0 0 1380 56201.468 

t21 8465.8 8887.5 2891.8 2860.7 1808 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 0 818.05 0 0 0 0 0 50829.611 

t22 8465.8 8168.8 0 0 0 818.05 1174 0 0 0 8465.8 8168.8 2891.8 2860.7 0 818.05 0 0 0 0 0 41831.738 

t23 8465.8 6175.9 0 0 0 0 0 0 0 0 8465.8 6175.9 2891.8 0 0 0 0 0 0 0 0 32175.244 

t24 8465.8 7311.2 0 0 0 0 0 919.61 0 0 8465.8 0 2891.8 0 0 0 0 920 0 0 0 28973.87 
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Table 5.45: Committed status for a 20-generating unit system using the CAOA algorithm with (Thermal +Solar+ PEVs) system 

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.46: Scheduling for a 20-generating unit system using the CAOA algorithm with Solar and PEVs (Thermal + Solar + PEVs) 

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Number 

of PEVs 
PPEVs 

(MW) 
Psolar 

(MW) 

Generated 

Power 
(MW) 

Hourly 

Cost ($) 

t1 291.2 150 0 0 0 0 0 0 0 0 291.2 0 0 0 0 0 0 0 0 0 5094 -32.4 0 700 15076.4 

t2 310.75 150 0 0 0 0 0 0 0 0 310.75 0 0 0 0 0 0 0 0 0 3225 -20.5 0 751 15720.8 

t3 360.62 150 0 0 0 0 0 0 0 0 360.62 0 0 0 0 0 0 0 0 0 6984 -44.5 0 826.74 17367.7 

t4 421.18 150 0 0 0 0 0 0 0 0 421.18 0 0 0 0 0 0 0 0 0 7575 -48.2 0 944.15 19373.9 

t5 436.5 150 0 0 0 0 0 0 0 0 436.5 0 0 0 0 0 0 0 0 0 4480 -28.5 0 994.49 19882.6 

t6 455 229.24 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 4905 -31.2 0 1108.04 21874.6 

t7 455 253.54 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1128 -7.18 0 1156.36 22297.7 

t8 455 289.12 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 235 -1.4 4.55 1202.27 22917.8 

t9 455 327.57 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 7844 50 15.67 1303.24 23588.8 

t10 455 208.59 0 0 0 0 0 0 0 0 455 208.59 0 0 0 0 0 0 0 0 7033 44.8 27.34 1399.32 26099.1 

t11 455 234.8 0 0 0 0 0 0 0 0 455 234.8 0 0 0 0 0 0 0 0 6801 43.3 37.17 1460.07 27011.1 

t12 455 247.61 0 0 0 0 0 0 0 0 455 247.61 0 0 0 0 0 0 0 0 7558 48.1 46.06 1499.37 27457 

t13 455 195.71 0 0 0 0 0 0 0 0 455 195.71 0 0 0 0 0 0 0 0 7680 48.9 51.86 1402.17 25651.1 

t14 455 166.53 0 0 0 0 0 0 0 0 455 166.53 0 0 0 0 0 0 0 0 2505 15.9 54.47 1313.43 24637.5 

t15 442.22 150 0 0 0 0 0 0 0 0 442.22 150 0 0 0 0 0 0 0 0 4309 -27.4 44.59 1201.62 23638.6 

t16 353.98 150 0 0 0 0 0 0 0 0 353.98 150 0 0 0 0 0 0 0 0 5759 -36.7 48.86 1020.11 20713.9 

t17 348.48 150 0 0 0 0 0 0 0 0 348.48 150 0 0 0 0 0 0 0 0 2392 -15.2 37.84 1019.6 20532.3 

t18 403.48 150 0 0 0 0 0 0 0 0 403.48 150 0 0 0 0 0 0 0 0 6955 -44.3 33.6 1096.26 22352.9 

t19 455 155.81 0 0 0 0 0 0 0 0 455 155.81 0 0 0 0 0 0 0 0 2827 -18.1 19.59 1223.11 24265.3 

t20 455 218.27 0 0 0 0 0 0 0 0 455 218.27 0 0 0 0 0 0 0 0 7844 50 6.51 1403.04 26435.7 

t21 455 186.63 0 0 0 0 0 0 0 0 455 186.63 0 0 0 0 0 0 0 0 5220 33.2 0.16 1316.62 25335.7 

t22 451.28 150 0 0 0 0 0 0 0 0 451.28 0 0 0 0 0 0 0 0 0 6130 39.7 0 1092.26 20373.9 

t23 357.04 150 0 0 0 0 0 0 0 0 357.04 0 0 0 0 0 0 0 0 0 2794 17.8 0 881.88 17249.3 

t24 377.8 0 0 0 0 0 0 0 0 0 377.8 0 0 0 0 0 0 0 0 0 5043 32.1 0 787.69 14370 
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Table 5.47: Individual fuel cost for 20 generating unit system using the CAOA considering (Thermal + Solar + PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

SUC 
($) 

Hourly 

Cost ($) 

t1 5755.231 3565.975 0 0 0 0 0 0 0 0 5755.231 0 0 0 0 0 0 0 0 0 0 15076.44 

t2 6077.394 3565.975 0 0 0 0 0 0 0 0 6077.394 0 0 0 0 0 0 0 0 0 0 15720.76 

t3 6900.86 3565.975 0 0 0 0 0 0 0 0 6900.86 0 0 0 0 0 0 0 0 0 0 17367.7 

t4 7903.97 3565.975 0 0 0 0 0 0 0 0 7903.97 0 0 0 0 0 0 0 0 0 0 19373.91 

t5 8158.307 3565.975 0 0 0 0 0 0 0 0 8158.307 0 0 0 0 0 0 0 0 0 0 19882.59 

t6 8465.822 4942.973 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 21874.62 

t7 8465.822 5366.028 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 22297.67 

t8 8465.822 5986.124 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 22917.77 

t9 8465.822 6657.122 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 23588.77 

t10 8465.822 4583.751 0 0 0 0 0 0 0 0 8465.822 4583.751 0 0 0 0 0 0 0 0 5000 26099.15 

t11 8465.822 5039.739 0 0 0 0 0 0 0 0 8465.822 5039.739 0 0 0 0 0 0 0 0 0 27011.12 

t12 8465.822 5262.668 0 0 0 0 0 0 0 0 8465.822 5262.668 0 0 0 0 0 0 0 0 0 27456.98 

t13 8465.822 4359.741 0 0 0 0 0 0 0 0 8465.822 4359.741 0 0 0 0 0 0 0 0 0 25651.13 

t14 8465.822 3852.905 0 0 0 0 0 0 0 0 8465.822 3852.905 0 0 0 0 0 0 0 0 0 24637.45 

t15 8253.327 3565.975 0 0 0 0 0 0 0 0 8253.327 3565.975 0 0 0 0 0 0 0 0 0 23638.6 

t16 6790.998 3565.975 0 0 0 0 0 0 0 0 6790.998 3565.975 0 0 0 0 0 0 0 0 0 20713.95 

t17 6700.182 3565.975 0 0 0 0 0 0 0 0 6700.182 3565.975 0 0 0 0 0 0 0 0 0 20532.31 

t18 7610.483 3565.975 0 0 0 0 0 0 0 0 7610.483 3565.975 0 0 0 0 0 0 0 0 0 22352.92 

t19 8465.822 3666.806 0 0 0 0 0 0 0 0 8465.822 3666.806 0 0 0 0 0 0 0 0 0 24265.26 

t20 8465.822 4752.022 0 0 0 0 0 0 0 0 8465.822 4752.022 0 0 0 0 0 0 0 0 0 26435.69 

t21 8465.822 4202.031 0 0 0 0 0 0 0 0 8465.822 4202.031 0 0 0 0 0 0 0 0 0 25335.71 

t22 8403.977 3565.975 0 0 0 0 0 0 0 0 8403.977 0 0 0 0 0 0 0 0 0 0 20373.93 

t23 6841.667 3565.975 0 0 0 0 0 0 0 0 6841.667 0 0 0 0 0 0 0 0 0 0 17249.31 

t24 7185.011 0 0 0 0 0 0 0 0 0 7185.011 0 0 0 0 0 0 0 0 0 0 14370.02 
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Table 5.48: Committed status for a 20-generating unit system using the CAOA algorithm with Solar power generation (Thermal +Wind +PEVs)  

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U4 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U13 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 

U14 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U15 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U16 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 1 

U17 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.49: Scheduling for a 20-generating unit system using the CAOA algorithm with (Thermal + Wind + PEVs) system 

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Pwind 

(MW) 

Number 

of PEVs 
PPEVs 

(MW) 

Generated 

Power 

(MW) 

Hourly              

Cost ($) 

t1 455 157 0 0 0 0 0 0 0 0 455 157 0 0 0 0 0 0 0 0 177 5094 -32.4 1368.6 24289.21 

t2 455 210 0 0 0 0 0 0 0 0 455 210 0 0 0 0 0 0 0 0 171 3225 -20.5 1480.5 26130.8 

t3 455 316 0 0 0 0 0 0 0 0 455 316 0 0 0 0 0 0 0 0 158 6984 -44.5 1655.5 29841.87 

t4 455 410 0 0 25 0 0 0 0 0 455 410 0 0 0 0 0 0 0 0 145 7575 -48.2 1851.8 34074.05 

t5 455 396 0 130 25 0 0 0 0 0 455 396 0 0 0 0 0 0 0 0 142 4480 -28.5 1970.5 36461.94 

t6 455 422 0 130 25 0 0 0 0 0 455 422 0 130 25 0 0 0 0 0 137 4905 -31.2 2169.8 41143.27 

t7 455 455 0 130 50 0 0 0 0 0 455 455 0 130 50 0 0 0 0 0 120 1128 -7.18 2292.82 43317.82 

t8 455 455 130 130 40.5 0 0 0 0 0 455 455 0 130 40.5 0 0 0 0 0 109 235 -1.4 2398.6 45828.47 

t9 455 455 130 130 62 20 0 0 0 0 455 455 130 130 62 0 0 0 0 0 116 7844 50 2650 50402.96 

t10 455 455 130 130 127 20 25 0 0 0 455 455 130 130 127 20 25 0 0 0 116 7033 44.8 2844.8 56227.79 

t11 455 455 130 130 162 24.5 25 10 0 0 455 455 130 130 162 24.5 25 10 0 0 117 6801 43.3 2943.3 59729.72 

t12 455 455 130 130 162 65.5 25 10 10 0 455 455 130 130 162 65.5 25 10 10 0 115 7558 48.1 3048.1 63483.43 

t13 455 455 130 130 135 20 25 0 0 10 455 455 130 130 135 20 0 0 0 0 114 7680 48.9 2847.9 56354.53 

t14 455 455 130 130 65.5 20 0 0 0 0 455 455 130 130 65.5 0 0 0 0 0 109 2505 15.9 2615.9 50544.42 

t15 455 455 130 130 41.5 0 0 0 0 0 455 455 0 130 41.5 0 0 0 0 0 107 4309 -27.4 2372.6 45868.53 

t16 455 320 130 130 25 0 0 0 0 0 455 320 0 130 25 0 0 0 0 0 111 5759 -36.7 2064.3 40467.17 

t17 455 274 130 130 25 0 0 0 0 0 455 274 0 130 25 0 0 0 0 0 103 2392 -15.2 1985.8 38862.33 

t18 455 370 130 130 25 0 0 0 0 0 455 370 0 130 25 20 0 0 0 0 90.5 6955 -44.3 2156.2 43041.32 

t19 455 453 130 130 25 0 0 0 0 0 455 453 0 130 25 20 25 0 0 0 99.6 2827 -18.1 2382.5 47121.04 

t20 455 455 130 130 132 20 0 0 0 10 455 455 130 130 132 20 25 0 0 0 120 7844 50 2849 56229.93 

t21 455 455 130 130 44 20 0 0 0 0 455 455 130 130 44 0 25 0 0 0 127 5220 33.2 2633.2 50852.57 

t22 455 372 0 130 0 20 0 0 0 0 455 372 130 130 0 0 0 0 0 0 137 6130 39.7 2240.7 41212.56 

t23 455 300 0 0 0 0 0 0 0 0 455 300 130 0 0 0 0 0 0 0 160 2794 17.8 1817.8 32175.24 

t24 455 410 0 0 0 0 0 0 0 0 0 410 130 0 0 20 0 0 0 0 175 5043 32.1 1632.1 28373.09 
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Table 5.50: Individual fuel cost for 20 generating unit system using the CAOA for SCUC problem considering (Thermal + Wind + PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

SUC  
($) 

Hourly 

 Cost ($) 

t1 8465.82 3678.78 0 0 0 0 0 0 0 0 8465.82 3678.78 0 0 0 0 0 0 0 0 0 24289.209 

t2 8465.82 4599.58 0 0 0 0 0 0 0 0 8465.82 4599.58 0 0 0 0 0 0 0 0 550 26130.796 

t3 8465.82 6455.12 0 0 0 0 0 0 0 0 8465.82 6455.12 0 0 0 0 0 0 0 0 1120 29841.875 

t4 8465.82 8098.71 0 0 944.988 0 0 0 0 0 8465.82 8098.71 0 0 0 0 0 0 0 0 1450 34074.054 

t5 8465.82 7862.33 0 2860.66 944.988 0 0 0 0 0 8465.82 7862.33 0 0 0 0 0 0 0 0 0 36461.942 

t6 8465.82 8300.17 0 2860.66 944.988 0 0 0 0 0 8465.82 8300.17 0 2861 945 0 0 0 0 0 0 41143.268 

t7 8465.82 8887.48 0 2860.66 1444.95 0 0 0 0 0 8465.82 8887.48 0 2861 1445 0 0 0 0 0 0 43317.818 

t8 8465.82 8887.48 2891.8 2860.66 1254.38 0 0 0 0 0 8465.82 8887.48 0 2861 1254 0 0 0 0 0 520 45828.474 

t9 8465.82 8887.48 2891.8 2860.66 1686.7 818.05 0 0 0 0 8465.82 8887.48 2892 2861 1687 0 0 0 0 0 180 50402.964 

t10 8465.82 8887.48 2891.8 2860.66 3016.09 818.05 1174 0 0 0 8465.82 8887.48 2892 2861 3016 818 1174 0 0 0 3000 56227.788 

t11 8465.82 8887.48 2891.8 2860.66 3745.85 919.64 1174 919.61 0 0 8465.82 8887.48 2892 2861 3746 920 1174 920 0 0 60 59729.721 

t12 8465.82 8887.48 2891.8 2860.66 3745.85 1858.6 1174 919.61 937.92 0 8465.82 8887.48 2892 2861 3746 1859 1174 920 938 0 180 63483.43 

t13 8465.82 8887.48 2891.8 2860.66 3192.42 818.05 1174 0 0 948.07 8465.82 8887.48 2892 2861 3192 818 0 0 0 0 0 56354.528 

t14 8465.82 8887.48 2891.8 2860.66 1757.43 818.05 0 0 0 0 8465.82 8887.48 2892 2861 1757 0 0 0 0 0 0 50544.416 

t15 8465.82 8887.48 2891.8 2860.66 1274.4 0 0 0 0 0 8465.82 8887.48 0 2861 1274 0 0 0 0 0 0 45868.527 

t16 8465.82 6516.21 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 6516.21 0 2861 945 0 0 0 0 0 0 40467.167 

t17 8465.82 5713.8 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 5713.8 0 2861 945 0 0 0 0 0 60 38862.334 

t18 8465.82 7394.27 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 7394.27 0 2861 945 818 0 0 0 0 430 43041.318 

t19 8465.82 8847.13 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 8847.13 0 2861 945 818 1174 0 0 0 0 47121.044 

t20 8465.82 8887.48 2891.8 2860.66 3130.12 818.05 0 0 0 948.07 8465.82 8887.48 2892 2861 3130 818 1174 0 0 0 690 56229.928 

t21 8465.82 8887.48 2891.8 2860.66 1324.51 818.05 0 0 0 0 8465.82 8887.48 2892 2861 1325 0 1174 0 0 0 0 50852.57 

t22 8465.82 7424.87 0 2860.66 0 818.05 0 0 0 0 8465.82 7424.87 2892 2861 0 0 0 0 0 0 0 41212.558 

t23 8465.82 6175.9 0 0 0 0 0 0 0 0 8465.82 6175.9 2892 0 0 0 0 0 0 0 0 32175.244 

t24 8465.82 8098.71 0 0 0 0 0 0 0 0 0 8098.71 2892 0 0 818 0 0 0 0 0 28373.092 
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Table 5.51: Committed status for a 20-generating unit system using the CAOA algorithm (Thermal + Solar + Wind + PEVs)  

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.52: Scheduling for a 20-generating unit system using the CAOA algorithm with (Thermal +Solar +Wind +PEVs) system 

Hour/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 
Number 

of PEVs 
PPEVs 

(MW) 
Psolar 

(MW) 
Pwind 
(MW) 

Generated 

Power 

(MW) 

Hourly              

Cost ($) 

t1 291.2 150 0 0 0 0 0 0 0 0 291.2 0 0 0 0 0 0 0 0 0 5094 -32.4 0 177 732.4 15076.44 

t2 310.75 150 0 0 0 0 0 0 0 0 310.75 0 0 0 0 0 0 0 0 0 3225 -20.5 0 171 771.5 15720.76 

t3 360.62 150 0 0 0 0 0 0 0 0 360.62 0 0 0 0 0 0 0 0 0 6984 -44.5 0 158 871.24 17367.7 

t4 421.17 150 0 0 0 0 0 0 0 0 421.17 0 0 0 0 0 0 0 0 0 7575 -48.2 0 145 992.35 19373.91 

t5 436.49 150 0 0 0 0 0 0 0 0 436.49 0 0 0 0 0 0 0 0 0 4480 -28.5 0 142 1022.99 19882.59 

t6 455 229.24 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 4905 -31.2 0 137 1139.24 21874.62 

t7 455 253.54 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1128 -7.18 0 120 1163.54 22297.67 

t8 455 289.12 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 235 -1.4 4.55 109 1199.12 22917.77 

t9 455 327.57 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 7844 50 15.67 116 1237.57 23588.77 

t10 455 208.59 0 0 0 0 0 0 0 0 455 208.59 0 0 0 0 0 0 0 0 7033 44.8 27.34 116 1327.18 26099.15 

t11 455 234.8 0 0 0 0 0 0 0 0 455 234.8 0 0 0 0 0 0 0 0 6801 43.3 37.17 117 1379.6 27011.12 

t12 455 247.61 0 0 0 0 0 0 0 0 455 247.61 0 0 0 0 0 0 0 0 7558 48.1 46.06 115 1405.21 27456.98 

t13 455 195.71 0 0 0 0 0 0 0 0 455 195.71 0 0 0 0 0 0 0 0 7680 48.9 51.86 114 1301.41 25651.13 

t14 455 166.53 0 0 0 0 0 0 0 0 455 166.53 0 0 0 0 0 0 0 0 2505 15.9 54.47 109 1243.06 24637.45 

t15 442.21 150 0 0 0 0 0 0 0 0 442.21 150 0 0 0 0 0 0 0 0 4309 -27.4 44.59 107 1184.43 23638.6 

t16 353.97 150 0 0 0 0 0 0 0 0 353.97 150 0 0 0 0 0 0 0 0 5759 -36.7 48.86 111 1007.95 20713.95 

t17 348.48 150 0 0 0 0 0 0 0 0 348.48 150 0 0 0 0 0 0 0 0 2392 -15.2 37.84 103 996.96 20532.31 

t18 403.48 150 0 0 0 0 0 0 0 0 403.48 150 0 0 0 0 0 0 0 0 6955 -44.3 33.6 90.5 1106.96 22352.92 

t19 455 155.81 0 0 0 0 0 0 0 0 455 155.81 0 0 0 0 0 0 0 0 2827 -18.1 19.59 99.6 1221.62 24265.26 

t20 455 218.27 0 0 0 0 0 0 0 0 455 218.27 0 0 0 0 0 0 0 0 7844 50 6.51 120 1346.53 26435.69 

t21 455 186.63 0 0 0 0 0 0 0 0 455 186.63 0 0 0 0 0 0 0 0 5220 33.2 0.16 127 1283.26 25335.71 

t22 451.28 150 0 0 0 0 0 0 0 0 451.28 0 0 0 0 0 0 0 0 0 6130 39.7 0 137 1052.56 20373.93 

t23 357.04 150 0 0 0 0 0 0 0 0 357.04 0 0 0 0 0 0 0 0 0 2794 17.8 0 160 864.08 17249.31 

t24 377.8 0 0 0 0 0 0 0 0 0 377.8 0 0 0 0 0 0 0 0 0 5043 32.1 0 175 755.59 14370.02 
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Table 5.53: Individual fuel cost for 20 generating unit system using the CAOA for SCUC problem considering (Thermal + Solar + Wind+ PEVs) 

system 
Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

SUC   
($) 

Hourly Cost ($) 

t1 5755.231 3565.975 0 0 0 0 0 0 0 0 5755.231 0 0 0 0 0 0 0 0 0 0 15076.44 

t2 6077.394 3565.975 0 0 0 0 0 0 0 0 6077.394 0 0 0 0 0 0 0 0 0 0 15720.76 

t3 6900.86 3565.975 0 0 0 0 0 0 0 0 6900.86 0 0 0 0 0 0 0 0 0 170 17367.7 

t4 7903.97 3565.975 0 0 0 0 0 0 0 0 7903.97 0 0 0 0 0 0 0 0 0 0 19373.91 

t5 8158.307 3565.975 0 0 0 0 0 0 0 0 8158.307 0 0 0 0 0 0 0 0 0 1110 19882.59 

t6 8465.822 4942.973 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 4880 21874.62 

t7 8465.822 5366.028 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 22297.67 

t8 8465.822 5986.124 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 1800 22917.77 

t9 8465.822 6657.122 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 170 23588.77 

t10 8465.822 4583.751 0 0 0 0 0 0 0 0 8465.822 4583.751 0 0 0 0 0 0 0 0 0 26099.15 

t11 8465.822 5039.739 0 0 0 0 0 0 0 0 8465.822 5039.739 0 0 0 0 0 0 0 0 520 27011.12 

t12 8465.822 5262.668 0 0 0 0 0 0 0 0 8465.822 5262.668 0 0 0 0 0 0 0 0 5000 27456.98 

t13 8465.822 4359.741 0 0 0 0 0 0 0 0 8465.822 4359.741 0 0 0 0 0 0 0 0 5000 25651.13 

t14 8465.822 3852.905 0 0 0 0 0 0 0 0 8465.822 3852.905 0 0 0 0 0 0 0 0 0 24637.45 

t15 8253.327 3565.975 0 0 0 0 0 0 0 0 8253.327 3565.975 0 0 0 0 0 0 0 0 0 23638.6 

t16 6790.998 3565.975 0 0 0 0 0 0 0 0 6790.998 3565.975 0 0 0 0 0 0 0 0 1110 20713.95 

t17 6700.182 3565.975 0 0 0 0 0 0 0 0 6700.182 3565.975 0 0 0 0 0 0 0 0 0 20532.31 

t18 7610.483 3565.975 0 0 0 0 0 0 0 0 7610.483 3565.975 0 0 0 0 0 0 0 0 0 22352.92 

t19 8465.822 3666.806 0 0 0 0 0 0 0 0 8465.822 3666.806 0 0 0 0 0 0 0 0 0 24265.26 

t20 8465.822 4752.022 0 0 0 0 0 0 0 0 8465.822 4752.022 0 0 0 0 0 0 0 0 0 26435.69 

t21 8465.822 4202.031 0 0 0 0 0 0 0 0 8465.822 4202.031 0 0 0 0 0 0 0 0 4500 25335.71 

t22 8403.977 3565.975 0 0 0 0 0 0 0 0 8403.977 0 0 0 0 0 0 0 0 0 2220 20373.93 

t23 6841.667 3565.975 0 0 0 0 0 0 0 0 6841.667 0 0 0 0 0 0 0 0 0 2140 17249.31 

t24 7185.011 0 0 0 0 0 0 0 0 0 7185.011 0 0 0 0 0 0 0 0 0 0 14370.02 
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Table 5.54: Committed status for a 20-generating unit system using the LFAOA algorithm with PEVs (Thermal +PEVs) system 

Units/Hours t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U4 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U5 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 0 0 

U8 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U13 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 

U14 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

U15 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U16 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 

U17 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U18 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.55: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal + PEVs) system  

Hour/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 
($) 

Hourly 

Cost ($) 

t1 455 228.8 0 0 0 0 0 0 0 0 455 228.8 0 0 0 0 0 0 0 0 1367.6 0 26802.277 

t2 455 284.3 0 0 0 0 0 0 0 0 455 284.3 0 0 0 0 0 0 0 0 1478.5 0 28734.049 

t3 455 319.4 0 130 0 0 0 0 0 0 455 319.4 0 0 0 0 0 0 0 0 1678.76 2910 32820.543 

t4 455 396.3 0 130 25 0 0 0 0 0 455 396.3 0 0 0 0 0 0 0 0 1857.65 560 36455.815 

t5 455 391 130 130 25 0 0 0 0 0 455 391 0 0 0 0 0 0 0 0 1977.01 550 39161.372 

t6 455 455 130 130 40.38 0 0 0 0 0 455 455 0 0 40.38 0 0 0 0 0 2160.76 1380 42963.01 

t7 455 455 130 130 38.23 0 0 0 0 0 455 455 0 130 38.23 0 0 0 0 0 2286.46 0 45737.613 

t8 455 455 130 130 28.17 0 0 0 0 0 455 455 130 130 28.17 0 0 0 0 0 2396.33 0 48227.533 

t9 455 455 130 130 108.4 20 25 0 0 0 455 455 130 130 108.4 20 25 0 0 0 2646.76 340 55459.273 

t10 455 455 130 130 162 50.74 25 10 10 0 455 455 130 130 162 50.74 25 10 0 0 2845.48 180 61863.962 

t11 455 455 130 130 162 80 25 14.62 10 10 455 455 130 130 162 80 25 14.62 10 0 2933.23 120 65347.266 

t12 455 455 130 130 162 80 25 55 22.36 10 455 455 130 130 162 80 25 55 22.36 10 3048.73 60 69088.284 

t13 455 455 130 130 162 51.37 25 10 10 0 455 455 130 130 162 51.37 25 10 0 0 2846.73 0 61892.695 

t14 455 455 130 130 98.73 20 25 0 0 0 455 455 130 130 98.73 20 0 0 0 0 2602.47 0 53889.365 

t15 455 455 130 130 70.49 0 0 0 0 0 455 455 0 130 70.49 20 0 0 0 0 2370.98 0 47854.623 

t16 455 371.6 130 130 25 0 0 0 0 0 455 371.6 0 130 25 0 0 0 0 0 2093.19 120 42287.808 

t17 455 307.6 130 130 25 0 0 0 0 0 455 307.6 0 130 25 0 0 0 0 0 1965.2 260 40051.752 

t18 455 404.7 130 130 25 0 0 0 0 0 455 404.7 0 130 25 0 0 0 0 0 2159.44 170 43447.226 

t19 455 455 130 130 64.39 20 0 0 0 0 455 455 0 130 64.39 0 0 0 0 0 2358.79 0 47607.936 

t20 455 455 130 130 162 51.48 25 10 10 0 455 455 130 130 162 51.48 25 10 0 0 2846.96 610 61897.984 

t21 455 455 130 130 153.3 20 25 0 0 0 455 455 130 0 153.3 20 25 10 0 0 2616.58 0 55381.224 

t22 455 455 0 130 97.44 0 25 0 0 0 455 455 130 0 0 20 25 0 0 0 2247.44 0 46032.45 

t23 455 333 0 130 0 0 0 0 0 0 455 333 130 0 0 0 0 0 0 0 1835.92 0 36186.617 

t24 455 302.2 0 0 0 0 0 0 0 0 455 302.2 130 0 0 0 0 0 0 0 1644.41 0 32252.184 
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Table 5.56: Individual fuel cost for 20 generating unit system using the LFAOA algorithm with PEVs (Thermal +PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC 

Hourly 

Cost ($) 

t1 8465.82 4935.32 0 0 0 0 0 0 0 0 8465.82 4935.32 0 0 0 0 0 0 0 0 0 26802.2767 

t2 8465.82 5901.2 0 0 0 0 0 0 0 0 8465.82 5901.2 0 0 0 0 0 0 0 0 0 28734.0488 

t3 8465.82 6514.12 0 2860.66 0 0 0 0 0 0 8465.82 6514.12 0 0 0 0 0 0 0 0 2910 32820.5428 

t4 8465.82 7859.26 0 2860.66 944.988 0 0 0 0 0 8465.82 7859.26 0 0 0 0 0 0 0 0 560 36455.8151 

t5 8465.82 7766.14 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 7766.14 0 0 0 0 0 0 0 0 550 39161.3717 

t6 8465.82 8887.48 2891.8 2860.66 1251.98 0 0 0 0 0 8465.82 8887.48 0 0 1251.98 0 0 0 0 0 1380 42963.0096 

t7 8465.82 8887.48 2891.8 2860.66 1208.95 0 0 0 0 0 8465.82 8887.48 0 2860.66 1208.95 0 0 0 0 0 0 45737.6133 

t8 8465.82 8887.48 2891.8 2860.66 1008.01 0 0 0 0 0 8465.82 8887.48 2891.8 2860.66 1008.01 0 0 0 0 0 0 48227.5329 

t9 8465.82 8887.48 2891.8 2860.66 2631.84 818.048 1173.99 0 0 0 8465.82 8887.48 2891.8 2860.66 2631.84 818.048 1173.99 0 0 0 340 55459.2729 

t10 8465.82 8887.48 2891.8 2860.66 3745.85 1517.8 1173.99 919.613 937.922 0 8465.82 8887.48 2891.8 2860.66 3745.85 1517.8 1173.99 919.613 0 0 180 61863.9616 

t11 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 1039.7 937.922 948.073 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 1039.7 937.922 0 120 65347.2662 

t12 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 2098.09 1276 948.073 8465.82 8887.48 2891.8 2860.66 3745.85 2196.37 1173.99 2098.09 1276 948.073 60 69088.2837 

t13 8465.82 8887.48 2891.8 2860.66 3745.85 1532.17 1173.99 919.613 937.922 0 8465.82 8887.48 2891.8 2860.66 3745.85 1532.17 1173.99 919.613 0 0 0 61892.6953 

t14 8465.82 8887.48 2891.8 2860.66 2433.88 818.048 1173.99 0 0 0 8465.82 8887.48 2891.8 2860.66 2433.88 818.048 0 0 0 0 0 53889.3651 

t15 8465.82 8887.48 2891.8 2860.66 1858.43 0 0 0 0 0 8465.82 8887.48 0 2860.66 1858.43 818.048 0 0 0 0 0 47854.6235 

t16 8465.82 7426.54 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 7426.54 0 2860.66 944.988 0 0 0 0 0 120 42287.8078 

t17 8465.82 6308.51 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 6308.51 0 2860.66 944.988 0 0 0 0 0 260 40051.752 

t18 8465.82 8006.24 2891.8 2860.66 944.988 0 0 0 0 0 8465.82 8006.24 0 2860.66 944.988 0 0 0 0 0 170 43447.2263 

t19 8465.82 8887.48 2891.8 2860.66 1735.09 818.048 0 0 0 0 8465.82 8887.48 0 2860.66 1735.09 0 0 0 0 0 0 47607.9364 

t20 8465.82 8887.48 2891.8 2860.66 3745.85 1534.81 1173.99 919.613 937.922 0 8465.82 8887.48 2891.8 2860.66 3745.85 1534.81 1173.99 919.613 0 0 610 61897.9836 

t21 8465.82 8887.48 2891.8 2860.66 3563.33 818.048 1173.99 0 0 0 8465.82 8887.48 2891.8 0 3563.33 818.048 1173.99 919.613 0 0 0 55381.2237 

t22 8465.82 8887.48 0 2860.66 2407.36 0 1173.99 0 0 0 8465.82 8887.48 2891.8 0 0 818.048 1173.99 0 0 0 0 46032.4503 

t23 8465.82 6751.26 0 2860.66 0 0 0 0 0 0 8465.82 6751.26 2891.8 0 0 0 0 0 0 0 0 36186.6169 

t24 8465.82 6214.37 0 0 0 0 0 0 0 0 8465.82 6214.37 2891.8 0 0 0 0 0 0 0 0 32252.1839 
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Table 5.57: Committed Status for a 20-generating unit system using the LFAOA algorithm with (Thermal + Solar)  

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U4 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 

U5 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 

U6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U13 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U14 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U15 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 

U16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.58: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal + Solar) system  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 

($) 

Hourly 

Cost ($) 

t1 455 245 245 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1400 0 27366.26 

t2 455 295 295 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1500 0 29109 

t3 455 382.5 382.5 0 0 0 0 0 0 0 455 0 0 0 25 0 0 0 0 0 1700 560 33111.241 

t4 455 455 455 0 40 0 0 0 0 0 455 0 0 0 40 0 0 0 0 0 1900 900 37195.336 

t5 455 346.66667 346.66667 0 25 0 0 0 0 0 455 0 346.66667 0 25 0 0 0 0 0 2000 560 39793.784 

t6 455 413.33333 413.33333 0 25 0 0 0 0 0 455 0 413.33333 0 25 0 0 0 0 0 2200 920 43292.904 

t7 455 446.66667 446.66667 0 25 0 0 0 0 0 455 0 446.66667 0 25 0 0 0 0 0 2300 0 45045.564 

t8 455 435.15 435.15 130 25 0 0 0 0 0 455 0 435.15 0 25 0 0 0 0 0 2395.45 5000 47300.446 

t9 455 454.77667 454.77667 130 25 0 0 0 0 0 455 0 454.77667 130 25 0 0 0 0 0 2584.33 1860 51193.617 

t10 455 388.165 388.165 130 25 0 0 0 0 0 455 388.165 388.165 130 25 0 0 0 0 0 2772.66 0 55408.682 

t11 455 410.7075 410.7075 130 25 0 0 0 0 0 455 410.7075 410.7075 130 25 0 0 0 0 0 2862.83 0 56987.347 

t12 455 433.485 433.485 130 25 0 0 0 0 0 455 433.485 433.485 130 25 0 0 0 0 0 2953.94 0 58583.749 

t13 455 388.285 388.285 130 0 0 0 0 0 0 455 388.285 388.285 130 25 0 0 0 0 0 2748.14 600 54472.095 

t14 455 376.3825 376.3825 130 0 0 0 0 0 0 455 376.3825 376.3825 0 0 0 0 0 0 0 2545.53 0 49833.414 

t15 455 361.3525 361.3525 0 0 0 0 0 0 0 455 361.3525 361.3525 0 0 0 0 0 0 0 2355.41 0 45921.334 

t16 455 285.285 285.285 0 0 0 0 0 0 0 455 285.285 285.285 0 0 0 0 0 0 0 2051.14 0 40608.641 

t17 455 263.04 263.04 0 0 0 0 0 0 0 455 263.04 263.04 0 0 0 0 0 0 0 1962.16 0 39057.721 

t18 455 314.1 314.1 0 0 0 0 0 0 0 455 314.1 314.1 0 0 0 0 0 0 0 2166.4 0 42619.445 

t19 455 367.6025 367.6025 0 0 0 0 0 0 0 455 367.6025 367.6025 0 0 0 0 0 0 0 2380.41 1980 46358.484 

t20 455 427.1225 427.1225 130 0 20 0 0 0 0 455 427.1225 427.1225 0 25 0 0 0 0 0 2793.49 0 55150.046 

t21 455 378.71 378.71 130 0 20 0 0 0 0 455 378.71 378.71 0 25 0 0 0 0 0 2599.84 770 51759.271 

t22 455 371.66667 371.66667 130 0 20 0 0 0 0 455 0 371.66667 0 25 0 0 0 0 0 2200 560 43838.657 

t23 455 367.5 367.5 130 0 0 0 0 0 0 455 0 0 0 25 0 0 0 0 0 1800 0 35447.125 

t24 0 455 455 130 52.5 0 0 0 0 0 455 0 0 0 52.5 0 0 0 0 0 1600 900 32091.876 
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Table 5.59: Individual fuel cost for 20 generating unit system using the LFAOA algorithm with Solar (Thermal +Solar)  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC Hourly Cost ($) 

t1 8465.822 5217.308 5217.308 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 27366.2595 

t2 8465.822 6088.678 6088.678 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 29108.9995 

t3 8465.822 7617.305 7617.305 0 0 0 0 0 0 0 8465.822 0 0 0 944.9875 0 0 0 0 0 560 33111.2414 

t4 8465.822 8887.478 8887.478 0 1244.368 0 0 0 0 0 8465.822 0 0 0 1244.368 0 0 0 0 0 900 37195.3355 

t5 8465.822 6990.722 6990.722 0 944.9875 0 0 0 0 0 8465.822 0 6990.72 0 944.9875 0 0 0 0 0 560 39793.7843 

t6 8465.822 8157.095 8157.095 0 944.9875 0 0 0 0 0 8465.822 0 8157.1 0 944.9875 0 0 0 0 0 920 43292.9043 

t7 8465.822 8741.315 8741.315 0 944.9875 0 0 0 0 0 8465.822 0 8741.32 0 944.9875 0 0 0 0 0 0 45045.5643 

t8 8465.822 8539.389 8539.389 2860.659 944.9875 0 0 0 0 0 8465.822 0 8539.39 0 944.9875 0 0 0 0 0 5000 47300.4456 

t9 8465.822 8883.56 8883.56 2860.659 944.9875 0 0 0 0 0 8465.822 0 8883.56 2860.659 944.9875 0 0 0 0 0 1860 51193.6171 

t10 8465.822 7716.436 7716.436 2860.659 944.9875 0 0 0 0 0 8465.822 7716.44 7716.44 2860.659 944.9875 0 0 0 0 0 0 55408.682 

t11 8465.822 8111.102 8111.102 2860.659 944.9875 0 0 0 0 0 8465.822 8111.1 8111.1 2860.659 944.9875 0 0 0 0 0 0 56987.3468 

t12 8465.822 8510.203 8510.203 2860.659 944.9875 0 0 0 0 0 8465.822 8510.2 8510.2 2860.659 944.9875 0 0 0 0 0 0 58583.7489 

t13 8465.822 7718.536 7718.536 2860.659 0 0 0 0 0 0 8465.822 7718.54 7718.54 2860.659 944.9875 0 0 0 0 0 600 54472.0948 

t14 8465.822 7510.278 7510.278 2860.659 0 0 0 0 0 0 8465.822 7510.28 7510.28 0 0 0 0 0 0 0 0 49833.4139 

t15 8465.822 7247.423 7247.423 0 0 0 0 0 0 0 8465.822 7247.42 7247.42 0 0 0 0 0 0 0 0 45921.3344 

t16 8465.822 5919.249 5919.249 0 0 0 0 0 0 0 8465.822 5919.25 5919.25 0 0 0 0 0 0 0 0 40608.6409 

t17 8465.822 5531.519 5531.519 0 0 0 0 0 0 0 8465.822 5531.52 5531.52 0 0 0 0 0 0 0 0 39057.7213 

t18 8465.822 6421.95 6421.95 0 0 0 0 0 0 0 8465.822 6421.95 6421.95 0 0 0 0 0 0 0 0 42619.4449 

t19 8465.822 7356.71 7356.71 0 0 0 0 0 0 0 8465.822 7356.71 7356.71 0 0 0 0 0 0 0 1980 46358.4838 

t20 8465.822 8398.689 8398.689 2860.659 0 818 0 0 0 0 8465.822 8398.69 8398.69 0 944.9875 0 0 0 0 0 0 55150.0456 

t21 8465.822 7550.995 7550.995 2860.659 0 818 0 0 0 0 8465.822 7551 7551 0 944.9875 0 0 0 0 0 770 51759.2713 

t22 8465.822 7427.789 7427.789 2860.659 0 818 0 0 0 0 8465.822 0 7427.79 0 944.9875 0 0 0 0 0 560 43838.6571 

t23 8465.822 7354.917 7354.917 2860.659 0 0 0 0 0 0 8465.822 0 0 0 944.9875 0 0 0 0 0 0 35447.1254 

t24 0 8887.478 8887.478 2860.659 1495.22 0 0 0 0 0 8465.822 0 0 0 1495.21988 0 0 0 0 0 900 32091.8763 
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Table 5.60: Committed status for a 20-generating unit system using the LFAOA algorithm with Wind (Thermal +Wind)  

Units/Hour t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U3 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U4 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U5 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

U6 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 

U7 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U13 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U14 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

U15 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U16 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U17 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 

U18 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.61: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal + Wind) system  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 
Hourly Cost 

($) 

t1 455 157 0 0 0 0 0 0 0 0 455 157 0 0 0 0 0 0 0 0 1223 0 24289.21 

t2 455 210 0 0 0 0 0 0 0 0 455 210 0 0 0 0 0 0 0 0 1329 560 26130.8 

t3 455 316 0 0 0 0 0 0 0 0 455 316 0 0 0 0 0 0 0 0 1542 0 29841.87 

t4 455 358 0 0 0 0 0 0 0 0 455 358 0 130 0 0 0 0 0 0 1755 2070 34152.44 

t5 455 396 0 0 25 0 0 0 0 0 455 396 0 130 0 0 0 0 0 0 1858 900 36461.94 

t6 455 455 0 0 56.5 0 0 0 0 0 455 455 0 130 56.5 0 0 0 0 0 2063 0 40718.77 

t7 455 455 0 130 50 0 0 0 0 0 455 455 0 130 50 0 0 0 0 0 2180 2020 43317.82 

t8 455 455 0 130 40.5 0 0 0 0 0 455 455 130 130 40.5 0 0 0 0 0 2291 0 45828.47 

t9 455 455 130 130 62 20 0 0 0 0 455 455 130 130 62 0 0 0 0 0 2484 0 50402.96 

t10 455 455 130 130 127 20 25 0 0 0 455 455 130 130 127 20 25 0 0 0 2684 860 56227.79 

t11 455 455 130 130 162 24.5 25 10 0 0 455 455 130 130 162 24.5 25 10 0 0 2783 120 59729.72 

t12 455 455 130 130 162 65.5 25 10 10 0 455 455 130 130 162 65.5 25 10 10 0 2885 120 63483.43 

t13 455 455 130 130 128 20 25 0 0 0 455 455 130 130 128 20 25 0 0 0 2686 0 56269.22 

t14 455 455 130 130 65.5 20 0 0 0 0 455 455 130 130 65.5 0 0 0 0 0 2491 0 50544.42 

t15 455 407 130 130 25 0 0 0 0 0 455 407 130 130 25 0 0 0 0 0 2293 60 46401.37 

t16 455 254 130 130 25 0 0 0 0 0 455 254 130 130 25 0 0 0 0 0 1989 0 41092.03 

t17 455 209 130 130 25 0 0 0 0 0 455 209 130 130 25 0 0 0 0 0 1897 60 39490.91 

t18 455 315 130 130 25 0 0 0 0 0 455 315 130 130 25 0 0 0 0 0 2109.5 0 43193.13 

t19 455 400 130 130 25 20 0 0 0 0 455 400 130 130 25 0 0 0 0 0 2300.4 60 46998.79 

t20 455 455 130 130 132 20 0 0 10 0 455 455 130 130 132 20 25 0 0 0 2680 1090 56219.78 

t21 455 455 130 130 0 20 0 0 0 0 455 455 130 130 68 20 25 0 0 0 2473 0 50829.61 

t22 455 359 130 130 0 0 0 0 0 0 455 359 0 130 0 20 25 0 0 0 2063 0 41949.39 

t23 455 365 0 0 0 0 0 0 0 0 455 365 0 0 0 0 0 0 0 0 1640 0 31554.04 

t24 455 258 0 0 0 0 0 0 0 0 455 258 0 0 0 0 0 0 0 0 1425 0 27801.65 
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Table 5.62: Individual fuel cost for 20 generating unit system using the LFAOA algorithm with Wind (Thermal +Wind) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC 

Hourly 

Cost 

($) 

t1 8465.8 3678.8 0 0 0 0 0 0 0 0 8465.8 3678.8 0 0 0 0 0 0 0 0 0 24289 

t2 8465.8 4599.6 0 0 0 0 0 0 0 0 8465.8 4599.6 0 0 0 0 0 0 0 0 560 26131 

t3 8465.8 6455.1 0 0 0 0 0 0 0 0 8465.8 6455.1 0 0 0 0 0 0 0 0 0 29842 

t4 8465.8 7180.1 0 0 0 0 0 0 0 0 8465.8 7180.1 0 2860.7 0 0 0 0 0 0 2070 34152 

t5 8465.8 7862.3 0 0 944.99 0 0 0 0 0 8465.8 7862.3 0 2860.7 0 0 0 0 0 0 900 36462 

t6 8465.8 8887.5 0 0 1575.8 0 0 0 0 0 8465.8 8887.5 0 2860.7 1575.8 0 0 0 0 0 0 40719 

t7 8465.8 8887.5 0 2860.7 1445 0 0 0 0 0 8465.8 8887.5 0 2860.7 1445 0 0 0 0 0 2020 43318 

t8 8465.8 8887.5 0 2860.7 1254.4 0 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1254.4 0 0 0 0 0 0 45828 

t9 8465.8 8887.5 2891.8 2860.7 1686.7 818.05 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1686.7 0 0 0 0 0 0 50403 

t10 8465.8 8887.5 2891.8 2860.7 3016.1 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 3016.1 818.05 1174 0 0 0 860 56228 

t11 8465.8 8887.5 2891.8 2860.7 3745.9 919.64 1174 919.61 0 0 8465.8 8887.5 2891.8 2860.7 3745.9 919.64 1174 919.61 0 0 120 59730 

t12 8465.8 8887.5 2891.8 2860.7 3745.9 1858.6 1174 919.61 937.92 0 8465.8 8887.5 2891.8 2860.7 3745.9 1858.6 1174 919.61 937.92 0 120 63483 

t13 8465.8 8887.5 2891.8 2860.7 3036.8 818.05 1174 0 0 0 8465.8 8887.5 2891.8 2860.7 3036.8 818.05 1174 0 0 0 0 56269 

t14 8465.8 8887.5 2891.8 2860.7 1757.4 818.05 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1757.4 0 0 0 0 0 0 50544 

t15 8465.8 8037.4 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 8037.4 2891.8 2860.7 944.99 0 0 0 0 0 60 46401 

t16 8465.8 5382.7 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 5382.7 2891.8 2860.7 944.99 0 0 0 0 0 0 41092 

t17 8465.8 4582.2 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 4582.2 2891.8 2860.7 944.99 0 0 0 0 0 60 39491 

t18 8465.8 6433.3 2891.8 2860.7 944.99 0 0 0 0 0 8465.8 6433.3 2891.8 2860.7 944.99 0 0 0 0 0 0 43193 

t19 8465.8 7927.1 2891.8 2860.7 944.99 818.05 0 0 0 0 8465.8 7927.1 2891.8 2860.7 944.99 0 0 0 0 0 60 46999 

t20 8465.8 8887.5 2891.8 2860.7 3130.1 818.05 0 0 937.92 0 8465.8 8887.5 2891.8 2860.7 3130.1 818.05 1174 0 0 0 1090 56220 

t21 8465.8 8887.5 2891.8 2860.7 0 818.05 0 0 0 0 8465.8 8887.5 2891.8 2860.7 1808 818.05 1174 0 0 0 0 50830 

t22 8465.8 7206.3 2891.8 2860.7 0 0 0 0 0 0 8465.8 7206.3 0 2860.7 0 818.05 1174 0 0 0 0 41949 

t23 8465.8 7311.2 0 0 0 0 0 0 0 0 8465.8 7311.2 0 0 0 0 0 0 0 0 0 31554 

t24 8465.8 5435 0 0 0 0 0 0 0 0 8465.8 5435 0 0 0 0 0 0 0 0 0 27802 
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Table 5.63: Committed status for a 20-generating unit system using the LFAOA algorithm with solar and PEVs (Thermal +Solar + PEVs) system 

Hours/ 

Units 
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 

U1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

U2 1 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 

U3 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U4 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 

U5 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

U6 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 

U7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 

U22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 

U13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U14 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 

U15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

U20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 5.64: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal+ Solar + PEVs) system  

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 
Hourly 

Cost ($) 

t1 366.2 0 0 0 0 0 0 0 0 0 366.2 0 0 0 0 0 0 0 0 0 732.4 0 13986.29 

t2 385.8 0 0 0 0 0 0 0 0 0 385.8 0 0 0 0 0 0 0 0 0 771.5 0 14633.44 

t3 424.1 0 0 23.02 0 0 0 0 0 0 424.1 0 0 0 0 0 0 0 0 0 871.24 560 16966.3 

t4 455 0 0 41.18 0 0 0 0 0 0 455 0 0 41.18 0 0 0 0 0 0 992.35 560 19657.57 

t5 455 0 0 56.5 0 0 0 0 0 0 455 0 0 56.5 0 0 0 0 0 0 1022.99 0 20169.45 

t6 455 0 62.8 83.22 0 0 0 0 0 0 455 0 0 83.22 0 0 0 0 0 0 1139.24 4620 22817.5 

t7 455 0 71.19 91.18 0 0 0 0 0 0 455 0 0 91.18 0 0 0 0 0 0 1163.54 0 23227.39 

t8 455 0 74.84 94.64 25 0 0 0 0 0 455 0 0 94.64 0 0 0 0 0 0 1199.12 1100 24351.09 

t9 455 172.6 130 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1237.57 0 24726.22 

t10 455 262.2 130 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1327.18 5000 26284.97 

t11 455 444.6 0 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1379.6 0 26581.7 

t12 455 450.2 0 0 25 20 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1405.21 5000 27498.14 

t13 455 346.4 0 0 25 20 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1301.41 0 25680.92 

t14 455 313.1 0 0 0 20 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1243.06 0 24153.49 

t15 455 274.4 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1184.43 0 22661.65 

t16 429 150 0 0 0 0 0 0 0 0 429 0 0 0 0 0 0 0 0 0 1007.95 0 19632.84 

t17 423.5 150 0 0 0 0 0 0 0 0 423.5 0 0 0 0 0 0 0 0 0 996.96 0 19450.42 

t18 455 197 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1106.96 0 21313.2 

t19 455 311.6 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1221.62 0 23310.31 

t20 455 218.3 0 0 0 0 0 0 0 0 455 218.3 0 0 0 0 0 0 0 0 1346.53 1120 26435.69 

t21 455 349.1 0 130 0 0 0 0 0 0 0 349.1 0 0 0 0 0 0 0 0 1283.26 0 25394.02 

t22 455 0 0 130 0 0 0 0 0 0 0 337.6 0 130 0 0 0 0 0 0 1052.56 1120 21018.75 

t23 455 0 0 129.5 0 0 0 0 0 0 0 150 0 129.5 0 0 0 0 0 0 864.08 1650 17737.43 

t24 455 0 0 75.3 0 0 0 0 0 0 0 150 0 75.29 0 0 0 0 0 0 755.59 2480 15900.46 
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Table 5.65: Individual fuel cost for 20 generating Unit system using the LFAOA algorithm with (Thermal + Solar + PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC 

Hourly 

Cost ($) 

t1 6993.1 0 0 0 0 0 0 0 0 0 6993.147 0 0 0 0 0 0 0 0 0 0 13986.29 

t2 7316.7 0 0 0 0 0 0 0 0 0 7316.718 0 0 0 0 0 0 0 0 0 0 14633.44 

t3 7952.7 0 0 1061 0 0 0 0 0 0 7952.676 0 0 0 0 0 0 0 0 0 560 16966.3 

t4 8465.8 0 0 1363 0 0 0 0 0 0 8465.822 0 0 1362.965 0 0 0 0 0 0 560 19657.57 

t5 8465.8 0 0 1618.9 0 0 0 0 0 0 8465.822 0 0 1618.902 0 0 0 0 0 0 0 20169.45 

t6 8465.8 0 1750.3 2067.8 0 0 0 0 0 0 8465.822 0 0 2067.759 0 0 0 0 0 0 4620 22817.5 

t7 8465.8 0 1891.9 2201.9 0 0 0 0 0 0 8465.822 0 0 2201.93 0 0 0 0 0 0 0 23227.39 

t8 8465.8 0 1953.6 2260.4 944.99 0 0 0 0 0 8465.822 0 0 2260.43 0 0 0 0 0 0 1100 24351.09 

t9 8465.8 3957.8 2891.8 0 944.99 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 24726.22 

t10 8465.8 5516.5 2891.8 0 944.99 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 5000 26284.97 

t11 8465.8 8705.1 0 0 944.99 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 26581.7 

t12 8465.8 8803.5 0 0 944.99 818.05 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 5000 27498.14 

t13 8465.8 6986.2 0 0 944.99 818.05 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 25680.92 

t14 8465.8 6403.8 0 0 0 818.05 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 24153.49 

t15 8465.8 5730 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 22661.65 

t16 8033.4 3566 0 0 0 0 0 0 0 0 8033.435 0 0 0 0 0 0 0 0 0 0 19632.84 

t17 7942.2 3566 0 0 0 0 0 0 0 0 7942.222 0 0 0 0 0 0 0 0 0 0 19450.42 

t18 8465.8 4381.6 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 21313.2 

t19 8465.8 6378.7 0 0 0 0 0 0 0 0 8465.822 0 0 0 0 0 0 0 0 0 0 23310.31 

t20 8465.8 4752 0 0 0 0 0 0 0 0 8465.822 4752.022 0 0 0 0 0 0 0 0 1120 26435.69 

t21 8465.8 7033.8 0 2860.7 0 0 0 0 0 0 0 7033.77 0 0 0 0 0 0 0 0 0 25394.02 

t22 8465.8 0 0 2860.7 0 0 0 0 0 0 0 6831.609 0 2860.659 0 0 0 0 0 0 1120 21018.75 

t23 8465.8 0 0 2852.8 0 0 0 0 0 0 0 3565.975 0 2852.817 0 0 0 0 0 0 1650 17737.43 

t24 8465.8 0 0 1934.3 0 0 0 0 0 0 0 3565.975 0 1934.33 0 0 0 0 0 0 2480 15900.46 
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Table 5.66: Committed status for a 20-generating unit system using the LFAOA algorithm with Wind and PEVs                                                 

(Thermal + Wind +PEVs) system 

Hours/ 

Units 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16 U17 U18 U19 U20 

t1 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t2 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t3 1 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

t4 1 1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 

t5 1 1 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t6 1 1 0 1 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t7 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t8 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t9 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t10 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 0 0 

t11 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 

t12 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 

t13 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 0 0 

t14 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 

t15 1 1 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t16 1 1 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t17 1 1 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t18 1 1 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 0 

t19 1 1 1 1 1 1 1 0 0 0 1 1 0 1 1 0 0 0 0 0 

t20 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 0 0 

t21 1 1 1 1 1 0 1 0 0 0 1 1 1 1 1 1 0 0 0 0 

t22 1 1 0 1 0 0 0 0 0 0 1 1 1 1 0 1 0 0 0 0 

t23 1 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 

t24 1 1 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 
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Table 5.67: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal+ Wind + PEVs) system  

Hours

/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 
Hourly 

Cost ($) 

t1 455 157 0 0 0 0 0 0 0 0 455 156.5 0 0 0 0 0 0 0 0 1223 0 24289.21 

t2 455 210 0 0 0 0 0 0 0 0 455 209.5 0 0 0 0 0 0 0 0 1329 430 26130.8 

t3 455 316 0 0 0 0 0 0 0 0 455 316 0 0 0 0 0 0 0 0 1542 1460 29841.87 

t4 455 358 0 0 0 0 0 0 0 0 455 357.5 0 130 0 0 0 0 0 0 1755 560 34152.44 

t5 455 396 0 0 0 0 0 0 0 0 455 396.5 0 130 25 0 0 0 0 0 1858 1450 36461.94 

t6 455 369 0 130 0 0 0 0 0 0 455 369 130 130 25 0 0 0 0 0 2063 0 41252.05 

t7 455 363 130 130 0 0 0 0 0 0 455 362.5 130 130 25 0 0 0 0 0 2180 0 43916.52 

t8 455 406 130 130 25 0 0 0 0 0 455 405.5 130 130 25 0 0 0 0 0 2291 1100 46366.34 

t9 455 455 130 130 62 20 0 0 0 0 455 455 130 130 62 0 0 0 0 0 2484 170 50402.96 

t10 455 455 130 130 127 20 25 0 0 0 455 455 130 130 127 20 25 0 0 0 2684 1120 56227.79 

t11 455 455 130 130 162 24.5 25 10 0 0 455 455 130 130 162 24.5 25 10 0 0 2783 120 59729.72 

t12 455 455 130 130 162 65.5 25 10 10 0 455 455 130 130 162 65.5 25 10 10 0 2885 120 63483.43 

t13 455 455 130 130 128 20 25 0 0 0 455 455 130 130 128 20 25 0 0 0 2686 0 56269.22 

t14 455 455 130 130 65.5 20 0 0 0 0 455 455 130 130 65.5 0 0 0 0 0 2491 0 50544.42 

t15 455 455 130 130 41.5 0 0 0 0 0 455 455 0 130 41.5 0 0 0 0 0 2293 60 45868.53 

t16 455 320 130 130 25 0 0 0 0 0 455 319.5 0 130 25 0 0 0 0 0 1989 0 40467.17 

t17 455 274 130 130 25 0 0 0 0 0 455 273.5 0 130 25 0 0 0 0 0 1897 0 38862.33 

t18 455 370 130 130 25 20 0 0 0 0 455 369.8 0 130 25 0 0 0 0 0 2109.5 0 43041.32 

t19 455 453 130 130 25 20 25 0 0 0 455 452.7 0 130 25 0 0 0 0 0 2300.4 400 47121.04 

t20 455 455 130 130 132.5 20 25 10 0 0 455 455 130 130 132.5 20 0 0 0 0 2680 580 56201.47 

t21 455 455 130 130 44 0 25 0 0 0 455 455 130 130 44 20 0 0 0 0 2473 0 50852.57 

t22 455 372 0 130 0 0 0 0 0 0 455 371.5 130 130 0 20 0 0 0 0 2063 0 41212.56 

t23 455 300 0 0 0 0 0 0 0 0 455 300 130 0 0 0 0 0 0 0 1640 0 32175.24 

t24 455 365 0 0 0 20 0 0 0 0 455 0 130 0 0 0 0 0 0 0 1425 0 27952.69 
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Table 5.68: Individual fuel cost for 20 generating unit system using the LFAOA algorithm with Wind and PEVs (Thermal + Wind + PEVs) system 

Hours/ 

Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC 

Hourly 

Cost 

($) 

t1 8465.8 3678.78 0 0 0 0 0 0 0 0 8465.822 3678.783 0 0 0 0 0 0 0 0 0 24289.21 

t2 8465.8 4599.58 0 0 0 0 0 0 0 0 8465.822 4599.576 0 0 0 0 0 0 0 0 430 26130.8 

t3 8465.8 6455.12 0 0 0 0 0 0 0 0 8465.822 6455.115 0 0 0 0 0 0 0 0 1460 29841.87 

t4 8465.8 7180.07 0 0 0 0 0 0 0 0 8465.822 7180.07 0 2860.659 0 0 0 0 0 0 560 34152.44 

t5 8465.8 7862.33 0 0 0 0 0 0 0 0 8465.822 7862.326 0 2860.659 944.988 0 0 0 0 0 1450 36461.94 

t6 8465.8 7381.15 0 2860.7 0 0 0 0 0 0 8465.822 7381.15 2891.8 2860.659 944.988 0 0 0 0 0 0 41252.05 

t7 8465.8 7267.49 2891.8 2860.7 0 0 0 0 0 0 8465.822 7267.486 2891.8 2860.659 944.988 0 0 0 0 0 0 43916.52 

t8 8465.8 8019.9 2891.8 2860.7 944.99 0 0 0 0 0 8465.822 8019.903 2891.8 2860.659 944.988 0 0 0 0 0 1100 46366.34 

t9 8465.8 8887.48 2891.8 2860.7 1686.7 818.05 0 0 0 0 8465.822 8887.478 2891.8 2860.659 1686.7 0 0 0 0 0 170 50402.96 

t10 8465.8 8887.48 2891.8 2860.7 3016.1 818.05 1174 0 0 0 8465.822 8887.478 2891.8 2860.659 3016.09 818.05 1174 0 0 0 1120 56227.79 

t11 8465.8 8887.48 2891.8 2860.7 3745.9 919.64 1174 919.61 0 0 8465.822 8887.478 2891.8 2860.659 3745.85 919.64 1174 919.61 0 0 120 59729.72 

t12 8465.8 8887.48 2891.8 2860.7 3745.9 1858.6 1174 919.61 937.9 0 8465.822 8887.478 2891.8 2860.659 3745.85 1858.6 1174 919.61 937.92 0 120 63483.43 

t13 8465.8 8887.48 2891.8 2860.7 3036.8 818.05 1174 0 0 0 8465.822 8887.478 2891.8 2860.659 3036.81 818.05 1174 0 0 0 0 56269.22 

t14 8465.8 8887.48 2891.8 2860.7 1757.4 818.05 0 0 0 0 8465.822 8887.478 2891.8 2860.659 1757.43 0 0 0 0 0 0 50544.42 

t15 8465.8 8887.48 2891.8 2860.7 1274.4 0 0 0 0 0 8465.822 8887.478 0 2860.659 1274.4 0 0 0 0 0 60 45868.53 

t16 8465.8 6516.21 2891.8 2860.7 944.99 0 0 0 0 0 8465.822 6516.215 0 2860.659 944.988 0 0 0 0 0 0 40467.17 

t17 8465.8 5713.8 2891.8 2860.7 944.99 0 0 0 0 0 8465.822 5713.799 0 2860.659 944.988 0 0 0 0 0 0 38862.33 

t18 8465.8 7394.27 2891.8 2860.7 944.99 818.05 0 0 0 0 8465.822 7394.267 0 2860.659 944.988 0 0 0 0 0 0 43041.32 

t19 8465.8 8847.13 2891.8 2860.7 944.99 818.05 1174 0 0 0 8465.822 8847.133 0 2860.659 944.988 0 0 0 0 0 400 47121.04 

t20 8465.8 8887.48 2891.8 2860.7 3130.1 818.05 1174 919.61 0 0 8465.822 8887.478 2891.8 2860.659 3130.12 818.05 0 0 0 0 580 56201.47 

t21 8465.8 8887.48 2891.8 2860.7 1324.5 0 1174 0 0 0 8465.822 8887.478 2891.8 2860.659 1324.51 818.05 0 0 0 0 0 50852.57 

t22 8465.8 7424.87 0 2860.7 0 0 0 0 0 0 8465.822 7424.874 2891.8 2860.659 0 818.05 0 0 0 0 0 41212.56 

t23 8465.8 6175.9 0 0 0 0 0 0 0 0 8465.822 6175.9 2891.8 0 0 0 0 0 0 0 0 32175.24 

t24 8465.8 7311.2 0 0 0 818.05 0 0 0 0 8465.822 0 2891.8 0 0 0 0 0 0 0 0 27952.69 
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Table 5.69: Committed status for a 20-generating unit using the LFAOA algorithm with Solar, Wind, and PEVs (Thermal + Solar + PEVs) system 

Hours/Units U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 U16 U17 U18 U19 U20 

t1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t2 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t3 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t4 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

t5 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

t6 1 0 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

t7 1 0 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

t8 1 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

t9 1 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t10 1 1 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 

t11 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 

t12 1 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

t13 1 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

t14 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

t15 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

t16 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 

t17 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 

t18 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t19 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t20 1 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t21 1 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t22 1 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t23 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

t24 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
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Table 5.70: Scheduling for a 20-generating unit system using the LFAOA algorithm with (Thermal + Solar + Wind + PEVs) system  

Hours/Units P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

Power 

Generated 

(MW) 

SUC 

($) 

Hourly 

Cost ($) 

t1 366.2 0 0 0 0 0 0 0 0 0 366.2 0 0 0 0 0 0 0 0 0 732.4 0 13986.29 

t2 385.8 0 0 0 0 0 0 0 0 0 385.8 0 0 0 0 0 0 0 0 0 771.5 1690 14633.44 

t3 424.1 0 0 23.02 0 0 0 0 0 0 424.1 0 0 0 0 0 0 0 0 0 871.24 1450 16966.3 

t4 455 0 0 41.18 0 0 0 0 0 0 455 0 0 41.18 0 0 0 0 0 0 992.35 560 19657.57 

t5 455 0 0 56.5 0 0 0 0 0 0 455 0 0 56.5 0 0 0 0 0 0 1022.99 0 20169.45 

t6 455 0 62.8 83.22 0 0 0 0 0 0 455 0 0 83.22 0 0 0 0 0 0 1139.24 1100 22817.5 

t7 455 0 71.19 91.18 0 0 0 0 0 0 455 0 0 91.18 0 0 0 0 0 0 1163.54 860 23227.39 

t8 455 0 130 0 29.12 0 0 0 0 0 455 0 0 130 0 0 0 0 0 0 1199.12 230 23711.14 

t9 455 172.6 130 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1237.57 0 24726.22 

t10 455 358.6 130 0 25 0 0 0 0 0 0 358.6 0 0 0 0 0 0 0 0 1327.18 5000 26700.86 

t11 455 449.8 0 0 25 0 0 0 0 0 0 449.8 0 0 0 0 0 0 0 0 1379.6 5000 27003.34 

t12 455 397.6 0 0 25 0 0 0 0 0 0 397.6 130 0 0 0 0 0 0 0 1405.21 0 28065.95 

t13 455 345.7 0 0 25 0 0 0 0 0 0 345.7 130 0 0 0 0 0 0 0 1301.41 0 26250.44 

t14 455 329 0 0 0 0 0 0 0 0 0 329 130 0 0 0 0 0 0 0 1243.06 0 24722.86 

t15 455 299.7 0 0 0 0 0 0 0 0 0 299.7 130 0 0 0 0 0 0 0 1184.43 2570 23699.48 

t16 455 211.5 0 0 0 0 0 0 0 0 0 211.5 130 0 0 0 0 0 0 0 1007.95 0 20625.47 

t17 455 271 0 0 0 0 0 0 0 0 0 271 0 0 0 0 0 0 0 0 996.96 0 19805.58 

t18 455 197 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1106.96 0 21313.2 

t19 455 311.6 0 0 0 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1221.62 0 23310.31 

t20 455 411.5 0 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1346.53 1800 26002.14 

t21 455 348.3 0 0 25 0 0 0 0 0 455 0 0 0 0 0 0 0 0 0 1283.26 0 24895.2 

t22 438.8 150 0 0 25 0 0 0 0 0 438.8 0 0 0 0 0 0 0 0 0 1052.56 0 20903.49 

t23 419.5 0 0 0 25 0 0 0 0 0 419.5 0 0 0 0 0 0 0 0 0 864.08 0 16698.67 

t24 365.3 0 0 0 25 0 0 0 0 0 365.3 0 0 0 0 0 0 0 0 0 755.59 0 14901.34 
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Table 5.71: Individual fuel cost for 20 Generating Unit system using LFAOA algorithm with Solar, Wind, and PEVs                                                                       

(Thermal + Wind + PEVs) system 

Hours

/Units 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 SUC 

Hourly 

Cost ($) 

t1 6993.1 0 0 0 0 0 0 0 0 0 6993.15 0 0 0 0 0 0 0 0 0 0 13986.3 

t2 7316.7 0 0 0 0 0 0 0 0 0 7316.72 0 0 0 0 0 0 0 0 0 1690 14633.4 

t3 7952.7 0 0 1060.95 0 0 0 0 0 0 7952.68 0 0 0 0 0 0 0 0 0 1450 16966.3 

t4 8465.8 0 0 1362.96 0 0 0 0 0 0 8465.82 0 0 1362.96 0 0 0 0 0 0 560 19657.6 

t5 8465.8 0 0 1618.9 0 0 0 0 0 0 8465.82 0 0 1618.9 0 0 0 0 0 0 0 20169.4 

t6 8465.8 0 1750.34 2067.76 0 0 0 0 0 0 8465.82 0 0 2067.76 0 0 0 0 0 0 1100 22817.5 

t7 8465.8 0 1891.89 2201.93 0 0 0 0 0 0 8465.82 0 0 2201.93 0 0 0 0 0 0 860 23227.4 

t8 8465.8 0 2891.8 0 1027 0 0 0 0 0 8465.82 0 0 2860.66 0 0 0 0 0 0 230 23711.1 

t9 8465.8 3957.8 2891.8 0 944.99 0 0 0 0 0 8465.82 0 0 0 0 0 0 0 0 0 0 24726.2 

t10 8465.8 7199.1 2891.8 0 944.99 0 0 0 0 0 0 7199.1 0 0 0 0 0 0 0 0 5000 26700.9 

t11 8465.8 8796.3 0 0 944.99 0 0 0 0 0 0 8796.3 0 0 0 0 0 0 0 0 5000 27003.3 

t12 8465.8 7881.7 0 0 944.99 0 0 0 0 0 0 7881.7 2891.8 0 0 0 0 0 0 0 0 28065.9 

t13 8465.8 6973.9 0 0 944.99 0 0 0 0 0 0 6973.9 2891.8 0 0 0 0 0 0 0 0 26250.4 

t14 8465.8 6682.6 0 0 0 0 0 0 0 0 0 6682.6 2891.8 0 0 0 0 0 0 0 0 24722.9 

t15 8465.8 6170.9 0 0 0 0 0 0 0 0 0 6170.9 2891.8 0 0 0 0 0 0 0 2570 23699.5 

t16 8465.8 4633.9 0 0 0 0 0 0 0 0 0 4633.9 2891.8 0 0 0 0 0 0 0 0 20625.5 

t17 8465.8 5669.9 0 0 0 0 0 0 0 0 0 5669.9 0 0 0 0 0 0 0 0 0 19805.6 

t18 8465.8 4381.6 0 0 0 0 0 0 0 0 8465.82 0 0 0 0 0 0 0 0 0 0 21313.2 

t19 8465.8 6378.7 0 0 0 0 0 0 0 0 8465.82 0 0 0 0 0 0 0 0 0 0 23310.3 

t20 8465.8 8125.5 0 0 944.99 0 0 0 0 0 8465.82 0 0 0 0 0 0 0 0 0 1800 26002.1 

t21 8465.8 7018.6 0 0 944.99 0 0 0 0 0 8465.82 0 0 0 0 0 0 0 0 0 0 24895.2 

t22 8196.3 3566 0 0 944.99 0 0 0 0 0 8196.26 0 0 0 0 0 0 0 0 0 0 20903.5 

t23 7876.8 0 0 0 944.99 0 0 0 0 0 7876.84 0 0 0 0 0 0 0 0 0 0 16698.7 

t24 6978.2 0 0 0 944.99 0 0 0 0 0 6978.18 0 0 0 0 0 0 0 0 0 0 14901.3 
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Table 5.72: Statistical and hypothetical analysis of 20 Generating Unit System using the CAOA optimization algorithms with different cases. 

Case 

No. 

Test Case of 

Generation 
Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

 Average 

Time 

Worst 

Time 
p-value p-value h-Value 

1 
Conventional 

Thermal 
1123401 1125228 1126808 1014.409 1125441 1.73E-06 4.44E-90 1 0 0.021875 0.03125 

2 Thermal + Wind 1050684 1053318 1055245 1163.608 1053319 1.7344E-06 1.61315E-87 1 0 0.022396 0.03125 

3 Thermal + PEVs 1129779 1131449 1132469 737.6434 1131661 1.7344E-06 3.67822E-94 1 0 0.017708 0.03125 

4 Thermal + Solar  529223.7 544274.1 552843.7 8771.543 547948.7 1.67312E-06 9.17219E-54 1 0 0.017188 0.03125 

5 
Thermal + Wind + 

PEVs 
1050274 1053285 1055320 1275.875 1053348 1.7344E-06 2.334E-86 1 0 0.020833 0.046875 

6 
Thermal + Solar + 

PEVs 
529223.7 543445.7 552733.7 9131.463 547333.7 1.64473E-06 3.07601E-53 1 0 0.017708 0.03125 

7 
Thermal + Solar + 

Wind + PEVs 
529223.7 544274.1 552843.7 8771.543 547948.7 1.67312E-06 9.17219E-54 1 0.015625 0.022396 0.03125 

 

  

 

 

 



 
 

272 
 

 

Table 5.73: Comparison of 20 Generating Unit Systems for CAOA algorithms with different cases (Winter) 

Case 

No. 
Test Case Best ($) 

Average 

($) 
Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 

Worst 

Time 
p-value p-value 

h-

Value 

1 
Conventional 

Thermal 
1123401 1125228 1126808 1014.409 1125441 1.73E-06 

4.44E-

90 
1 0 0.021875 0.03125 

2 Thermal + Wind 1050684 1053318 1055245 1163.608 1053319 1.73E-06 
1.61E-

87 
1 0 0.022396 0.03125 

3 Thermal + PEVs 1129779 1131449 1132469 737.6434 1131661 1.73E-06 
3.68E-

94 
1 0 0.017708 0.03125 

4 Thermal + Solar 1081457 1084709 1089977 3158.419 1083792 1.61E-06 
2.59E-

75 
1 0.015625 0.025521 0.03125 

5 
Thermal + Wind + 

PEVs 
1050274 1053285 1055320 1275.875 1053348 1.73E-06 

2.33E-

86 
1 0 0.020833 0.046875 

6 
Thermal + Solar + 

PEVs 
1081739 1087956 1092831 3162.8 1087356 1.71E-06 

2.48E-

75 
1 0.015625 0.023958 0.03125 

7 
Thermal +Solar + 

Wind +PEVs 
534484.8 549968.8 561424.8 9842.716 554364.8 1.64E-06 

1.91E-

52 
1 0.015625 0.016667 0.03125 
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Table 5.74: Comparison of 20 Generating Unit System using the LFAOA optimization algorithms with different cases (Summer) 

Case 

No.  
Test Case Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 

Worst 

Time 
p-value p-value h-Value 

1 Thermal System 1122982 1124992 1126145 837.8267 1125285 1.7E-06 1.7E-92 1 0 0.01927 0.03125 

2 Thermal + PEVs 1128703 1131281 1133609 1058.88 1131489 1.7E-06 1.3E-89 1 0.01563 0.02448 0.0625 

3 Thermal + Solar   1076156 1083411 1095504 4015.361 1083092 1.7E-06 2.8E-72 1 0 0.025 0.0625 

4 Thermal + Wind 1050850 1052872 1054691 965.2989 1052869 1.7E-06 7.2E-90 1 0 0.02188 0.09375 

5 
Thermal + Wind + 

PEVs 
1050394 1052750 1054823 1128.034 1052733 1.7E-06 6.7E-88 1 0 0.01771 0.03125 

6 
Thermal + Solar + 

PEVs 
546799.2 552509.3 560623.6 3602.025 553141.5 1.7E-06 3.7E-65 1 0 0.02083 0.04688 

7 
Thermal + Solar 

+Wind + PEVs 
545053.6 553022.2 560081.8 3475.161 553387.9 1.7E-06 1.3E-65 1 0 0.01927 0.04688 

 

Table 5.75: Comparison of 20 Generating Unit Systems using the LFAOA algorithms with different cases (Winter) 

Case 

No. 
Test Case Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 
Worst Time 

p-value p-value h-Value 

1 Thermal System 1122982 1124992 1126145 837.8267 1125285 1.70E-06 1.70E-92 1 0 0.01927 0.03125 

2 Thermal + PEVs 1128703 1131281 1133609 1058.88 1131489 1.70E-06 1.30E-89 1 0.01563 0.02448 0.0625 

3 Thermal + Wind 1050850 1052872 1054691 965.2989 1052869 1.70E-06 7.20E-90 1 0 0.02188 0.09375 

4 UCP + Solar 1078056 1088209 1095322 3705.538 1088664 1.73E-06 2.43E-73 1 0.015625 0.015625 0.015625 

5 
Thermal + Wind + 

PEVs 
1050394 1052750 1054823 1128.034 1052733 1.70E-06 6.70E-88 1 0 0.01771 0.03125 

6 
UCP + Solar+ 

PEVs 
550849 555713.5 564662.7 3313.068 554672.7 1.73E-06 2.75E-66 1 0.015625 0.016146 0.03125 

7 
UCP +Solar 

+Wind + PEVs 
1040688 1043229 1045202 1033.534 1043367 1.73E-06 6.85E-89 1 0.015625 0.01875 0.03125 

 

 



 
 

274 
 

5.5.1.3 System of 40 Generating Units 

The efficiency of the proposed CAOA and LFAOA optimizers is tested using a 

specialized system comprising 40 power-generating units that operate for 24 hours. The 

CAOA and LFAOA techniques are subjected to evaluation through 100 iterations, while 

30 trial runs verify the effectiveness of the CAOA and LFAOA algorithms. Details of 

the commitment status, optimal scheduling, and individual fuel costs of each of the 40 

generating units for thermal units with solar, PEVs, and wind are presented in Table 

5.76, which illustrates the statistical and hypothetical analysis of the 40 generating unit 

system using CAOA optimization algorithms with different cases. Table 5.77 illustrates 

the statistical and hypothetical analysis of 40 generating units with the help of LFAOA 

optimization algorithms in different cases. Table 5.78 illustrates the statistical and 

hypothetical analysis of 40 generating unit systems using CAOA optimization 

algorithms with different cases for the summer season. Table 5.79 illustrates the 

statistical and hypothetical analysis of 40 generating unit systems using LFAOA 

optimizations algorithms with different cases for the winter season. Table 5.80 

illustrates the comparison of different generating unit systems for CAOA with different 

cases. Table 5.81 illustrates the comparison of the generating unit system for the 

LFAOA algorithm with different cases. Table 5.82 illustrates the cost comparison for 

the 10-unit system with other methods. Figure 5.5 illustrates the cost comparison chart 

for the 10, 20, and 40-unit systems with CAOA. Figure 5.6 illustrates the cost 

comparison chart for 10, 20, and 40-unit systems with the LFAOA algorithm. Figure 

5.7 illustrates the convergence curve for the 10-, 20-, and 40-unit systems using CAOA 

and LFAOA with the combined effects of thermal, solar, wind, and plug-in electric 

vehicles. 
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Table 5.76: Comparison of 40 Generating Unit Systems for the CAOA algorithms with different cases (Summer) 

Test Case Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 
Worst Time 

p-value p-value h-Value 

Thermal System 2246014 2250002 2252619 1578.101 2250432 1.73E-06 3.06E-93 1 0.015625 0.043229 0.09375 

Thermal + PEV 2253149 2255037 2256230 859.5718 2255440 1.21E-06 6.40E-101 1 0.015625 0.047917 0.09375 

Thermal + SOLAR 2161119 2169874 2182779 8420.975 2171364 1.37E-06 1.08E-71 1 0.015625 0.038021 0.078125 

Thermal + WIND 2171041 2174544 2178548 1812.338 2175304 1.56E-06 4.56E-91 1 0 0.042188 0.09375 

Thermal + WIND + PEV 2166287 2169067 2171629 1345.898 2169687 1.29E-06 8.77E-95 1 0.015625 0.039583 0.09375 

Thermal + WIND + PEV + 

SOLAR 
2155661 2158631 2163295 1577.27 2159496 1.51E-06 1.00E-92 1 0.015625 0.034375 0.0625 

 

Table 5.77: Comparison of 40 Generating Unit Systems for the LFAOA algorithms with different cases (Summer) 

Test Case Best ($) Average ($) Worst ($) STD Median 
Wilcoxon Test T-Test 

Best Time 
 Average 

Time 
Worst Time 

p-value p-value h-Value 

Thermal System 2246537 2249809 2253202 1783.155 2249661 1.73E-06 1.06E-91 1 0.015625 0.04375 0.25 

Thermal + PEV 2253445 2256169 2263766 1821.746 2255990 1.73E-06 1.82E-91 1 0.015625 0.040625 0.109375 

Thermal + SOLAR 2170009 2182187 2197718 5673.393 2180770 1.73E-06 9.71E-77 1 0.01568 0.047917 0.109375 

Thermal + WIND 2171968 2176212 2180380 2031.965 2176154 1.73E-06 1.23E-89 1 0.015625 0.038021 0.078125 

Thermal + WIND + PEV 2167600 2170761 2172976 1694.269 2170961 1.73E-06 6.80E-92 1 0.015625 0.047396 0.078125 

Thermal + WIND + PEV + 
SOLAR 

2154973 2159186 2163594 2056.203 2159285 1.73E-06 2.18E-89 1 0.015623 0.03125 0.0625 
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Table 5.78: Comparison of 40 Generating Unit Systems for the CAOA algorithms with different cases (Winter) 

Test Case Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 
Worst Time 

p-value p-value h-Value 

 Thermal System 2246014 2250002 2252619 1578.101 2250432 1.73E-06 3.06E-93 1 0.015625 0.043229 0.09375 

UCP+PEV 2253149 2255037 2256230 859.5718 2255440 1.21E-06 6.40E-101 1 0.015625 0.047917 0.09375 

UCP+WIND 2171041 2174544 2178548 1812.338 2175304 1.56E-06 4.56E-91 1 0 0.042188 0.09375 

UCP + Solar 2166011 2175905 2188591 9066.083 2177111 1.44E-06 8.45E-71 1 0.015625 0.038021 0.09375 

UCP + Wind + PEV 2166287 2169067 2171629 1345.898 2169687 1.29E-06 8.77E-95 1 0.015625 0.039583 0.09375 

UCP +Solar +PEV 2236352 2239549 2241407 1104.089 2239697 1.70E-06 1.11E-97 1 0.015625 0.041667 0.09375 

UCP + Solar + Wind + PEVs 2162466 2164587 2168066 1369.87 2164498 1.56E-06 1.55E-94 1 0.015625 0.030729 0.046875 

 

Table 5.79: Comparison of 40 Generating Unit Systems for the LFAOA algorithms with different cases (Winter) 

Test Case Best ($) Average ($) Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 
Worst Time 

p-value p-value 
h-

Value 

 Thermal System 2246537 2249809 2253202 1783.155 2249661 1.73E-06 1.06E-91 1 0.015625 0.04375 0.25 

Thermal + PEVs 2253445 2256169 2263766 1821.746 2255990 1.73E-06 1.82E-91 1 0.015625 0.040625 0.109375 

Thermal + WIND 2171968 2176212 2180380 2031.965 2176154 1.73E-06 1.23E-89 1 0.015625 0.038021 0.078125 

Thermal + SOLAR 2173390 2185194 2194906 5115.037 2185255 1.73E-06 4.62E-78 1 0.015625 0.040104 0.078125 

Thermal + WIND + PEVs 2167600 2170761 2172976 1694.269 2170961 1.73E-06 6.80E-92 1 0.015625 0.047396 0.078125 

Thermal + Solar + PEVs 2236865 2240862 2245808 2114.782 2241234 1.73E-06 1.68E-89 1 0.015625 0.044792 0.078125 

Thermal + Solar + Wind + 
PEVs 

2162821 2165482 2171353 1867.384 2165250 1.73E-06 1.23E-90 1 0.015625 0.035938 0.078125 
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Table 5.80: Comparison of Generating Unit Systems for the CAOA algorithms with different cases  

Test 

Units 
Test Case Best ($) 

Average 

($) 
Worst ($) STD Median 

Wilcoxon 

Test 
T-Test 

Best Time 
 Average 

Time 

Worst 

Time 
p-value p-value 

h-

Value 

10 Unit 

Conventional Thermal 

System 
563427.8 564297 565017.7 387.2645 564327 1.73E-06 1.63E-93 1 0 0.02083 0.0313 

Thermal+ PEVs 558645.4 559191.3 559914 290.0386 559151.6 1.73E-06 4.85E-97 1 0.0156 0.02083 0.0625 

Thermal+ Solar 547399.2 548219.2 549022.3 377.9526 548147 1.73E-06 1.86E-93 1 0.0156 0.02031 0.0313 

Thermal + Wind 491763.4 493505.5 494666.4 695.5368 493729.6 1.73E-06 1.89E-84 1 0.0156 0.0224 0.0469 

Thermal+ PEVs + Solar 547620.4 548275 549291.5 411.3319 548258.5 1.73E-06 2.16E-92 1 0 0.01927 0.0313 

Thermal+ PEVs +Wind 489870 490994.5 492368.4 624.9831 491057 1.73E-06 9.83E-86 1 0.0156 0.01875 0.0313 

Thermal+ Solar+ +Wind + 

PEVs 
479205.8 481668.3 483869.4 981.2449 481767 1.73E-06 8.23E-80 1 0 0.02083 0.0469 

20 Unit 

Conventional Thermal 1123401 1125228 1126808 1014.409 1125441 1.73E-06 4.44E-90 1 0 0.021875 0.03125 

Thermal + Wind 1050684 1053318 1055245 1163.608 1053319 1.73E-06 1.61E-87 1 0 0.022396 0.03125 

Thermal + PEVs 1129779 1131449 1132469 737.6434 1131661 1.73E-06 3.68E-94 1 0 0.017708 0.03125 

Thermal + Solar  529223.7 544274.1 552843.7 8771.543 547948.7 1.67E-06 9.17E-54 1 0 0.017188 0.03125 

Thermal + Wind + PEVs 1050274 1053285 1055320 1275.875 1053348 1.73E-06 2.33E-86 1 0 0.020833 0.046875 

Thermal + Solar + PEVs 529223.7 543445.7 552733.7 9131.463 547333.7 1.64E-06 3.08E-53 1 0 0.017708 0.03125 

Thermal + Solar + Wind + 

PEVs 
529223.7 544274.1 552843.7 8771.543 547948.7 1.67E-06 9.17E-54 1 0.015625 0.022396 0.03125 

40 Unit 

Thermal System 2246014 2250002 2252619 1578.101 2250432 1.73E-06 3.06E-93 1 0.015625 0.043229 0.09375 

Thermal + PEV 2253149 2255037 2256230 859.5718 2255440 1.21E-06 6.40E-101 1 0.015625 0.047917 0.09375 

Thermal + SOLAR 2161119 2169874 2182779 8420.975 2171364 1.37E-06 1.08E-71 1 0.015625 0.038021 0.078125 

Thermal + WIND 2171041 2174544 2178548 1812.338 2175304 1.56E-06 4.56E-91 1 0 0.042188 0.09375 

Thermal + WIND + PEV 2166287 2169067 2171629 1345.898 2169687 1.29E-06 8.77E-95 1 0.015625 0.039583 0.09375 

Thermal + WIND + PEV 

+ SOLAR 
2155661 2158631 2163295 1577.27 2159496 1.51E-06 1.00E-92 1 0.015625 0.034375 0.0625 
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Figure 5.5 Cost Comparison of 10, 20 and 40 units using the CAOA 
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Table 5.81: Comparison of Generating Unit System results for the LFAOA optimization algorithms with different cases  

Units Test Case Best ($) 
Average 

($)  

Worst 

($) 
STD Median 

Wilcoxon 

Test 
T-Test Best 

Time 

 Average 

Time 

Worst 

Time 
p-value p-value h-Value 

10 

Unit 

Conventional Thermal 

Generation  
563487 564299.6 565246 381.6837 564228.3 1.73E-06 1.07E-93 1 0 0.01875 0.04688 

Thermal+ PEVs 558205.1 559064.6 559897.1 298.2694 559040.9 1.73E-06 1.10E-96 1 0.015625 0.01667 0.03125 

Thermal + Wind   491994.8 493305.7 494286.3 681.5261 493490.3 1.73E-06 1.06E-84 1 0 0.01823 0.03125 

Thermal + Solar 206605.6 208154.4 209405.3 757.3489 208063.6 1.73E-06 1.66E-72 1 0.015625 0.02604 0.125 

Thermal + Solar + PEVs 547200.1 548207.7 549019.1 425.7034 548231.3 1.73E-06 5.86E-92 1 0 0.01719 0.04688 

Thermal + Wind + PEVs 489623.3 491058.2 492493.7 723.7108 491115.5 1.73E-06 6.89E-84 1 0 0.02865 0.0625 

Thermal + Solar + Wind + PEVs 479631.4 481418.4 483227.2 982.2839 481428.8 1.73E-06 8.61E-80 1 0 0.0151 0.03125 

20 

Unit 

Thermal System 1122982 1124992 1126145 837.8267 1125285 1.70E-06 1.70E-92 1 0 0.01927 0.03125 

Thermal + PEVs 1128703 1131281 1133609 1058.88 1131489 1.70E-06 1.30E-89 1 0.01563 0.02448 0.0625 

Thermal + Solar   1076156 1083411 1095504 4015.361 1083092 1.70E-06 2.80E-72 1 0 0.025 0.0625 

Thermal + Wind 1050850 1052872 1054691 965.2989 1052869 1.70E-06 7.20E-90 1 0 0.02188 0.09375 

Thermal + Wind + PEVs 1050394 1052750 1054823 1128.034 1052733 1.70E-06 6.70E-88 1 0 0.01771 0.03125 

Thermal + Solar + PEVs 546799.2 552509.3 560623.6 3602.025 553141.5 1.70E-06 3.70E-65 1 0 0.02083 0.04688 

Thermal + Solar +Wind + PEVs 545053.6 553022.2 560081.8 3475.161 553387.9 1.70E-06 1.30E-65 1 0 0.01927 0.04688 

40 

Unit 

Thermal System 2246537 2249809 2253202 1783.155 2249661 1.73E-06 1.06E-91 1 0.015625 0.04375 0.25 

Thermal + PEV 2253445 2256169 2263766 1821.746 2255990 1.73E-06 1.82E-91 1 0.015625 0.040625 0.109375 

Thermal + SOLAR 2170009 2182187 2197718 5673.393 2180770 1.73E-06 9.71E-77 1 0.01568 0.047917 0.109375 

Thermal + WIND 2171968 2176212 2180380 2031.965 2176154 1.73E-06 1.23E-89 1 0.015625 0.038021 0.078125 

Thermal + WIND + PEV 2167600 2170761 2172976 1694.269 2170961 1.73E-06 6.80E-92 1 0.015625 0.047396 0.078125 

Thermal + WIND + PEV + 

SOLAR 
2154973 2159186 2163594 2056.203 2159285 1.73E-06 2.18E-89 1 0.015623 0.03125 0.0625 
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Figure 5.6 Cost Comparison of 10, 20 and 40 units using the LFAOA 
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Table 5.82: Cost Comparison for 10 Unit system with other methods 

Method 
Best ($) Average  Worst  

Average 

Time (Sec.) 

BAT[130] 564255.7 - - - 

BAT-GA[130] 563917.8 - - - 

 CAOA Proposed method 563427.8 564297 565017.7 0.02083 

LFAOA Proposed Method 563487.02 564299.59 565246 0.0151 

 

In Table 5.82, a cost comparison is presented for a 10-unit system. The result clearly 

indicates that the proposed chaotic arithmetic optimization algorithm and levy flight 

arithmetic optimization algorithm have delivered outstanding results in comparison to 

the existing system. Specifically, the best cost for the proposed system is $563,428.8. 

In contrast, the BAT method records its best value at $564,255.7, and the Bat Genetic 

Algorithm (BAT-GA) at $563,917.8. Additionally, the proposed system exhibits a 

relatively shorter average time requirement. Table 5.80 and Table 5.81 present a 

comprehensive comparative study and analysis for systems with 10, 20, and 40 units, 

utilizing CAOA and LFAOA. Concurrently, a comparative analysis is provided by 

Tables 5.80 and 5.81. Visual representations of the results for the 10, 20, and 40-unit 

systems are depicted in Figures 5.5 and 5.6. The observations from these figures 

highlight that the integration of conventional power systems with freely available 

renewable energy sources can significantly reduce both fuel and generation costs. 

Tables 5.80 and 5.81 further elaborate on the results for the 10, 20, and 40-unit systems 

using CAOA and LFAOA. The parameters considered include best value, average 

value, worst value, standard deviation, Wilcoxon test, p-test, best time, average time, 

and worst time. In the global pursuit of carbon-zero policies, the proposed system 

proves to be particularly beneficial in minimizing carbon emissions and generation 

costs. For the 10, 20, and 40-unit systems, the best values using CAOA for thermal, 

wind, solar, and PEVs combinations are $479,205.8, $529,223.7, and $2,155,661, 

respectively, as illustrated in Table 5.80. Similarly, the best values for the same 

configurations using LFAOA are $479,205.8, $529,223.7, and $2,155,661, as presented 

in Table 5.81. Figure 5.7 illustrates the convergence curve for the proposed system. The 

percentage cost savings are 0.1467% and 0.0861%, in comparison to the BAT and 
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BAT-GA, methods using the CAOA algorithm. Similarly, the percentage cost savings 

are 0.1363% and 0.076390% in comparison to the BAT and BAT-GA algorithms, 

respectively, using the LFAOA method. 

    

 

 

Figure 5.7 Convergence curve for 10, 20, 40 Generating Unit using CAOA and LFAOA  
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5.6 CONCLUSIONS 

The problem of security constraint unit commitment has been solved using CAOA and 

LFAOA in this chapter. The test units, which are systems with 10, 20, and 40generating 

units, have been scheduled successfully and utilized the recommended hybrid 

optimizers to minimize the cost. The performances of the simulated results of the 

CAOA and LFAOA optimizer are compared to those of existing and newly developed 

heuristics, meta-heuristics, and evolutionary search optimizer. According to the 

simulation results, the recommended optimizer computes the satisfactory profit value 

with commitment scheduling in a reasonable amount of time. 

A powerful optimizer like this can be used to find a solution for modern power sector 

security constraint unit commitment. The analysis takes into account the standard 

deviation and median values of the profit variation's best, average, and worst values. 

The Wilcoxon rank sum method and the t-test are two examples of hypothesis testing 

that can be used to determine the p-value and h-value. The best, average, and worst 

simulation times are also analyzed for the computational times. The effectiveness of the 

hybrid CAOA and LFAOA optimization technique to solve SCUC problem with the 

impact of PEVs and RES in summer and winter days has been successfully presented. 

The standard test system, which consists of thermal units for the small, medium, and 

large power sectors, has been evaluated for its performance. The suggested algorithm's 

efficacy was evaluated for systems with 10, 20, and 40 generating units, respectively. 

After a successful experiment, it was discovered that the proposed optimizer 

outperforms other existing optimizers in solving continuous, discrete, and non-linear 

optimization issues. 
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CHAPTER 6 

CONCLUSION AND FUTURE SCOPE 

----------------------------------------------------------------------------------------- 

6.1 INTRODUCTION 

This section summarizes the major accomplishments of the research presented in the 

thesis and provides some recommendations for future research. It explains the 

important finding made by the study, focusing on improving analysis methods to 

address challenges in security constrained unit commitment to plug-in electric vehicles 

and unpredictable renewable energy sources like solar and wind energy. The research 

was also tested on different types of test systems, ranging from small to large systems. 

To ensure that the security constraints unit commitment problem was optimally solved, 

three types hybrid optimization strategies were used. Standard benchmark functions 

and engineering design problems served as tests for these optimization techniques. By 

testing it on various, varying-sized test systems, the suggested method's viability was 

evaluated. In examining the proposed system, we utilized data on renewable energy 

sources from the National Renewable Energy Laboratory, Texas, USA. This 

information is derived from the findings presented in research paper [90]. 

6.2 A NOTEWORTHY CONTRIBUTION 

This study aims to develop a novel optimization strategy that takes system constraints 

into account while simultaneously increasing reliability. For the purpose of resolving 

difficult design issues, various current optimization techniques are discussed, with a 

focus on solar power and other RES. In the Security Constraint Unit Commitment 

Problem maintaining generator scheduling to meet power demand and boost profit is a 

crucial task. Renewable energy sources are an appealing alternative because they are 

more environmentally friendly and less expensive to operate than conventional fossil 

fuels. However, for optimal utilization, control engineering and power storage devices 

are required because solar power output varies with environmental conditions. A 

valuable asset in the power grid, electric vehicles represent a potential solution for 

storing and returning energy to the grid during peak load conditions.  
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The high operational costs associated with conventional fossil fuels necessitate the 

exploration of alternative energy sources. Additionally, the emissions from thermal 

power plants and transportation vehicles have a harmful impact on the environment. 

Therefore, renewable energy sources are being investigated as a viable solution to this 

problem. In this particular study, solar energy has been identified as a potential 

renewable energy source. However, solar energy cannot provide a constant power 

output since it depends on environmental conditions. Nevertheless, with the 

advancement of control engineering and power storage devices, solar energy can be 

effectively stored for future use. In addition, electric vehicles can be utilized to draw 

power from the grid and they possess various types of power storage systems. These 

stored energies can be fed back into the grid, and there are ample charging and 

discharging facilities available for plug-in electric vehicles. During peak load 

conditions, a significant amount of energy can be fed back into the power grid, thereby 

conserving energy. 

The aim of this study is to improve the optimizer's ability to explore and exploit by 

incorporating different techniques, including Levy flight, random walk, and chaotic 

map. To achieve this, three different hybrid algorithms have been designed using recent 

metaheuristic techniques, including the Chaotic Arithmetic Optimization algorithm, 

Random Walk based Arithmetic Optimization Algorithm, and Levy flight strategies 

based Arithmetic Optimization Algorithm. The objective of this research is to develop 

hybrid algorithms that can effectively solve the SCUC problem while considering the 

integration of battery electric vehicles, plug-in electric vehicles, and renewable energy 

sources during both the summer and winter seasons. These hybrid algorithms 

incorporate modern techniques like the Arithmetic Optimization algorithm to enhance 

the optimization process and achieve better results. The research project aims to 

introduce three novel hybrid algorithms, which have been developed in the following 

approach: 

1. The combination of Arithmetic Optimization Algorithm with chaotic map leads 

to the creation of a new hybrid algorithm, abbreviated as hybrid CAOA. 

2. The combination of Arithmetic Optimization Algorithm with Random Walk 

based strategies results in the creation of another new hybrid algorithm, 

abbreviated as RWAOA. 
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3. The combination of Arithmetic Optimization Algorithm with Levy Flight based 

strategies leads to the creation of the third hybrid algorithm, abbreviated as LF-

AOA 

 

To validate the efficacy of the proposed hybrid methodologies, an extensive evaluation 

process was conducted, which involved applying them to 23 standard benchmark 

functions. The feasibility of the research was further confirmed by solving 10 

multidisciplinary engineering design problems, including truss design, pressure vessel 

design, welded beam design, and rolling element problem, with successful outcomes. 

To validate the results, a comparative analysis of the performance of the proposed 

methods was conducted against other stochastic, heuristics, and meta-heuristic 

algorithms. Furthermore, the proposed methods were applied to security-constrained 

unit commitment problems for different test systems comprising 10, 20 and 40 units, 

and the results were discussed in detail to highlight their significant contributions.  

A comprehensive performance evaluation of the proposed hybrid metaheuristic 

algorithms, namely CAOA, RWAOA, and LFAOA, was carried out using 23 standard 

benchmark functions. The benchmark functions were classified into three categories, 

namely unimodal, multi-modal, and fixed-dimension functions. The unimodal 

functions ranged from F1 to F7, the multi-modal functions ranged from F8 to F13, and 

the fixed dimension functions ranged from F14 to F23. The results of the testing 

indicated that the incorporation of chaotic tent function, random walk strategies, and 

levy flight strategies effectively enhanced the exploitation and exploration phases of 

the AOA optimizer. Furthermore, the newly designed algorithms demonstrated 

promising performance when tested on standard benchmark problems of varying 

complexities.  

To strengthen the credibility of the proposed research, 11 diverse types of 

multidisciplinary engineering design problems were carefully examined. These 

problems encompassed various areas of engineering, including pressure vessel 

problems, truss design problems, welded beam design problems, rolling element 

problems, I-beam design problems, and others. The effectiveness of the proposed 

hybrid metaheuristic algorithms was assessed by testing them on these problems, with 

the aim of evaluating their suitability and efficacy in solving complex real-world 

engineering design problems. 
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The objective of this study was to solve a security constraint unit commitment problem 

with the aim of minimizing overall operating costs while satisfying technological and 

physical constraints and hourly power demand variations. Due to the problem's non-

linearity, mixed integer nature and non-convexity, hybrid metaheuristic methods were 

utilized, specifically the combination of chaotic maps and Arithmetic Optimization 

Algorithm in developing CAOA and RWAOA, as well as LFAOA optimizers. The 

metaheuristic process was employed to handle a range of operational and system 

constraints, including unit constraints of the SCUC problem. The effectiveness of these 

techniques was demonstrated through successful implementation on various test 

systems comprising 10, 20, and more power units. 

The proposed algorithms have been shown to be highly effective in addressing the 

SCUC problem across a wide range of power system sizes, from small to large scale. 

Their ability to provide efficient solutions to this problem has been clearly 

demonstrated through a rigorous testing process. The performance of the algorithms 

has been evaluated using standard test systems consisting of thermal generating units. 

The proposed CAOA algorithm has shown to be more efficient in solving continuous, 

discrete, and non-linear optimization problems compared to existing optimizers. The 

experiments conducted on 10, and 20 generating systems have shown that CAOA and 

LFAOA optimizers outperformed other existing methods by achieving lower minimum 

costs. The impact of PEVs and RES during summer and winter days has been 

considered while solving SCUC problem using CAOA and LFAOA optimizers. The test 

system included thermal generating units of small, medium, and large-scale power 

sectors. The effectiveness of the proposed algorithm was tested for 10, 20 and 40 

generating systems. The results of the CAOA optimizer have shown better performance 

than other existing and recently developed heuristics, meta-heuristics, and evolutionary 

search optimizers. Additionally, the proposed optimizer has shown the ability to 

determine optimal solutions for SCUC problem with commitment scheduling in a 

reasonable amount of computational time, resulting in satisfactory minimum fuel cost 

values. Therefore, this powerful optimizer can be effectively applied in solving security 

constrained unit commitment problems in modern power sectors. To perform statistical 

analysis, various metrics including the best value, average value, worst value, standard 

deviation, and median value were taken into consideration. Moreover, hypothesis 

testing was conducted using the Wilcoxon rank sum method and t-test, with recorded 

p-values and h-values. 
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6.3 PROSPECTS FOR FUTURE RESEARCH 

Some potential research studies for future scope based on the proposed work are: 

➢ Investigating the impact of a deregulated market scenario in security constraint 

unit commitment problem using the proposed methodologies. 

➢ Considering multi-objective optimization in security constraint unit 

commitment problem and exploring various cases. 

➢ The proposed methodology has been expanded to tackle the security constraint 

unit commitment problem in multi-area power systems. Through this extension, 

the methodology can address the complexities and challenges associated with 

power systems that span multiple areas, providing effective solutions to this 

critical problem. 

➢ Investigating novel metaheuristic search algorithm variations to address the 

problem of future security constraint unit commitment. 

 

6.4 LIMITATIONS  

The SCUC problem, a complex optimization problem in power system operations, 

presents several limitations despite extensive research and the development of various 

solution techniques. Here are some specific limitations of SCUC problem: 

Computational Complexity: SCUC problem involves numerous decision variables and 

constraints, making it computationally demanding. As the power system size and the 

number of scenarios considered increase, solving SCUC problem for large-scale 

systems becomes time-consuming. Specialized algorithms and high-performance 

computing resources are often required. 

Simplified Modelling Assumptions: SCUC problem simplifies the power system 

dynamics and operational constraints to make the problem tractable. However, these 

simplifications can lead to approximations of the real system behaviour. For instance, 

some SCUC problem models assume ideal transmission network conditions, 

disregarding losses, reactive power limits, and voltage constraints. 

Uncertainty Modelling: SCUC problem incorporates uncertainties related to load 

demand, renewable generation, and other factors. However, accurately capturing and 
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modeling these uncertainties is challenging. The accuracy of obtained solutions 

depends on the quality of uncertainty modelling. 

Data Availability and Accuracy: SCUC problem heavily relies on accurate and up-to-

date data regarding the power system, including demand forecasts, generator 

characteristics, transmission network parameters, and market prices. However, 

obtaining reliable data can be challenging in practice. Data errors, incomplete 

information, or delays in data availability can impact the accuracy of SCUC problem 

solutions. 

Computational Time Horizon: SCUC problem typically operates on an hourly or sub-

hourly time horizon, suitable for day-ahead or intraday operations. However, it may not 

capture rapid changes or contingencies that occur in real-time operations. 

These limitations underscore the challenges faced in solving SCUC problem. Ongoing 

efforts by researchers and practitioners focus on developing more sophisticated 

algorithms, incorporating realistic models, and addressing these limitations to enhance 

the accuracy and efficiency of SCUC problem solutions. 
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