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ABSTRACT 

 

The thesis entitled “Polydomain Learning for Human Activity Recognition” is a model 

that can recognise human activities from many views and modalities. Now a day, Surveillance 

has become an essential need for smart cities. It is required to improve life and live life in a 

safe zone. Humans engage in various activities that can be normal as well as abnormal. The 

video-driven system can help in healthcare, surveillance, transportation, factory, schools, 

malls, marts, and any human-computer interaction. There are mainly two categories of human 

action recognition (HAR) systems based on equipment. First, vision-based HAR is already 

available in various places to capture video and use it for surveillance purposes. And second is 

a sensor-based HAR system which is through smartphones. Built-in smartphone sensors 

capture information about activities and can retrieve from the smartphone's inbuilt gyroscope 

or accelerometer. In both HAR systems, machine learning algorithms can recognize actions or 

activities.  

To begin, we analyse, judge and contrast diverse cutting-edge procedures relying on 

numerical assessment and video datasets. The most popular approach is a convolutional neural 

network (CNN) and Long short-term memory (LSTM). Nevertheless, if the setup is crafted on 

a deep learning model. Then, there is a requirement for big data. That is why this work carried 

out with the NTURGB+D dataset. The dataset contains four modalities and three views 

comprising a polydomain learning system. The other dataset also has been used for activity 

recognition and object detection i.e., HMDB51 and CamVid, respectively. 

Next secondly, we propose a subject segmentation method for RGB video frames using 

skeletal 3D detail of NTURGB+D. In this study, we designed an automated system for action 

segmentation from videos. The window size is flexible and determined by the video. The 

NTURGB+D dataset was utilized to present the experimental data. We conducted subject 

segmentation using the 3D skeletal information from NTURGB+D RGB videos. The results of 

the experiments showed the performance and evaluation of 5 randomly selected action videos 

from the dataset. 

The approach of object detection based on semantic segmentation is assessed by using 

a DeepLab v3+ network with Resnet18 for weight initialization. To detect various scenes from 
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video frames, the CamVid database is employed. This database contains 701 RGB frames with 

labeled RGB values and pixel-wise segmentation tags. To evaluate the model's effectiveness, 

three metrics were considered: accuracy, IoU, and score. 

Fourthly, the analysis performs for object detection using features i.e., HOF (Histogram 

of optical flow). This work analyses four motion estimating optical flow methods (Farneback, 

Horn Schunck, Lucas Kanade, and Lucas-Kanade Derivative of Gaussian) explored based on 

visualization and PSNR. The analysis of experimental results was conducted using the 

NTURGB+D dataset. Finally, an exploration of HOG (histogram of oriented gradient) as a 

method for object detection in video frames was undertaken. 

Fifth, we propose a model that can recognize actions by transfer learning. The 

architecture was designed using BiLSTM layers, which help in learning the system based on 

time dependencies. A pre-trained Google Net network was used to transform each frame into 

a tagged vector. The HMDB51 dataset was used to conduct an evaluation of the model. This 

analysis yielded an accuracy of 93.04% for the 10 classes and 63.96% for the 51 classes in the 

dataset. 

Sixth, we propose using a transversal tree from 3D skeleton data to represent videos in 

a sequence. The authors proposed two neural network architectures: CNN_RNN_1, which is 

utilized to identify the optimal features, and CNN_RNN_2, which is employed to classify 

actions. The proposed deep neural network-based model, CNN_RNN_1 and CNN_RNN_2, 

utilizes a convolutional neural network (CNN), Long short-term memory (LSTM), and 

Bidirectional Long short-term memory (BiLSTM) layered structure to successfully obtain the 

desired accuracy of 88.89%. An analysis of the performance of the proposed model was 

conducted against existing state-of-the-art models using the NTURGB+D dataset. This dataset 

is one of the prominent ones used to recognize human activities. Furthermore, the comparison 

results displayed that the proposed model was more effective than the current leading models. 

Last, the two-stream network for polydomain learning has been proposed for action 

recognition. The system can take input from two modalities, i.e., RGB videos and Skeleton 3D 

data. The proposed models in chapters 5 and 6 have been used to design the two-stream network 

for polydomain learning. The recognition rate is obtained after the model evaluation is 85.76%. 

A detailed description of the model is given in chapter 6, section 6.7.  
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CHAPTER-1  

INTRODUCTION 

1.1 Problem Statement 

Action is when we are doing something, especially when dealing with anything like an 

object or human. And activities related to humans are playing significant research areas nowadays. 

Any human activity recognition system aims to identify and track movements and actions 

occurring in videos in an automated manner. The ability to identify complex human actions from 

videos utilize in diverse applications. Identifying human activities allows for real-time surveillance 

of areas such as airports, train stations, patients, kids and older people. 

 

1.2 Notion of Human Actions and Activities 

People take part in a variety of activities. Depending on their complexity, these activities 

can be categorized into four levels: gestures, actions, communication, and collective activities. 

Gestures involve body movement, such as kicking or stretching arms. Actions are more complex, 

like running or driving. Interaction is when two or more people interact with one another, such as 

by talking or playing games. Group activities involve multiple people interacting with each other 

for a common goal, like playing soccer or going on a hike. Actions involving signal person 

activities like “walking” or “waving” may comprise multiple gestures. The interaction involved 

activities performed by two humans and an object. And it is also called human-object interaction. 

For example, “two-person fighting”, “stealing a wallet from other people”, “handshaking each 

other,” etc. And last but not least, Group activities perform by the conceptual group of persons or 

multiple persons or objects like “A group of people marching”, “a group of having a meeting”, or 

“two group fighting”[1].  

Computer vision is an interdisciplinary field. Computer vision motivates us to 

automatically extract, analyze and understand single or series of images. Computer vision is a 

technology increasingly use in industry, science, law enforcement, consumer protection, and 

general purpose to detect human activity from video. This technology has opened up a new realm 

of possibilities for its application in these various fields. In the mid-19th century, the pioneering 

photography of E.J Marey and E. Muybridge revealed remarkable insights into the dynamics of 

human and animal movement. Subsequently, Johansson explored this further with his moving light 

display experiment [2]. At the onset of visual vector analysis, the mechanics of motion perception 

were examined, with the findings applied to biological motion patterns. The experiment conducted 
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was used to assess the accuracy of this context. This paved the way for developing human action 

and automatic recognition models, which have begun to be useful in computer vision. 

When it comes to the area of recognition or tracking, surveys related to vision often use 

words such as "actions" and "activity". An action is a simple movement performed by an individual 

for a brief period of time, such as "raising a hand," "bending," or "swimming," etc. On the other 

hand, activity is a longer and more complex movement, usually involving multiple people or 

objects. But, the activities concern a complex sequence of actions accomplished by many humans 

involved each other in them in some manner. These actions are classify as longer-term activities, 

such as two people shaking hands, a soccer team scoring a goal, or a group of individuals 

commandeering an airplane, stealing, etc. [3].  

 

1.3 Applications of activity recognition 

The utilization of vision-based activity recognition systems has had a significant influence 

in many inspiring application areas, including biometrics based on behaviour, video analysis based 

on content, security and surveillance, interactive applications and environments, animations, and 

syntheses [3]. Behavioral biometrics involves approaches based on Fingerprint, Face or Iris and 

use to recognize human-based physical or behavioral cues. In this approach, the subject 

corporation requires and only gets to know the subject activity. Gait recognition [4] could be the 

most challenging application area because a person walking characteristics can identify the person 

through CCTV (closed-circuit television) footage. However, everyone has a distinct walking style 

like other biometrics. With the speedily advancing technology, it is becoming easier for people to 

share and look up multimedia content, such as images, music, and videos. However, searching for 

desired content remains a daunting task. This is why a retrieval system has been developed to help 

locate a selection of objects with similar content [5]. Summarizing and retrieving consumer 

content, such as general activities like sports videos or cooking videos, are the most commercially 

applied under content-based video analysis. A new visual monitoring system can monitor the 

movement of objects in an area and acquire knowledge of the activity patterns from the actions. 

This system consists of motion tracking, activity categorization, and event detection.  

A site can be large to observe from a single camera so many such sensor units distribute 

around the area. Cameras attach to poles, trees, and buildings for an outdoor setting. The indoor 

environment involves attaching to walls and furniture [6]. Research into intelligent surveillance 

has become more prominent due to its successful implementation in public areas such as airports, 

railway stations, shopping malls, crowded places, military installations, and smart healthcare 

facilities. Its purpose is to identify, recognize, or learn about activities that could be classified as 



3 

 

“suspicious”, “irregular”, “uncommon”, “unusual”, “abnormal”, or “anomalous” [7]. 

 

 

Figure 1.1 Application of Activity Recognition System 

 

For such activity, using CCTV cameras to record or observe scenes the user has become 

ubiquitous. Although recording videos through cameras are cheap, affordable, and popular today. 

However, the agents for observing outliers and analyzing the footage are limited and not 

reasonable also. Wherever video cameras use for observation, a person's monitoring of activities 

is not genuinely done for reasons like fatigue. The operator feels bored between the scenes because 

the time duration to happen any suspicious activity is short, just a few seconds or nothing that 

catches the alarm in the scenes. This application comes under security and surveillance because 

detecting unusual activity at the right time is an essential task. In interactive applications and 

environments, the interaction between human and computer is one of the challenges of designing 

a human-computer interface. An interactive environment such as smart rooms that can show a 

response to person gesture can benefit directly or indirectly to the user. Such that, on music 

according to the user's mood when entering the room. Animation and synthesis, where requires a 

large collection of motions used by the animator to make high-quality animation or movies shows 

figure 1.1. Any application can relate human motion to any environment, including training 

military soldier, firefighter and other personnel. 

Falls are a major health concern, due to their significant impact on survival rates. The 

World Health Organization reports that every year, between 28-35% of people aged 65 or older 

and 32-42% of those aged 70 or older experience a fall. As such, fall detection is a critical issue 

that needs to be addressed [8]. As one gets older, this statistic rises, and for those aged 79 or more, 

falls are the primary reason behind death caused by injuries. The 0.6 million older people in the 
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United States suffer from fall-related injuries annually. As the elderly population grows, more are 

living alone in private dwellings. For those who are not found for more than an hour after a fall, 

death can occur within six months, even without direct injury. This calls for developing an 

intelligent system for seniors that can automatically detect falls and alert family members or 

caretakers in a timely manner [9].  

 

1.4 Notion of Activity Recognition System 

A behavior or activity recognition system typically involves a series of steps. According to 

[3], this includes introducing a video or sequence of images, extracting descriptions of functions 

and actions, and finalizing by interpreting the action. Despite advancements in the area, human 

activity recognition is still a difficult research problem due to the existence of large intra-class 

variations due to the speed and motion pattern, viewpoint, and background clutter; the correlation 

between action recognition and complex circumstantial information such as scene and object 

characteristics; and the variety and changing nature of an action category, which can make it 

difficult to model primitive and short-lived actions between consecutive actions [10]. 

In single-view learning, a model is learned for each action from a single static camera view, 

and then data that has not been seen is classified as one of the classes. An alternate to single-view 

learning is cross-view learning, which is a way of mapping the features from various perspectives 

into one unified feature space. This is done to address the disparities in visual appearance that this 

view does not account for, such as differences in appearance and motion attributes from other 

camera views. This type of learning is part of the four machine learning problems that fall under 

action recognition, including cross-domain and multi-task learning. 

Multiview and multimodal description contains a definite gap between object 

representation [10]. The same target may have a different description from the multi-view 

observation space, which is majorly correlated but sometimes looks different from each other. 

Observing that each outlook of the data has a certain understanding that other perspectives lack, 

indicates that multi-view learning can be more comprehensive and articulate than single-view 

learning. Although, there are so many algorithms have been proposed, but still, some problems are 

in that algorithm. Current methods focus on single-view learning, which lacks relationships among 

multiple views. Then, the current approach ignores consistency between different views [11]. This 

concept illustrates that when different individuals enact the same scenes or events, there will be 

differences in posture and rate of movement, as well as differences in the environment in which 

the action occurs, leading to different visuals, backgrounds, camera movements, lighting, and 

occlusions. Creating systems for action recognition that are able to recognize all variations within 
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one class and distinguish between activities of various classes is a major task. A major emphasis 

must be placed on creating discriminative features from data to recognize actions effectively. The 

representation of the feature can be broken down into two groups: global and local representation. 

Global representation considers the entire observation and can be derived from silhouettes, 

trajectories, optical flow and edges. It is possible to view the observation as a gathering of 

descriptors obtained from temporal and spatial focal points [12].  

The researcher needs datasets to create a classification system for actions. Data is collected 

in a dataset that can be 2D or 3D, and each dataset has its own issues such as resolution, frame 

rate, actions/actors, background, and application domain. Depending on the dataset, it can contain 

different characteristics like ground truth, number of actions/actors, views, and application areas. 

Developing an effective algorithm is very important rather than collecting data about the dataset. 

After the emergence of low-cost depth sensors such as Microsoft Kinect, Asus Xtion, and Prime 

Sense, researchers prefer 3D and multimodal video datasets more. Low-price sensors can be 

employed to acquire video footage which includes multiple components such as depth frames, 

accelerometers, IR sensor frames, acoustical data, and skeleton data. RGB-D images or videos are 

more advantageous than RGB images or videos, as they are less vulnerable to alterations in light 

intensity, blockages, and background messiness. In this context, RGB and RGB-D information are 

mutually beneficial [13]. 

 

1.5 Deep learning 

 DL is an algorithm used in machine learning that allows a computer system to interpret 

and analyze complex data sets, as well as make prognoses about what could happen in the future. 

This technology uses to design a computer model that can act, learn and interpret the same as 

human intellectual skills. Nowadays, this is the key technology behind autonomous cars, which 

recognize various signs on the road and help the driver to safe driving. Deep learning is a branch 

of machine learning (ML), and ML is a subfield of artificial intelligence (AI), as illustrated in 

Figure 1.2. AI is a program that senses, reasons, acts, and adapts like human intellectual sense. 

Under that, ML consists of algorithms that perform various tasks after data exposure over time 

[14]. In the last DL, many-layered networks learn and do classification or regression. This thesis 

is based on classifying various activities using deep neural networks (DNN).  

If comparing the ML and DL, the ML is a conventional technique that requires various 

steps, as given in figure 1.3. The steps are preprocessing features extraction and feature selection 

in the last classification. In comparison, DL can provide output in one shot. Its self-DLL consists 

many numbers of the layer, which help to learn appropriately as per the input and classify image 
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or video as per labeled data. To get more recognition rate, it’s always necessary to know the system 

in some pattern of input features. That feature calculation can use if the data is enormous. So that 

system can analyze and classify more rates.   

 

 

Figure 1.2 Learning family [14] 

 

 

Figure 1.3 Difference between DL and ML [14] 

   

1.5.1 Polydomain learning (PDL) 

Identifying human activities is a critical element of computer vision research and 

applications, especially when bringing together different viewpoints and forms of information for 

use in a variety of practical applications, from human-computer interaction to advanced video 

surveillance and understanding and managing of multimedia content. Research into detecting 

actions from varying perspectives and forms is still ongoing. There is a requirement of the system 

which recognizes activities after PDL. And the availability of the video sequence database is huge, 

attracting researchers to do research in this field. This work collectively defines many views and 

many modals as PDL.  
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1.6 Data modalities  

There is a different modality in which research is being gone to identify human-related 

activities in the videos. There are four modalities which are as follows: 

a) Depth Map: The depth maps are sequences of two-dimensional depth values in millimeters 

or depending on the dataset. Compared to the RGB, the impacts of changing lighting, 

intricate backdrops, and camera movement can be detrimental to these elements. Compared 

to RGB images, the depth is not as susceptible to fluctuations in lighting, obstruction, and 

interference from the backgrounds. The depth map image sequences are also called the 

RGB+D database. 

b) 3-dimensional: Human pose can represent in an articulated arrangement of joints and 

limbs, known as skeleton data. This type of data is widely utilized for action recognition. 

In contrast to RGB videos, skeleton data furnishes an exact account of actions. So, it is 

more suitable for human activity recognition.  

c) Infrared sequences: Infrared action detection has received more and more attention 

recently due to the robustness of infrared images against color and lighting changes and 

cluttered backgrounds, and it works well even in low light. Neural networks have had 

remarkable success in visible-light-based human behavior detection but cannot be directly 

applied to infrared behavior detection because infrared images lack color and detailed 

appearance information [15]. 

d) RGB: Most common modality is RGB. RGB videos contain 2D data only, which has 

information for the height and width of the object.  

In this research, only two modalities are used to design a system that recognizes activity. 

 

1.7 Notion of research gap 

As per the literature survey mentioned in Chapter 2, the following points is required to investigate: 

1. In the experimental work mentioned in Chapter 2, the model requires deep learning, 

which can handle more classes. In this work, the final model for activity recognition can 

take 60 classes of dataset NTURGB+D. Further details are presented in chapters 5 and 6.  

2. Designing a model that can take input in different modalities like RGB and skeleton 3D 

is required. In the same way, information can have many three views in this experimental 

work. Further details are presented in chapters 5 and 6.  

  

1.8 Thesis contribution 
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           The thesis has contributed to the field of AI-based human action recognition systems in 

the following ways: 

• Segmentation methods for RGB video frames 

The method has been given, which can segment subjects from RGB frames using Skeleton 3D 

information using the NTURGB+D dataset. The mentioned contribution is presented in the 

chapter in chapter 3. Object recognition using semantic segmentation is also presented in 

Chapter 3. And this part of the work, two papers were published.   

• Feature extraction for object detection 

The feature extraction for object detection is elaborated 

 in Chapter 4. This part of the work was published based on an analysis of four methods for 

feature extraction of object detection. 

• Activity recognition framework, its evaluation, and analysis 

The BiLSTM network for action recognition using transfer learning is presented in Chapter 5, 

and this part of the work was published. 

The action recognition framework for Multiview is presented in Chapter 6. The contribution of 

chapter 6 is as follows: 

1. Transversal tree-based representation of skeleton 3D information 

2. Deep neural network that can handle Multiview data 

3. Network which can act as a feature reduction method 

4. Deep neural network for classification of action 

 

1.9 Objectives of the study 

The following main objective is defined to fill that research gap as given below: 

Objective 1: To extract the Poly domain features from video frames. 

Objective 2:  Reduction of extracted features using feature reduction method. 

Objective 3:  Development of an algorithm for human activity recognition with validation 

using benchmark data set. 

As per objective 1, the various features analyzed, like HOGs and HOF, are mentioned in 

Chapter 4. And, also worked on preprocessing techniques like segmentation refer to Chapter 3. 

Finally, the representation of input, i.e., videos having more than one view, is presented using the 

transversal tree.  

As per objective 2, various ways have been given to reduce features. Chapter 3 introduces 

subject segmentation of actions of RGB frames. Chapter 5 presents the representation of videos in 

sequences using transfer learning. In Chapter 6, a neural network to find optimal features is 
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presented. These ways can be used to represent input data in various forms. 

As per objective 3, The frameworks that can classify actions from RGB videos using 

machine learning is presented in Chapter 5 with the concept of transfer learning. In Chapter 6, the 

framework that can classify activities from input (Skeleon 3D) using deep neural networks. The 

polydomain learning model is presented, which can take input as skeleton 3D and RGB videos of 

3 views. 

Activity detection aims to discover one or more agent behaviors and goals from 

observations of agent behavior and environmental conditions. In the past four decades, there has 

been considerable progress in this field of study, which has been a significant source of 

comprehensive, personalized assistance for various applications. This field of research has 

connections to multiple subject areas such as sociology, medicine, and human-computer 

interaction. It has become a topic of focus for several computer science circles. As per chapter 2, 

The important points to fill the research gap in the human activity recognition field have been 

covered. 

 

1.10 Thesis structure 

 This document is divided into chapters to organize this research work into coherent parts. 

The detail of the chapters as follows: 

• Chapter 2- Literature Survey 

This chapter provides a detailed survey related to human action recognition methodologies. 

The year-wise analysis of methods, noteworthy key points, various datasets, and evaluation 

parameters considered by researchers.  

• Chapter 3- Subject segmentation of actions from RGB frames with skeleton data  

In this chapter, we proposed a related technique for action segmentation of RGB video 

frames. The data set for approach evaluation is the NTURGB+D data set. This approach 

may require the segmentation of interest from each video frame. 

• Chapter 4- Feature extraction for object detection 

In this chapter, the various features evaluate, i.e., HOF and HOG. The HOF (Histogram of 

optical flow) is one of the preferred features for action recognition as per the literature 

survey. It is essential to understand the motion of the subject. And HOG (Histogram of 

oriented gradient) also explores object detection in the video frame.  

• Chapter 5- Human Activity Recognition using BiLSTM Network 

We propose the human activity recognition model using BiLSTM Network in this chapter. 

The network design with the concept of transfer learning. Each video represents the 
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sequence vector using CNN (Googlenet). The sequences input gives to the BiLSTM 

network for action recognition. The HMDB51 dataset uses for approach evaluation.  

• Chapter 6- Action Detection in Multiview Skeletal 3D Data Using NTURGB+D Dataset 

We propose an action recognition model for Multiview using skeleton data. This work 

presents the technique to calculate the optimal feature calculation. And it also presents a 

model which recognizes the actions.  

• Chapter 7- Conclusions and Future Direction 

In this chapter, we present an overview of the key advantages and disadvantages of the 

suggested approaches, along with possibilities for future development, extensions and 

outlooks of the proposed approach. 

 

This chapter includes the basic concept of human action recognition. Also, elaborate on 

how action recognition is helpful with various applications. Action recognition is an essential 

aspect of dealing with multi-domain learning. The next chapter will detail a literature survey 

based on human action recognition with their method and performance.   
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CHAPTER-2 
LITERATURE SURVEY 

Studying the most recent advancements in activity detection can be quite captivating. There 

is the various application of activity recognition. The researcher has more inclination toward 

intelligent systems for better human and computer interaction, such as controlling the presentation 

slides through hands or cognitive steps that help workers learn and enhance their capabilities. As 

an illustration, systems with a memory-based attention module can be employed to create designs 

for large public areas [16]. In today’s scenario, activity recognition uses for assisting disabled 

people, older adults, and regular people. Monitor multiple individuals and personalities in a 

specific nursing home using orientation-based algorithms [17]. It also has the advantage of drivers 

for assisting as an intelligent driver assistance system like modeling for driver behavior, awareness 

or predicting driver turn and in animation also. The development of autonomous mental abilities 

through recognition of real-time interactions with the environment using sensors and effectors is 

also part of its application in human activity detection.  

Now a day, everybody is more toward smart things to make their own life comfortable, so 

the smart environment plays an important role like Observing the concentration and involvement 

of participants in the discussion room. In sports, activity recognition is applied, e.g., by analyzing 

performance and training. One of the most important aspects of society is surveillance means 

raising the alarm for anomaly detection in many places such as buildings, critical infrastructure, 

public transportation, parking a lot, homes and airports etc., or at a location open to the public will 

be required. Video annotation is also part of motion-based activity recognition for outdoor sports 

broadcasts [18]. All the application domains broadly have an application under activity 

recognition, as shown in figure 2.1 

 

2.1 Survey of HAR System  

 This chapter includes the survey of the current knowledge, essential findings, and 

theoretical and methodological contributions of the topic. The related work can be divided into 

multi-view representation and multimodal representation. The former knowledge is given to multi-

view and multi-modal sources. There are various methods have been developed for view variant 

action recognition. It is possible to group these techniques into three distinct categories: the first 

being view-independent techniques used to develop the necessary classifying systems. Classifying 

can be accomplished through two different ways: using multiple classifiers for various categories 

or using one singular classifier with training data from multiple perspectives. The second type of 

methods are cross-view actions like training using single view and classifying or recognizing 
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action from all the views [19]. Different strategies have been utilized to handle the second type of 

issue, for example, transferable dictionary learning, specificity and latent correlation learning. Two 

different dictionary learning approaches for the transferable learning method can be applied to 

obtain the sparse representation of videos. In the first approach, the corresponding videos in a set 

are given the same sparse representation by establishing view-specific dictionaries. The other 

approach creates a common dictionary and view-specific dictionaries for reconstruction. The 

author has done analysis using these two approaches with three datasets IXMAS, WVU and 

MuHAVI and accuracy show 97.8%, 98.9% and 98.5% respectively [12]. In the field of cross-

view recognition, a limitation manifests in the form of testing video views not being fused with 

knowledge from other views. As an alternative, specificity and latent correlation learning can be 

used for cross-view action recognition. In [20], proposed method using synthetic data from depth 

maps, uses dictionary view specific and considers correlation between different views. The 

researchers utilized  Gesture3D, MSR action3D, ChaLearn, and action pairs multi-modal dataset 

in their experiment and recognition rate was 95.77%, 98.42%, 95.43% and 91.3% respectively.  In 

the future work, they will use deep learning for multiview action recognition.  

Third type methods are view invariant action representation for action recognition. In [21], 

present view invariant method and recognize action by considering motion and shape based 

information through HMM. This algorithm is robust to variation in view and duration but not 

dealing with complex activities. To prove robustness, author used own recoded video clips and 

correct recognition rate is 88.3%. They have not proven the things on any standard datasets. For 

human activity recognition from image sequence using independent component analysis for 

feature extraction, code book generation and recognition using HMM shows accuracy of 97.50% 

because only 10 classes has been taken [22]. A method of view-invariant action recognition which 

uses an artificial neural network has been suggested as a possible resolution to the problem of 

action recognition. In [23], the main contribution is using SOM to identify the basic posture of 

actions and use fuzzy distance to attain invariant action representation. The Bayesian framework 

used to create for recognition results of multiple views. In experimental setup, the author used two 

standard datasets i3DPost and IXMAS. They got accuracy 97.8% using i3DPost and 89.8% using 

IXMAS. Another approach using SOM given by Maddalena et. al [24] can handle videos with 

moving background, illumination etc. Some view invariant method is obtained by circular 

invariance property of DFT also. And, used discriminant analysis for dimension reduction for 

calculated features. And, according to author the recognition rate will be more and approach will 

performed fast action recognition [25]. The recognition rate for action is 96.34% using dataset of 

i3DPost. In [26], the application of the Discrete Fourier Transform (DFT) in combination with 
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Fuzzy Vector Quantization (FVQ) and Linear Discriminant Analysis (LDA) for the classification 

of posture images from multiple views has been demonstrated to yield an accuracy rate of 90% 

using an in-house database. 

 

 

Figure 2.1 Application domain of activity recognition [18] 

    

To find correct features, some researcher has been used self-similarity matrices for creating 

more flexible dictionary with collaborative sparse coding and action label prediction. In this way, 

accuracy recognition rate was not less 79.18% using IXMAS dataset [27]. However, those are not 

towards optimal feature calculating using previous ways. They can prefer deep learning 

approaches. The method using CNN framework is given by [15], this work efficiency proved by 

considering two datasets InfAR and NTU RGB+D and recognition rate is 79.25% for first data 

and second is 66.29%. NTU RGB+D is having 60 classes and having different modality also. The 

accuracy rate is less due to this work needing enhancement in features calculation and only did 

work for infrared human activity recognition. 

Human activity recognition has different approaches, which also apply 2D multiview 

images and 3D based techniques. In 2D approaches, action recognition included movement of 

body and level of gestures. In motion features of 2D approaches, some authors perform action 

recognition using motion-based feature from image sequences in different view angle. Shape and 
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silhouette features-based recognition methods for classification with efficient sequence matching 

algorithm [28] shows 91.2% using Weizmann dataset. In this methodology, no account is taken of 

viewpoint invariance and orientations.   

Ahmad et.al [29] use the KU dataset and apply PCA to the optical flow velocity and human 

shape information to create a set of HMM for each action and viewpoint to represent the actions, 

it shows accuracy of 87.5%. In [30], author combine local and global features optical flow to 

extract features and represent each action with view point using multidimensional HMM then 

accuracy shows 88.33%. Features have as a prominent attribute for classification process. There 

is various method used for calculating to improve classification correction rate. In [31], used low 

dimensional feature vector based action and includes dynamic warping for recognition shows 

80.05% accuracy with IXMAS dataset. Similarly, to improving accuracy work has been going on 

multiple features to capture view variation, illumination and attributes. Some work has been going 

on system designing that system can use with any type of features [32]. In [33], involves motion 

features and two steps for recognition: using local features by nearest neighbor and using simple 

strategy to label actions. This strategy has shown accuracy as 90.3% using KTH which has 6 

classes only.  

The utilization of an index into a multidimensional hash table to recognize activities based 

on views is presented in [34]. It is possible to recognize the activity in a video sequence by 

examining only a few frames. An approach considers set of pose and velocity vector for major 

body representation in hash table. This approach shows accuracy of 84.6% but only consider three 

view. Author has proposed various methods for multiview action recognition. In [35] has given a 

view specific model called latent variable discriminative model which has advantage over single 

view approach. This model can extend to work with data where views are not defined. An approach 

based of Bag of word and naïve Bayes nearest (NBNN) used for action recognition has accuracy 

of 88% using IXMAS dataset[36]. In [37], developing a hierarchical partwise bag of word 

representation for single and multiple view human action recognition, and using three databases 

for analysis. From which maximum accuracy is 96.7% using KTH dataset. For multiview 

recognition, graph model can also use after extracted space time interest point of each view [11] 

gives accuracy rate of 97.94% using IXMAS dataset. In [38], used Cauchy estimator feature 

embedding presented of depth images and compared classical method with various method PCA, 

LPP , LDA and DLA shows 97.4% accurate. In [39], 2DPCA has been proposed for both spatial 

and transform domain and in future, will apply using multi-transform shows accuracy of 98.99% 

with Weizmann dataset. If action recognition using Latent Kernelized SVM then accuracy using 

IXMAS is 97.09%. Not everyone deals with unlabeled data, method convex multiview semi 
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supervised classification has given accuracy of 59.08%. Proposed method based on scene flow 

estimate using RGB and depth data for 3D action recognition has been given accuracy of 87.6% 

using M2I [40]. A recognition algorithm was developed that utilized ground subtraction from 

frames and motion/texture information of each pixel, which was recorded in binary. This yielded 

an accuracy of 95.5% when tested with the i3DPost dataset. In [41], attention based multiview 

fusion model has been proposed for skeleton action recognition having accuracy of 95% maximum 

using SBU Kinect interaction. To reduce dimension of matrices is important aspect in appropriate 

feature selection. Author works using sparse low rank representation and handles missing values 

also shows accuracy of 84.62% [42]. Sparse based regression model of multimodal features of 

depth and skeleton based features used for action recognition with weight regularization having 

accuracy of 100% using 3D action pairs (having only 6 classes) [43]. Some work has been going 

on bag of features and SVM by creating flexible dictionary and robust classifier having accuracy 

of 93.9% using UTL Action3D.  

The various deep learning frameworks explained by author Hasan et. al [44] has been given 

hierarchical feature model in which best feature separately calculated. After doing this, the best 

accuracy shows 98% using KTH dataset. In KTH dataset, the action classes are only six. Author 

has shown experiment on other dataset also in which classes are more as compared with KTH then 

minimum accuracy is 53.8%. In [45], proposed approach based on discriminant feature fusion 

framework for RGBD and also consider the inter and intra modalities correlation with accuracy 

shows 41.5% only. In [46],proposed weighted hierarchical depth motion maps and three channel 

network using action recognition system and this method can be benefit when have cluttered 

background. Authors also commented that if action classes increase, then performance will 

decrease. The experiment setup has shown by using four standard datasets and a maximum 

accuracy of 94.95% for the MSRAction3D dataset. In [47], present deep learning based framework 

for action recognition using RGBD with structured based classifier. Author used different dataset 

to show efficiency of own model from which maximum accuracy is 100% on 3D action pairs. 

There are various modalities as RGB, RGBD, skeleton and Infrared. In [48], authors have 

presented model for 3D skeleton, body parts images and motion history images based hybrid model 

using a convolutional neural network. Author will extend the work by including other modalities 

in work. The model analysis has been done using various datasets from which maximum correction 

rate is UT-Kinect i.e. 99.2%. In this dataset the number of classes are only 10, however author did 

analysis on dataset where classes are 60. Using NTU RGB+D dataset, accuracy shows 90.4%, in 

this model also has limitation that is if number of classes increased the performance would have 

decreased [9]. Human activity recognition from red green and blue (RGB), depth, skeleton sensor 
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data has drawn increasing attention. Multiview learning is model learning from multiview data of 

different views has been important vision-based task. In [49], explores the use of deep learning for 

action recognition based on skeleton data and accuracy shows of maximum 97.62% using MSRC-

12 in which classes are 12 only, however if consider Recognition using database NTU RGB+D 

shows 90.12%. The comparison of these method is given in table 2.1. 

In Table 2.2, a comparison of various reviewed approaches to human action recognition, 

both qualitatively and quantitatively, has been demonstrated using a variety of datasets. An 

examination of human activity recognition was conducted using publicly available datasets such 

as the IXMAS Multiview Human Action Dataset [50], i3DPost multiview human action and 

interaction dataset [51], MuHAVi (Multi-camera human action video dataset ) [52] and NTU RGB 

+D [53]. Using the IXMAS dataset, the maximum accuracy evaluated is 97.94% [11] . The author 

has conducted single view and multiview learning after obtaining space time interest points for 

each view, then employed the multiview bag of words representation and utilized a graph model. 

The IXMAS (Inrai XMAS motion acquisition sequence) aims to form state-of-the-art action 

recognition. This dataset contains 11 actions (pick-up, walk, turn-around, get-up, sit-down, wave, 

punch, kick, Check-watch, Cross-arms, scratch-head), total 10 performers involved in the activity, 

with five male and five female actors. shows in figure 2.2. the actors altered their orientation, to 

record the multiview and view invariant data and labels are given. And, the acquisition was done 

by using five cameras setup [50] shows in figure 2.3. 

In i3DPost multiview human action and interaction dataset, eight camera setups were 

employed to create high definition multiview videos. 

 

 

 

Figure 2.2 Sample action “Kick” performed by actors 

 

Figure 2.3 Example views of five camera 
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Table 2.1: Overview of HAR methods 

 

Author, Year  Methodology Dataset 

(#videos/sample/sequence, 

#actions, #subjects, #views, 

#modality) 

Parameters (Average Accuracy 

(Acc. %)) 

Yale Song, Morency, and 

Davis 2012 [35] 

Multi-view latent variable 

discriminative 

ArmGesture(120 samples,6,13) ArmGesture (97.65 %), 

Gao et al., 2015 [11] Multi-view discriminative 

and structured dictionary 

learning with group sparsity 

and graph model 

CVS-MV-RGBD single (4320 

sequence, 10, 18, 3, 

RGB/Depth/Skeleton), IXMAS 

(1815, 11, 11, 5, RGB) 

CVS-MV-RGBD single (92.19%), 

IXMAS (97.94%) 

Hasan and Roy-Chowdhury 

2015 [44] 

Deep Learning based 

hierarchical feature model  

KTH (599, 6, 25), UCF50 (6676, 

50, 25), VIRAT (NA, 11), 

TRECVID (NA, 7) 

KTH (98%), UCF50 (53.8%), 

VIRAT (62.8%), TRECVID 

(66.65%) 

H. Zhu, Weibel, and Lu 

2016 [45] 

Deep convolutional neural 

network 

SUN RGB-D (47 scenes, 19) 41.50% 

P. Wang et al. 2016 [46] Deep convolutional neural 

network 

MSRAction3D (NA, 20, 10), 

MSRAction3DExt (1379, 20, 

13),UTKinect-Action (NA, 10, 

10), MSRDailyActivity3D (NA, 

16, 10) 

MSRAction3D (94.95%), 

MSRAction3DExt (94.35%), 

UTKinect-Action (92.93%), 

MSRDailyActivity3D (80.83%) 

Guo et al. 2017 [38] Multiview Cauchy estimator 

feature embedding 

CAS-YNU-MHAD (NA, 10, 10, 

NA, 3-D-acceleration/depth, and 

RGB) 

97.40% 

P. Wang et al. 2017 [40] Scene flow to action map 

and ConvNets  

ChaLearn LAP IsoGD (47933, 

249, 21, NA, RGB-D), M2I 

(1760, 22, 22, 2, RGB) 

ChaLearn LAP IsoGD (36.27 %), 

M2I (87.6%) 

Shahroudy et al. 2018 [47] Deep learning  Online RGB dataset (336, 7, 24), 

MSR DailyActicity3D (320, 6, 

10), 3D action pairs (360, 6, 

10),NTU RGB+D (56880, 60), 

RGBD-HuDaAct (1189, 13), 

Online RGB dataset (94.6%), 

MSRDailyActicity3D (97.5%), 3D 

action pairs (100%), NTU RGB+D 

(74.9%), RGBD-HuDaAct (99%), 

El-Ghaish et al. 2018 [48] Convolutional neural 

network 

UT-Kinect (199, 10, 10, 

Skeleton/RGB), SBU Interaction 

(282, 8, 7, skeleton/RGB), 

Folerance3D Action (215, 8, 10, 

skeleton/RGB), NTU RGB+D 

(56880, 60, 40 skeleton/RGB) 

UT-Kinect (99.2%), SBU 

Interaction (99.3%), Folerance3D 

Action (96.5%), NTU RGB+D 

(90.4%) 

Y. Liu et al. 2018 [15] Convolutional neural 

network  

InfAR (600, 30), NTU RGB+D 

(420, 10) 

InfAR (79.25%), NTU RGB+D 

(66.29%) 

Li et al. 2019 [49] Deep network NTU RGB+D (56578, 60, 40, 5), 

UTD-MHAD (NA, 27, 8), 

MSRC-12 (594, 12, 30) 

NTU RGB+D (90.12%), UTD-

MHAD (95.58%), MSRC-12 

(97.62%) 

Fan et al. 2019 [41] Multiview fusion process  NTU RGB+D (56880, 60, 40, 3, 

Skeleton), SBU Kinect 

Interaction (230, 8, 7, 1, 

Skeleton) 

NTU RGB+D (85.9%), SBU Kinect 

Interaction (95%) 

Xie et al. 2021 [54] Graph convolutional 

networks 

NTU RGB+D (56880, 60, 40, 3, 

Skeleton), Kinetics(300000, 400) 

NTU RGB+D (Cross 

subject(88.87%), cross-

view(95.33%)), Kinetics(58.9%) 

 

The video collection in the database includes footage of eight individuals (2 female/6 male) 

and includes twelve actions (One person pulls another, two persons handshaking,  run-jump-walk, 
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run-fall, walk-sit down, sit down-standup, one hand wave, walk,  jump in place, jump forward, 

run.) which are captured from eight cameras as shown in figure 2.4. Using this database, the 

maximum accuracy under literature review is 97.8%. In this work, the author has given view 

invariant action recognition using neural network [23].   

 

 

Figure 2.4 Single from the 8 videos  

 

Multi-camera human action video dataset (MuHAVi), another database that researchers prefer to 

use when multiview action recognition. In this dataset, there are 17 actions (Walk, Run, Punch, 

Kick, Shot Gun, Pull Heavy Object, Pickup Throw Object, Walk Fall, Look In Car, Crawl On 

Knees, Wave Arms, Draw Graffiti, Jump Over Fence, Turn Back, Stop, Collapse, Drunk Walk, 

Climb Ladder, Smash Object, Jump Over Gap) performed by 14 actors and captured through 8 

Cameras as shown in figure 2.5 [52]. And, last but least NTU RGB+D database having data 

modalities, action classes, subjects and views. The compilation of the database comprises four data 

modalities - depth maps, 3D joint information, RGB frames and IR sequences - and 60 action 

classes delineated into three clusters: 40 daily activities, 9 actions linked to health, and 11 mutual 

actions carried out by 40 participants ranging in age from 10 to 35. And, this database contains 

only 3 views [53]. The maximum accuracy under review of literature is 90.4% using a 

convolutional neural network that uses 3D skeleton, body part images and motion history images 

[48]. In future, author will include more modalities to extend the work.  
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Table 2.2 Comparative analysis of datasets  

References Dataset #videos/sample/sequence #actions #subjects #views #modality 

[53]  &  [47] 3D Action Pairs 360 6 10 - RGB/Depth/Skeleton 

[55] ACT42 6844 14 24 - - 

[34] Activity 

database 

92 8   7 - 

[35] ArmGesture 120 samples 6 13 - - 

[55] Berkeley 

MHAD 

550 11 12 - - 

[56] BREAKFAST 1989 10 - - - 

[38] CAS-YNU-

MHAD 

- 10 10   3-D-

acceleration/depth 

and RGB) 

[7] ChaLearn LAP 

IsoGD 

47933 249 21   RGB-D 

[20] ChaLearn multi-

modal 

13858 - - - - 

[11] CVS-MV-

RGBD single 

4320 sequence 10 18 3 RGB/Depth/Skeleton 

[48] Folerance3D 

Action 

215 8 10 - skeleton/RGB 

[57] HMDB51 6766 51 - - - 

[23],  [25]&  [58] i3DPost 80 8 8 8 - 

[15] InfAR 600 30 - - - 

[31],  [32],  [36],  [33],  

[19],  [39],  [59], [23], 

[28], [11],  [12],  [27], 

[58]&   [42] 

IXMAS 2520 14 12 5 RGB 

[57]&  [54] Kinetics 300000 400 - - - 

[33],  [37]  &  [44] KTH 599 6 25 - RGB 

[30] KTHDB 600 6 25 - - 

[29] KU gesture 

database 

- 5   8 RGB 

[30] KUGDB - 14 20 3 - 

[40] M2I 1760 22 22 2 RGB 

[37] MSR action 3D - 20 10 - Depth 

[20] MSR Action 

Pairs 

360 - - - - 
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[43]&  [20] MSR Action3D 567 20 10   RGB/Depth/Skeleton 

[20] MSR Gesture3D 336 - - - - 

[49] MSRC-12 594 12 30 - - 

[28]&  [12] MuHAVi - 17 7 8 RGB 

[37] MV-TJU 7040 22 20 2 RGB/Depth/Skeleton 

[47],  [48],  [15],  [49],  

[41]&  [54] 
NTU 

RGB+D 

56880 60 40 3 Skeleton 

[47] Online RGB 

dataset 

336 7 24 - - 

[47] RGBD-

HuDaAct 

1189 13 - - Depth 

[48] SBU Interaction 282 8 7 1 skeleton/RGB 

[57] Something-

something-v1 

110K 174 - - - 

[45] SUN RGB-D 47 scenes 19 - - - 

[60]&  [57] UCF101 13320 101   3 RGB 

[44] UCF50 6676 50 25 - - 

[17] UoS-DB - 5 - - - 

[49] UTD-MHAD - 27 8 - - 

[55] UTK Action3D - 6 - - - 

[48] UT-Kinect 199 10 10 - Skeleton/RGB 

[27] UTKinect-

Action 

- 10 10 - - 

[56] VIRAT 497 11 - - - 

[32],  [39]&  [28] Weizmann 92 10 9 - - 

[12] WVU 517 11   8 RGB 

 

 

Figure 2.5 View of 8 cameras showing sample actions and sample actors  
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Computer vision research and applications, particularly through the incorporation of 

multiview and multimodal information, have been significantly enhanced by the exploration of 

human action recognition. Research in the area of human-computer interaction, intelligent video 

surveillance, and multimedia content understanding and management has allowed for the 

development of practical applications. These applications are being used in the real world, and 

have been made possible through these studies. To recognize actions from different viewpoints 

and modalities remains an active research area. And, availability of the video sequence database 

in huge, attracting researchers to do research in this field.   

The year-wise comparative analysis based on research methodology in human activity 

recognition is present in Table 2.3. The literature survey has found that the neural network-based 

process is used the most instead of other methods. 

Table 2.3 Year-wise comparative analysis of techniques  

Reference Year HMM SVM Directionality 

based 

algorithm  

NN DTW Fusion Fuzzy PCA Graph 

Base 

Model 

Dictionary 

Learning 

Sparse DNN 

[34] 2002                         

[21] 2004 ♦                       

[29] 2006                         

[16] 2007   ♦                     

[17] 2008     ♦                   

[30] 2008 ♦                       

[24] 2008       ♦                 

[31] 2008         ♦               

[32] 2008           ♦             

[26] 2009             ♦           

[33] 2009       ♦                 

[22] 2010 ♦                       

[19] 2011       ♦                 

[39] 2011               ♦         

[59] 2012   ♦                     

[35] 2012       ♦                 

[23] 2012       ♦                 

[36] 2013       ♦                 
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[25] 2013             ♦           

[28] 2013       ♦                 

[37] 2015       ♦                 

[11] 2015                 ♦       

[44] 2015       ♦                 

[12] 2016                   ♦     

[45] 2016                       ♦ 

[46] 2016                       ♦ 

[55] 2016   ♦                     

[27] 2016                     ♦   

[43] 2016                     ♦   

[38] 2017               ♦         

[20] 2017       ♦                 

[60] 2017       ♦                 

[40] 2017       ♦                 

[58] 2017       ♦                 

[42] 2018                     ♦   

[47] 2018                       ♦ 

[48] 2018                       ♦ 

[15] 2018                       ♦ 

[49] 2019                       ♦ 

[41] 2019       ♦                 

[57] 2020                         

[56] 2020                         

[54] 2021       ♦                 

 

Based on literature survey, The ROSE Lab was established collaboratively between 

Nanyang Technological University in Singapore and Peking University in China. Four data 

modalities are available i.e. Depth map, 3D connection information, RGB frames, IR sequences. 

In this work, the 3D joints and  RGB information only uses. There are 40 distinct subjects between 

the age of 10 to 35 years. The dataset videos recording at three different angles, i.e., 45°, -45° and 

0°, as shown in Figure 2.6. The dataset divide into three main categories: 40 activities regarding 

day-to-day activities, 9 about human health, and 11 that are mutual activities. This dataset varies 

in the number of subjects and ages of subjects [53]. 
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Figure 2.6 Three views in NTURGB+D (side view (+45o), front view (0o) and side view (-45o)) 

 

2.2    Research gap  

The important points to fill the research gap for human activity recognition field is: 

1) There are methods given by [39], [59], [35], [23], [11], [12], [48] have given high 

recognition rate according to their experimental setup. However, author gave method for 

handling a smaller number of action classes. 

2) Multi-domain action recognition is consisting two things that is multiview and multimodal 

recognition. View and modality changes can lead to the presence of information from 

multiple domains, making action recognition more difficult [61]. Because RGB and depth 

has own characteristics such as illumination, backgrounds and appearance). Therefore, 

need a system which can handle different modalities.    

At last, two main challenges in action recognition are how to discriminately represent 

multiview and multimodal action perceptual structure and how to learn classifiers to recognize 

classes with multi-domain data. According to the literature review, a state-of-the-art method for 

identifying actions will be proposed if data has viewed variation and a greater number of activities. 

The deep learning-based methodology is proposed in coming chapters 5 and 6 based on the survey 

presented in tables 2.1 and 2.3. The two datasets are used for the experimental approach that 

NTURGB+D and HMDB51 mentioned (Bold) in Table 2.2. 
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CHAPTER-3  

SUBJECT SEGMENTATION OF ACTIONS FROM RGB 

FRAMES WITH SKELETON DATA 

 

This chapter is about the techniques for segmentation. There are two ways for segmentation 

gives i.e, subject segmentation, which separates actions from video using the NTURGB+D dataset. 

Secondly, the experiment analysis on object segmentation using semantic segmentation using the 

CamVid dataset.   

 

3.1 Subject Segmentation of RGB frames  

The process of dividing a video into sections to identify actions within each frame is 

referred to as subject or video segmentation. It is required in various applications i.e. design CAD 

system capable of supporting visual effects in movies, understanding detailed scenes, creating 

virtual backgrounds, and automatically recognizing human behavior from video without 

background interference. A system has been developed to perform automatic activity segmentation 

in videos, which can adapt to the specific size of the input video. The data for experimentation is 

drawn from the NTURGB+D dataset. The methodology utilizes 3D skeletal information from 

RGB videos in the NTURGB+D dataset to achieve subject segmentation. Evaluation results were 

obtained by conducting experiments on five randomly selected action videos, showcasing 

performance and testing outcomes. 

 

3.1.1 Literature Survey 

Motion detection based on video images have number of steps such as preprocessing of 

video frames, segmentation to find the different objects, feature calculaion, reduction of features, 

and classification. The system's accuracy is high if feature computation is performed on correctly 

segmented image/video frames. It uses arbitrary techniques or deep learning methods, which are 

the high edge methods. Nevertheless, the two main aspects of designing a deep learning model 

include the input and output sets for training or testing the network and tuning the hyperparameters. 

The quality of the input information plays a major role in determining the precision of the model. 

Therefore, segmenting video frames is a significant step in designing the models. The work is 

based on action segmentation to isolate the object movement and the background using trajectories 

for classification [62]. Segmentation of the frame based on unsupervised learning has been 

proposed by [63]. The system based on bag of visual word features to segment video actions 
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provided by [64]. [65] an approach is given to define actions and features useful for neighborhood 

segmentation. The data-intensive techniques [66] can help to design a automatic subject 

segmentation based in 3D joint data. Action detection based on action localization is useful when 

background interference is not considered [67]. 

Segmentation of temporal actions is becoming increasingly common when using 

approaches that train against timestamp annotations [68]. Researchers have developed various 

structures that can seprate the object movement and the background from video frames. The 

Global2Local structure is an approach that can use to segment video actions. This approach can 

find the action based on motion given by [69]. Segmented video use in dynamic manifold warping 

to calculate similarity of the motion [70]. In this work, a segmentation method using 3D skeletal 

information is specified. Other modalities, such as depth maps can also be used for the subject 

segmentation. You can improve action detection rate by using depth map [71]. It is possible to use 

the energy of motion history images to segment long sequence videos [72]. Segmented action 

videos helps to improve the action recognition systems, one such type of system automatically 

based on pose streams in the form of joints [73]. Contour-based segmentation is another method 

to compute features of still images [74].  

To date, few proposed approaches that can be used for behavioral segmentation have been 

discussed. When feeding input videos to deep learning models or machine learning models, the 

system does not focus on the action but also considers background details. Segmented video frames 

can be fed to systems that focus on training actions instead of whole frames. In this work, we 

demonstrated an approach that can be used for segmenting measures on the NTURGB+D dataset. 

This segmentation approach allows us to design more efficient systems. 

  

3.1.2 About Dataset NTURGB+D 

The development of depth sensors incorporated in cameras has enabled us to acquire 

various forms of data. These four modalities include RGB video, depth map, IR sequence, and 3D 

structural information, all of which have their benefits and can be applied in action recognition. 

Two of the four types have been utilized to perform subject segmentation: RGB and 3D structural 

data. The NTURGB+D dataset was created to support data-intensive techniques such as deep 

learning approaches. This dataset is composed of 56880 videos of resolution 1920X1080 taken 

from 40 subjects and the corresponding 3D joint information with 25 body joints shown in Figure 

3.2. The NTURGB+D dataset thus provides a useful platform for building accurate human activity 

detection models [53]. 



26 

 

 

Figure 3.1 Steps for subject segmentation 

 

3.1.3 Steps for subject segmentation 

The following portion explores the technique utilized for identifying actions. It explains 

the circumstances under which this algorithm can be utilized in platform such as MATLAB. The 

task is separated into several distinct components as depicted in Figure 3.1. This approach has 

been developed with an emphasis on deep learning techniques. The initial move is to make a data 

repository that the deep learning algorithm can use for training, validation, and testing purposes. 

In the process, just one data set called NTURGB+D containing 3D and RGB video is used. Next, 

the 3D data must be unpacked and a bounding box with [1x4] dimensions must be created as shown 

in Figure 3.1. A bounding measure based on the characteristics of the initial frame of 3D data. 

Subsequently, each video frame is converted to grayscale. Subsequently, each video frame is 

trimmed according to the bounding box size. In conclusion, a video consisting of segmented 

frames is generated and classified for storage. This information can then be utilized for deep 

learning methods. 

 

3.1.4 Experimental Analysis 

A 3D skeleton can be incredibly helpful in revealing changes in a person's posture over 

time. The RGB video was divided into segments using the 3D skeletal data. This type of skeleton 

usually contains a series of 3D coordinates for different body joints. Segmentation refers to the 

division of a digital image into separate sections (also known as image objects). The aim of 

dividing an image/frame is usually to enhance its comprehensibility and simplify analysis. Several 

steps are involved in obtaining results, including: 
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• Construct a repository for three-dimensional skeletal information and colored video. 

The first step is to establish data repositories for the 3D skeletal and RGB videos. This step 

is crucial for organizing the segmented videos into classified folders. This is a helpful 

feature when deep learning models need to identify activity.    

• Retrieving Color X and Color Y from the 3D Skeletal Data 

The NTURGB+D dataset consists of 3D skeleton data connected to each video, indicated 

by a skeleton file extension. This data contains 25 skeletal joints, thumb tracking, hand 

edge tracking, opening and closing hand gestures, as well as other significant aspects of 

human body movements. Such information is essential for motion recognition, as 25 pieces 

of information are required for each video frame. Each video's skeleton file extracts 25 

pieces of information across all platforms. Color X and Y extraction are performed for each 

video frame to achieve subject segmentation. As shown in Figure 3.2, the steps to get the 

desired output are outlined. 

 

               Figure 3.2 Data of Joints Color X and Joints Color Y 

 

• Subject segmentation bounding box dimensions 

The outputs designated as Color X and Color Y from each frame serve as inputs for creating 

the video's boundary box. Xmin, Xmax, Ymin, and Ymax are the four dimensions of the 

boundary box and can be calculated using the minimum and maximum values of Color X and 

Color Y. The video frame is then trimmed to match the dimensions of the boundary box as 

stated in Equation 3.1. Figure 3.3 outlines the steps to find the boundary box dimensions and 

trim to find the action-specific part. 

 

𝐵𝑏𝑜𝑥 = [𝑋𝑚𝑖𝑛, 𝑌𝑚𝑖𝑛, (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛), (𝑌𝑚𝑎𝑥 − 𝑌𝑚𝑖𝑛)]     (3.1) 
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Figure 3.3 Steps for subject segmentation per frame 

 

 

Figure 3.4 Results of the experiment on the "type on a keyboard" class were shown with an input 

video (on the left) and a video segmented by action (on the right) 

      

Figure 3.5 The outcome of the experiment on the “salute” class [illustrated by the input video (on 

the left) and the action-segmented video (on the right)] 

 

• Subject segmention of RGB video 

The NTURGB+D data set contains 60 action labels with 56880 videos. Grades A001 to A049 

feature daily activities and health conditions for one subject, while grades A050 to A060 
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include joint activities for two. Five random videos were selected from everyday actions and 

joint activities, featuring keyboard typing, saluting, pushing, clapping, and drinking. The 

segmented videos can be seen in Figures 3.4 to 3.8. 

In a video, there is a background and subject. The frame size of RGB from NTURGB+D 

is 1980x1080. To segment each frame of RGB video, skeleton 3D information uses and 

segments a video with the dimension of a bounding box given in equation 3.1. After 

segmentation, the frame size is reduced by more than half. The size of the RGB video frame 

and segmented video frame are given in table 3.1. 

 

 

Figure 3.6 The results obtained from the experiment on the "clapping" class [with an input video 

(on the left) and a segmented action video (on the right)] 

 

 

Figure 3.7 The outcome of the experiment on the "pushing" class [with the input video (on the 

left) and the video of the segmented action (on the right)]
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Figure 3.8 The results of the experiment conducted on the class "drinking" were depicted in the 

form of an input video on the left and an action-segmented video on the right. 

 

Table 3.1 Size of video and segmented video of NTURGB+D dataset 

Detail of Video Video (Size) Segmented Video (Size) 
Segmentation 

percentage 
Name of Activity 

Video Label in 

NTURGB+D 
Width Height 

Total 

(Pixels) 
Width Height 

Total 

(Pixels) 

type on a 

keyboard 
S001C003P008R002A030 1920 1080 2073600 253 596 150788 92.73 

salute S001C001P008R002A038 1920 1080 2073600 229 542 124118 94.01 

clapping S001C001P002R002A010 1920 1080 2073600 217 511 110887 94.65 

pushing S001C001P005R001A052 1920 1080 2073600 217 627 136059 93.44 

drinking S001C001P001R001A001 1920 1080 2073600 198 473 93654 95.48 

 

3.2 Semantic Segmentation for Object Recognition 

Object detection and recognition from images or videos is a critical task for determining 

the presence of an entity in them. Analysis of recognition and identification has become crucial 

for security, monitoring, personal storage or self-driving applications, and so on. This project 

introduces a system for scene detection. A Deep Lab v3+ system with Resnet18 initialized weights 

has been utilized in this approach. The CamVid database has been put to use to detect various 

scenes from video frames. It consists of 701 total RGB frames, which have pixel-wise 

segmentation labeling and RGB values label. To evaluate the model's performance, three 

parameters were utilized, namely, accuracy, IoU and score. Upon analysing these parameters, it 

was determined that the model is well-suited for recognizing scenes from video frames. 

 

3.2.1 Literature Survey 

Computer vision is a multi-disciplinary field that enables the automated analysis, extraction 

and understanding of information from individual images or collections. Identifying scenes from 

images and videos is a highly sought-after task in computer vision and is applied across a range of 



31 

 

fields, from industry to consumer and general purposes. Segmentation is a particularly hard task 

to complete under pre-processing techniques. The advantage of vision or mass perception is a  

significant computer vision challenge applied in various fields, such as autonomous vehicles. [75], 

human-machine interaction, computer graphics [76], traditional search engines and augmented 

reality. 

Semantic segmentation is capable of handling the deep learning architecture used for 

categorization. Locating items in images and videos is the initial step in classification. This 

provides us with the class and other data that aids in recognizing objects with their spatial 

information. This aims to assign a tag to each pixel in a photograph or video [77]. Pixel-based 

classification can be a valuable tool in a range of scenarios. It is a powerful technique that can be 

applied to various purposes [75][76][77].  

Segmenting an image or video is crucial in image or video processing. Semantic 

segmentation is utilized in the initial stage of computer vision tasks. Another existing technique 

relies on databases. A strategy that uses orientated patterns, colors, and textures is proposed in this 

instance [78]. It is possible to train a CNN network end-to-end for multiple groups with joint 

segmentation to maintain each group's foreground. This can be achieved through the use of two 

sub-networks, one for region extraction and the other for segmentation [79]. Semantic 

segmentation is also employed in hash-based multimedia search due to its efficiency and cost-

effectiveness [80]. The majority of the cutting-edge approaches require extensive computing 

resources, and they can be employed in industrial settings, such as to comprehend a scene [81]. 

Semantic segmentation can also be used for city scenes. Gives good enough results when used 

with poorly labeled data [82]. Automatically digitize maps for scientific and industrial use instead 

of manually interpreting scenes using convolutional neural networks [83]. A new graphical 

approach-based model is suggested to improve existing procedural methods. This model takes 

information from multiple functions and then compares the performance of those functions with 

other methods in terms of execution time [84]. Segmentation includes both object segmentation 

and pixel segmentation. SPCO (Seed-Picking Crossover Optimization) is proposed as an approach 

to address the requirement for both high- and low-level features in order to accomplish pixel-by-

pixel classification and enhance performance. This approach utilizes a Conditional Random Field 

(CRF) trained model to select appropriate features and accurately classify objects [85]. Developing 

a neural network that uses the newly created Spatio-temporal continuous (STC) semantic 

segmentation for video has been achieved [86]. This proposed technique is used to segment video 

imagery. Semantic segmentation plays an important role in real-world scenarios like the robotics 

domain. When robots need to make decisions based on intricate pictures, semantic segmentation 
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can be used to upgrade the system. This facilitates making intricate visual choices [87]. To enhance 

the segmentation outcome, FCN sequential maps can be combined to execute image classification 

tasks [88]. Designing a system that efficiently detects prohibited items [89]. A network can be 

constructed by integrating two sub-networks that guide focus towards a specific task [90]. 

Analyzing objects in videos or images is essential, which can be achieved through deep 

learning networks. This method of object detection is a crucial part of preprocessing for video or 

image data. By employing this process, one can determine whether the desired objects are present 

in the video. This work conserved the network used for object identification from video frames. 

 

3.2.2 Steps for Object recognition using semantic segmentation 

• Image Pre-processing 

For this particular deep neural network, the size of the input layer determined the dimension 

of the image. For the research at hand, the image input dimension was set as 720x960 pixels 

with three color channels. 

• The CNN for segmentation task 

Image segmentation can pose difficulties when viewed on a distant computer. To tackle 

this challenge, various algorithms have been created to enhance outcomes. These 

algorithms include the watershed method, image thresholding, k-means clustering, and 

graph partitioning, but the most successful results have been achieved using deep neural 

networks. These networks comprise several layers, such as convolutional, activation, batch 

normalization, and max/min pooling layers, which assist in recognizing the spatial 

elements of the input image. Combining convolutional and pattern layers in an encoder-

decoder structure is necessary to attain the desired output, which optimizes weightings with 

extensive detail. The layer below the input is an element of the encoder, while the layers 

responsible for generating the samples form part of the decoder [91]. In this investigation, 

the DeepLab v3+ network was utilized as a convolutional neural network for semantic 

image segmentation. The network employs an encoder-decoder structure and seamless 

integration, eliminating the requirement of connecting to image segments. A depiction of 

the encoder and decoder is shown in Figure 3.9. 

 

When training a model for semantic segmentation, the encoder produces a tensor that 

includes information regarding the objects like shape and size. The decoder then uses this data to 

make a segmentation map [92]. 
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Figure 3.9 Encoder-Decoder Structure [91] 

 

3.2.3 About Dataset CamVid 

This research utilized the Cambridge Driving Labeled Video Database (CamVid) as a 

video-based object analysis database. The video footage was captured using an onboard high-

resolution 3CCD Panasonic HVX200 digital camera, capable of recording 960x720 pixels at 30 

frames per second. Four HD video streams, titled 0001TP (8:16), 0006R0 (3:59), 0016E5 (6:19), 

and Seq05VD (3:40) for a total duration of 22:14, were obtained from the CamVid website. These 

videos encompass a diverse range of classes, including cars, pedestrians, and cyclists. A total of 

32 classes were identified from the video sequences [93]. In this instance, we use shades of red, 

green, and blue to illustrate the spatial data, as shown in Figure 3.11.            

    

 

Figure 3.10 Steps to test network 
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Figure 3.11 The following is a list of 32 object class names, along with the color used to 

label [93] 

 

Per-pixel labeling with RGB values gives you an accurate look and shape experience. 

Examples of video frames with corresponding images labeled pixel by pixel, as shown in Figures 

3.12 (a) and (b), respectively. Figure 3.13 shows the length of the video sequence. A specified 

number of marked frames accompanied the corresponding video length for each video. The total 

length of all videos is 10 minutes. Looking at each frame of the video, several objects can be 

labeled, as shown in Figure 3.11 [93]. 

The CamVid dataset is useful for researchers looking to create algorithms and networks 

that can identify objects through semantic segmentation. This database can be employed for a 

range of applications. This algorithm can handle object detection, pedestrian detection, and object 

tag propagation [93]. 

 

 
(a)                                                 (b) 

Figure 3.12 (a) A sample of a frame taken from the CamVid dataset, (b) An example of a 

frame labeled on a pixel-by-pixel basis from the CamVid dataset. 

 

3.2.4 Experimental Analysis  

In this study, a Deeplabv3+ deep learning network was created in order to carry out 

semantic segmentation, which involves assigning each pixel in an image/video to a specific 

category. The network was created using pretrained weights from a Resnet-18 network, a 
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Convolutional Network, also known as a Deep Architecture Network [94]. Deeplabv3+ is a 

Convolutional Neural Network (CNN) form that utilizes millions of pictures from the ImageNet 

database to train. With its advanced training, it can recognize over a thousand distinct categories 

or classes.  By leveraging transfer learning concepts, deep architectures can be used to classify 

new classes. Deeplabv3+ is used as a CNN specifically designed for semantic image segmentation 

to execute the training. 

 

 

Figure 3.13 Videos with a title, frames per second, the quantity of frames, and length of 

time are labeled [93] 

 

Completing a neural network is the foremost and most critical step when it comes to object 

recognition using semantic segmentation. After that, additional steps must be taken to accomplish 

the task. Once Resnet18 is complete, install the relevant network into your programming software. 

Suitable for applications that require limited processing resources. Once a dataset of CamVid 

images and corresponding CamVid pixel labels has been loaded, it is important to perform a split 

of the data into training, testing, and validation datasets. Pre-processing the datasets is essential 

for ensuring the efficient performance of deep neural networks. An effective method of examining 

data is to establish a DeepLabv3+ network built on the ResNet18 architecture. Finally, determining 

the most appropriate network for a particular use case involves evaluating and adjusting the 

relevant hyperparameters through practical testing [95]. Networks were always analyzed after 

several rounds of training, validation, and testing on data. The number of depths or total number 

used in the network increases the value of the network to achieve a higher detection rate. This 

involves various hyperparameters called training options. 
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Figure 3.14 Plot showing the development of accuracy over time as a result of the training 

process (iterations) 

 

Figure 3.14 shows the training progress chart, showing how the accuracy changes exactly 

from epoch to epoch. The solid blue line shows how the training of data for each epoch. Also, the 

black coloured line (dotted) shows how validation tests are handled. This algorithm was used to 

train stochastic pulse rate gradient descent. Various hyperparameters were used to tune the 

network. A learning rate of 0.0003 is used and decreases with each epoch. These will help you 

network and find the best solution. The network was tested on both validation data and individual 

test data. Looking at Figure 3.11, the initial accuracy is 10%, but the accuracy reached 80% during 

training only in the first epoch. The training history graph shows a decline in the ultimate validation 

accuracy, which hit 90.2808% following the 10th epoch. In general, this type of network may be 

preferred. Once the network is trained, the training process will be terminated when the validation 

accuracy reaches a steady rate. 

There are three situations that can arise when working with deep neural networks. The 

network may overfit, underfit, or align identically with both the training and validation datasets. 

In order to make sure that the network is functioning correctly, we need to review the training and 

validation losses for each iteration. Figure 3.15 supplies data regarding the transformation in the 

losses in successive iterations. A higher training loss than the validation loss suggests that the 

network may suffer from underfitting. 

An overfitting issue in the network can be indicated if the validation loss is larger than the 

training loss. On the other hand, if the validation loss and training loss are approximately equal, 

then the network is more likely to perform well. As seen in Figure 3.11, the training loss 

(represented by the solid red line) is almost 2.5 at the start of the first few iterations and then 

decreases gradually. Similarly, the validation loss (represented by the black dashed line) in Figure 

3.12 is nearly equal to the training loss and decreases following epoch 2. The validation loss 
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approached 0.4224 at the end of epoch 10, near the 600th iteration mark. 

 

 

Figure 3.15 Plot of loss over the number of iterations during training 

 

Table 3.2 Recognition rate per classes of testing data 
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Sky 0.9505 0.0043 0.0085 0 0 0.0352 0.0011 0 0.0004 0 0 

Building 0.0086 0.843 0.0477 0.0002 0.0125 0.0219 0.0355 0.0047 0.01 0.0137 0.0021 

Pole 0.0191 0.0891 0.7171 0.0017 0.0166 0.0542 0.0538 0.0086 0.0137 0.024 0.0023 

Road 0 0.0002 0.0015 0.9532 0.0319 0.0003 0.0001 0 0.0093 0.001 0.0025 

Pavement 0 0.0063 0.015 0.076 0.881 0.0014 0.0005 0.0019 0.0053 0.0093 0.0033 

Tree 0.0435 0.0295 0.0328 0.0007 0.0017 0.8619 0.0101 0.0111 0.0045 0.0035 0.0007 

SignSymbol 0.0008 0.1035 0.0433 0.001 0.0042 0.0483 0.7536 0.0038 0.0312 0.0097 0.0005 

Fence 0 0.0588 0.0676 0.0005 0.0176 0.0412 0.0037 0.7644 0.0171 0.0277 0.0013 

Car 0.0012 0.0254 0.0172 0.0098 0.0053 0.0044 0.0074 0.0054 0.8989 0.02 0.0049 

Pedestrian 0 0.0455 0.0506 0.0016 0.0104 0.0041 0.0045 0.0053 0.0186 0.8445 0.0151 

Bicyclist 0 0.0131 0.0048 0.008 0.0059 0.0078 0.0031 0.0002 0.0129 0.0792 0.865 

 

The recognition rate is crucial to comprehend, as it shows how successfully our system 

authenticates the test data. Table 3.2 presents the separate recognition rates of 11 classes evaluated 

using only the test data. Both RGB and pixel label data have 140 frames. The first column in Table 

3.2 represents the predicted labels, and the first row shows the target class names. For example, 

the frames in the test data were correctly identified as "sky" 95.05% of the time. Other examples 

include 84.3% as "building", 71.71% as "pole", 95.32% as "road", 88.1% as "pavement", 86.19% 

as "tree", 75.36% as "signsymbol", 76.44% as "fence", 89.89% as "car", 84.45% as "pedestrian", 

and 86.5% as "bicyclist". The green box highlights the highest accuracy for each target class. Table 

3.2 also demonstrates the accuracy variation. 

Figures 3.16 (a) and (c) depict the RGB frames from the CamVid dataset, while 

semantically segmented frames can be seen in Figures 3.16 (b) and (d). Upon examination of the 

semantically segmented frames, it becomes apparent that the semantic segmentation performed 
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well in identifying the road, sky, and buildings, but was not as effective in recognizing pedestrians 

and other objects. Semantic segmentation's effectiveness depends on the area's complexity, as it is 

more successful in simpler parts of the framework. Semantic segmentation results are less 

satisfactory when objects are small and complex. 

 

 

 

 

Figure 3.16 The evaluation of trial data, where (a) and (c) are RGB frames from the CamVid 

dataset, (b) and (d) are the corresponding segmented images, is presented. 

 

Constructing the optimal model for all data and weights through functions can pose a 

significant challenge. It is important to be able to evaluate models with different parameters in 

order to determine the overall model. To do this, three metrics can be used: accuracy, Intersection 

of Union (IoU), and ratings. Accuracy measures the correspondence between the predicted class 

and the target class, while IoU (Intersection over Union) is a value between 0 and 1 that reflects 

the overlap between the predicted box and the actual bounding truth. A higher IoU value indicates 

that the boxes overlap more, while a lower value indicates that the boxes have more space between 

them. Ratings are indicators of the class to which an observation belongs, with the maximum points 

per class listed in Table 3.3. Table 3.3 reveals that the highest precision is achieved for the class 

'Sky' and the lowest precision is for the class 'Pole'. All the metrics referred to can be found in 

(a) (b) 

(c) (d) 
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Table 3.3. 

Table 3.3 Class wise accuracy, IoU and Mean scores values 

Class |Parameters Accuracy IoU Mean Scores 

Sky 0.9505 0.9088 0.9044 

Building 0.843 0.8118 0.6711 

Pole 0.7171 0.2629 0.6034 

Road 0.9532 0.9337 0.8293 

Pavement 0.881 0.7411 0.7551 

Tree 0.8619 0.773 0.7234 

Signsymbol 0.7536 0.4112 0.5286 

Fence 0.7644 0.5932 0.5398 

Car 0.8989 0.791 0.7543 

Pedestrian 0.8445 0.4288 0.596 

Bicyclist 0.865 0.6222 0.5634 

 

3.3 Summary 

This chapter is related to segmentation techniques, from which first is subject segmentation 

using Skeleton 3D information of NTURGB+D dataset and second, object segmentation using 

pixel-wise labeled technique which is called as semantic segmentation using CamVid dataset.  

The work related to subject segmentation is an approach to segmenting all classes of RGB 

video using skeletal 3D information. This dataset boasts a substantial size, making it ideal for 

applications requiring many classes or perspectives. The size of the segmentation window is 

determined based on the RGB video using skeletal 3D information, making this technique practical 

for all NTURGB+D videos. The Experimental Results section showcases some randomly selected 

video results. Visualizing the output of the segmented video reveals generally good performance, 

except for class where includes mutual actions. If these categories are to be considered, the window 

may need to be modified accordingly. Also, the result shows that based on the segmented 

percentage from which it has been observed, the maximum segmented rate is 95.48%. The 

segmented videos can be used for any experiment. Future work will improve this technique when 

multiple people are in the video. 

Secondly, The work is related to utilizing a deep neural network for semantic 

segmentation-based object recognition and scene classification into 11 classes using the CamVid 

dataset. The DeepLab v3+ model with resnet18 was trained and tested with this dataset. The 

performance was evaluated based on three metrics: accuracy, IoU, and score, with the maximum 

precision for each class reported in the experimental results. The accuracy of class where an area 

is more in the image like "Sky" is 0.9505, which is the maximum. Wherever the area is small, like 

classes named "pole", "SignSymbol" and "Fence", the accuracy is less. Despite difficulties 
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recognizing smaller objects, the model performed well for larger objects. For IoU, it is minimal 

for the class "Pole" i.e. 0.2629, due to overlaps between the predicted and actual box and maximum 

for class "Sky" i.e. 0.9088. The mean scores indicate how many instances it classifies correctly, so 

the maximum score is for class "Sky" i.e. 0.9044, and the minimum for "SignSymbol" is 0.5286. 

Semantic segmentation has many potential uses in self-driving cars, behavior identification, and 

healthcare. In order to be successful, the initial step is to pinpoint available objects. Future work 

can focus on improving the recognition of smaller objects in images and videos, and if successful, 

this deep neural network model could be suitable for semantic segmentation. 
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CHAPTER-4  

FEATURE EXTRACTION FOR OBJECT DETECTION 

 For recognizing actions, the first step is feature extraction. This chapter is about feature 

extraction for object detection. The histogram optical flow used to give information about how 

object movement from one frame to another frame and second is histogram of oriented gradient 

which is used to find the presence of object in an image. The both explained in next sections. 

 

4.1 HOF (Histogram optical flow) features  

Motion estimating is one of the methods which determines the movement from one frame 

to another in the videos. For an application of action recognition, choosing the optical flow can be 

an essential feature for recognizing actions. The optical flow consists of the information of the 

moving subject and objects in the video frames. This work analyzes four motion-estimating visual 

flow methods (Farneback, Horn Schunck, Lucas Kanade, and Lucas-Kanade Derivative of 

Gaussian explored based on visualization and PSNR. The NTURGB+D dataset uses for the 

analysis of experimental results. 

Recognizing human actions is currently a formidable challenge. Various methods have 

been proposed in [96], which can use for pre-processing and recognizing activities. Motion 

estimation features are one of the main steps required to know activities in video sequences. The 

optical estimation technique is in [97]. The optical flow gives motion information and helps to find 

an interesting point used to recognize actions. 

There are various non-parametric methods in which motion descriptor calculation helps 

estimate flow between one and the next frame. The flow descriptors aggregate the histograms on 

the temporal axis. The gradient-based methodology improves action recognition tasks [98]. 

Various other handcrafted features like SIFT, HOG, GIST, and MHI [99]. These features have 

more focus on spatial information but not that much on temporal characteristics. The human 

motion analysis features the identification of human body shape, the relation of motion from one 

frame to the next, and one aspect of human activity recognition [100]. The optical flow based on 

warping explores provided high accuracy [101]. This method can reduce the angle errors while 

computing optical flow. The optical flow can be used for video object segmentation, as mentioned 

in [102]. This model is attention based, which can use for object detection. Human activity 

recognition for video surveillance can design using an optical flow feature. Optical flow features 

include information related to the movement of subjects [103]. 
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4.1.1 Methods for HOF  

To calculate optical flow, techniques are analyzed in this work. The methods are Farneback 

[104], Horn Schunck [105], Lucas Kanade [106], and Lucas-Kanade Derivative of Gaussian [106].  

The HOF features are widely used for optical flow estimation by differential equations. 

Despite calculated differences, the measurement can include three stages of processing. First, pre-

filtering to extract interest points. Second, compute the spatial-temporal derivative (called velocity 

vectors). Third is integrating measurements to produce flow fields [107]. The techniques employed 

to determine the object's velocity and direction of movement from frame to frame. 

For the computation of the optical flow features, can use the equation 4.1 as follows:  

𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡 = 0     (4.1) 

In equation 4.1, 𝐼𝑥 , 𝐼𝑦 and 𝐼𝑡 are the brightness derivatives. 

• Algorithm 1: Horn Schunck [104][107] 

The method estimates a velocity vector by considering the flow features are smooth across 

the whole image. 

           𝐸 =  ∬(𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡)2 𝑑𝑥 𝑑𝑦 +  𝛼 ∬ {(
𝜕𝑢

𝜕𝑥
)

2
+  (
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𝜕𝑦
)

2
+ (

𝜕𝑣

𝜕𝑥
)

2
+  (

𝜕𝑣

𝜕𝑦
)

2
}  𝑑𝑥 𝑑𝑦    (4.2)  

In the above equation 4.1 [104], the spatial derivative of optical velocity components is 
𝜕𝑢

𝜕𝑥
 

and 
𝜕𝑢

𝜕𝑦
 , 𝛼 is the scaling factor that is related to smoothness. The method used to minimize 

equation 4.2 for each pixel in the frame with equations 4.3 & 4.4 [104] is as follows: 

𝑢𝑥,𝑦
𝑘+1 =  𝑢𝑥,𝑦

−𝑘 − 
𝐼𝑥 [𝐼𝑥 𝑢𝑥,𝑦

−𝑘 + 𝐼𝑦 𝑣𝑥,𝑦
−𝑘+ 𝐼𝑡  ]

𝛼2+ 𝐼𝑥
2+𝐼𝑦

2     (4.3) 

𝑣𝑥,𝑦
𝑘+1 =  𝑣𝑥,𝑦

−𝑘 −  
𝐼𝑦 [𝐼𝑥 𝑢𝑥,𝑦

−𝑘 + 𝐼𝑦 𝑣𝑥,𝑦
−𝑘+ 𝐼𝑡  ]

𝛼2+ 𝐼𝑥
2+𝐼𝑦

2     (4.4) 

The velocity estimator for pixel (𝑥, 𝑦) is [𝑢𝑥,𝑦
𝑘  𝑎𝑛𝑑 𝑣𝑥,𝑦

𝑘 ] and neighborhood average of 

[𝑢𝑥,𝑦
𝑘  𝑎𝑛𝑑 𝑣𝑥,𝑦

𝑘 ] is [𝑢𝑥,𝑦
−𝑘  𝑎𝑛𝑑 𝑣𝑥,𝑦

−𝑘]. The initial velocity is zero. The steps to solve velocity 

vectors are as steps: 

Step 1: Figuring of the brightness derivative i.e. 𝐼𝑥 and 𝐼𝑦 with Sobel kernels and its 

transposed form for each pixel in the first image. 

Step 2: Computation of 𝐼𝑡, i.e. difference in first and second image using [-1 1] kernel 

which basically used to determine the difference or change. 

Step 3: Computation of the velocity average of each image pixel using [0 1 0; 1 0 1;0 1 0] 

as convolution kernel. 

Step 4: Iteratively solving of u and v. 

• Algorithm 2: Lucas Kanade [104][107] 
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To solve horizontal u and vertical v optical flow features, the Lucas Kanade divides one 

frame into parts, assuming that each region has constant velocity. The method used 

weighted least square fit by minimizing the equation 4.5 [104] as follows: 

∑ 𝑊2 [𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡]
2

𝑥𝜖𝜑    (4.5) 

 In equation 4.6 [104], “W” is the window function that focuses the constraints at each 

section's centre. The final solution to minimizing the part is 

[
∑ 𝑊2𝐼𝑥

2 ∑ 𝑊2 𝐼𝑥 𝐼𝑦

∑ 𝑊2𝐼𝑥 𝐼𝑦 ∑ 𝑊2𝐼𝑦
2 ] [

𝑢
𝑣

] =  − [
𝑊2 𝐼𝑥 𝐼𝑡

𝑊2 𝐼𝑦 𝐼𝑡
]    (4.6) 

 

Step 1: Figuring the 𝐼𝑥 and 𝐼𝑦 by using the kernel [−1 8 0 −8 1]/12 with its 

transposed form. 

Step 2: Computation of  𝐼𝑡, i.e, the difference of images 1 and 2 using the [−1 1] kernel. 

Step 3: After, step 2 required to smooth the gradient components 𝐼𝑥, 𝐼𝑦 and 𝐼𝑡 by using 1D 

kernel. 

Step 4: By solving of the 2-by-2 linear equations for each pixel and compare the 

eigenvalues with the threshold to calculate the 𝑢 𝑎𝑛𝑑 𝑣. 

• Algorithm 3: Lucas-Kanade Derivative of Gaussian [107] 

The Lucas Kanade method computes 𝐼𝑡 using the Gaussian filter. For solving the Optical 

flow constraint equation for 𝑢 and 𝑣. 

Step 1: For computing 𝐼𝑥 and 𝐼𝑦 step follows as below: 

a) Perform temporal filtering by using the Gaussian filter.  

b) Perform spatial filtering by using the gaussian filter's derivative for smoothing 

each frame. 

Step 2: Computation of the difference, 𝐼𝑡 between images 1 and 2 using the [−1 1] kernel 

a) Perform temporal filtering by using the derivative of the Gaussian filter. 

b) Perform spatial filtering by using filter Step 1 (b) on the output of temporal 

filtering. 

Step 3: Using a gradient smoothing filter, smooth gradient components 𝐼𝑥 , 𝐼𝑦 and 𝐼𝑡. 

Step 4: By solving the 2-by-2 linear equations for each pixel and comparing the eigenvalues 

with the threshold to calculate the u and v. 

• Algorithm 4: Farneback (based on polynomial expansion) 

The Farneback algorithm [104] finds the displacement from low resolution to high 

resolution. It can compare with a pyramid structure, where optical flow estimation starts 

from one-point convergence and goes to many motion points convergences. The Farneback 
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algorithm finds displacement with the polynomial expansion method. The polynomial uses 

to approximate the neighborhood of each pixel. The expression of the local coordinate 

system is as follows: 

𝑓(𝑥) =  𝑥𝑇𝐴𝑥 +  𝑏𝑇𝑥 + 𝑐  (4.7) 

Where in equation 4.7 [104],  “𝐴” is a symmetric matrix, “𝑏” is a vector, and “𝑐” is a scalar 

quantity. The algorithm-related step to estimate displacement gives in [104]. 

 

4.1.2 Experimental analysis  

• About Dataset 

The dataset used in work is NTURGB+D. The dataset divides into three categories, 

i.e., medical condition-based actions, daily actions, and joint actions (where more than two 

persons involve). There are 60 classes in the dataset from which results show videos from 

each category. The dataset has 56880 videos recorded using the Microsoft Kinect v2 

sensor. RGB videos record in the provided resolution of 1920x1080. The classification of 

the dataset under three types is as shown in Figure 4.1.  

The experiment shows 15 random videos of NTURGB+D. The category of actions 

with the name of videos in the dataset is shown in table 4.1. The results show in two ways: 

on one video of class drinking optical flow visualization and second PSNR-based results 

in table 4.2. In Figure 4.2, the video-6 frames used to show that (a) is the first frame of 

video-1, (b) is the third frame of video-6, and (c) shows the difference between the two 

frames, which depicts which changes are there between frame 1 and frame 3. If there is no 

difference means the whole difference frame is black. Every optical flow algorithm gives 

a velocity vector in the X direction, a velocity vector in the Y direction, magnitude, and 

orientation. Optical flow is the movement of brightness patterns in X and Y directions. It 

gives information about the movement of the object in one frame to another, which uses 

for object tracking and estimation of actions in videos. The discontinuities in the objects 

help to segment objects in a frame. The magnitude depicts the velocities of pixels, and 

orientation indicates the direction of objects.  

The Optical Flow cannot determine at one point. There is always involvement of 

neighborhood elements. At one point, the brightness varies, but the patch has no motion 

[105]. The magnitude of frame 1, shown in Figure 4.3 for Farneback, Horn Schunck, Lucas 

Kanade, and Lucas-Kanade Derivative of Gaussian. More edges identify using Farneback, 

and no boundaries were detected using the Lucas Kanade derivative of Gaussian. In another 

two methods, Lucas Kanade is better as compared to Horn Schunck. In Figure 4.4, the 
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orientation shows using all-optical flow ways. Whereas, the finding orientations using 

Lucas Kanade outperformed the other methods. In Figure 4.4 (a), there is no visualization 

of the subject, and the same is in Figures 4.4 (b) and (c) also. 

   

 

Figure 4.1 The activity labels under three categories are medical conditions, Daily actions, and 

Mutual actions of NTURGB+D 

 

Figure 4.5, with frame 3 of video-6 magnitude optical flow, shows that Lucas Kanade is 

better than other methods. Figure 4.5 (a) detected extra edges, which are not required, and in 

Figures 4.5 (b) and (d), there is no visualization of subjects. The orientation provides information 

on the directions of subjects. The orientation of video-6 (Frame 3) shows in Figure 4.6, which 

depicts that there is no visualization in Figure 4.6 (a), (b), and (c) instead of Figure 4.6 (c). The 

magnitude and direction of optical flow is depicted in Figures 4.7 and 4.8 and 4.9, which 

demonstrate the distinction between the first and third frames of video 6. It shows a variation 

between frame 1 and frame 3 of video 6. And how the magnitude and orientation of optical flow 

affect frame-to-frame. From all four ways of optical flow, the Lucas Kanade is outperformed based 

on the frame and the difference of frames. 
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Figure 4.2 (a) Video-6 (First frame), (b) Video-6 (Third frame), (c) Difference between two 

frames 

 

 

Figure 4.3 Video-6 (Frame-1) magnitude of optical flow a) Farneback, b) Horn Schunck, c) 

Lucas Kanade, and d) Lucas Kanade Derivative of Gaussian 
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Figure 4.4 Video-6 (Frame-1) orientation of optical flow a) Farneback, b) Horn Schunck, c) Lucas 

Kanade, and d) Lucas Kanade Derivative of Gaussian 

 

The experimental results show based on PSNR using equation 4.8. The PSNR is the peak 

signal-to-noise ratio. It is one of the evaluation metrics. Its gives analysis between signal and noise. 

It is the ratio between signal power and the noise power. The more positive the value of PSNR, the 

less noisy the data. The PSNR evaluates for 15 random videos of the dataset. The 5 videos used from 

each category as mentioned in table 4.1. The label of the video also gives in table 4.1. PSNR 

calculated on each video as mentioned in table 4.2 for all four optical flow methods, i.e., Farneback, 

Horn Schunck, Lucas Kanade, and Lucas-Kanade Derivative of Gaussian. With observation, the 

PSNR for OF using Farneback is negative. The more value of PSNR shows the better is the quality 

of an image. It shows that the variation in frames (Frame 3 and Frame 1 of videos) is the same as the 

variation in the magnitude optical flow ((Frame 3 and Frame 1 of videos) of all methods. Based on 

the observation, Lucas Kanade outperformed because the PSNR is the highest in many videos.   

The PSNR calculates using the expression as 

𝑃𝑆𝑁𝑅 =  10 𝑙𝑜𝑔10 (
𝑝𝑒𝑎𝑘𝑣𝑎𝑙2

𝑀𝑆𝐸
)          (4.8) 

The MSE is the mean square error between the difference of magnitude/Orientation of 

frame 1 and 3 with difference between grey frame 1 and frame 3.   
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Figure 4.5 Video-6 (Frame-3) magnitude of optical flow a) Farneback, b) Horn Schunck, c) Lucas 

Kanade, and d) Lucas Kanade Derivative of Gaussian 

 

Figure 4.6 Video-6 (Frame-3) orientation of optical flow a) Farneback, b) Horn Schunck, c) Lucas 

Kanade, and d) Lucas Kanade Derivative of Gaussian 
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Table 4.1 Name of activities considered for analysis with video label and video label in 

NTURGB+D dataset 

 

Category of Actions Name of activity Video Label Video label in NTURGB+D dataset 

Daily actions 

throw Video-1 S001C001P001R001A007 

drink water Video-2 S001C001P001R001A001 

stand up Video-3 S001C001P001R001A009 

reading Video-4 S001C001P001R001A011 

put on glasses Video-5 S001C001P001R001A018 

Medical Conditions 

nausea/vomiting Video-6 S001C001P001R001A048 

sneeze/cough Video-7 S001C001P001R001A041 

staggering Video-8 S001C001P001R001A042 

chest pain Video-9 S001C001P001R001A045 

back pain Video-10 S001C001P001R001A046 

Mutual Actions 

pat on back Video-11 S001C001P001R001A053 

kicking Video-12 S001C001P001R001A051 

pushing Video-13 S001C001P001R001A052 

hugging Video-14 S001C001P001R001A055 

shaking hands Video-15 S001C001P001R001A058 

 

Table 4.2 PSNR of each video using Farneback, Horn Schunck, Lucas Kanade, and Lucas Kanade 

Derivative of Gaussian

Method Farneback Horn Schunck Lucas Kanade 
Lucas Kanade Derivative of 

Gaussian 

Video-1 -33.1463 -11.5332 -11.5215 -11.5492 

Video-2 -30.8491 -3.3579 -3.4085 -3.4121 

Video-3 -30.5089 -3.7779 -3.7546 -3.8372 

Video-4 -31.3553 1.4849 1.196 1.3705 

Video-5 -31.2982 1.0258 0.7899 0.9159 

Video-6 -32.0707 -13.2235 -13.2216 -13.2336 

Video-7 -33.6824 -10.3174 -10.3111 -10.3342 

Video-8 -31.6548 -12.7715 -12.7623 -12.7858 

Video-9 -33.725 -11.8957 -11.8845 -11.9109 

Video-10 -35.2208 -6.3572 -6.3453 -6.3951 

Video-11 -31.8951 -6.3589 -6.3536 -6.41 

Video-12 -29.2746 -16.3174 -16.313 -16.3265 

Video-13 -29.7789 -14.2096 -14.1955 -14.2236 

Video-14 -30.1065 -8.518 -8.4931 -8.5484 

Video-15 -28.6731 -9.5152 -9.5015 -9.5395 
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4.2 HOG (Histogram of oriented gradients) features 

To detect the activity, the strongest point features are required. To achieve objective 1, the 

HOG (Histogram of gradients) has been calculated for some videos from set 1 of the datasets. 

These features are also kind of descriptors and focus on the object's shape in the image. The 

magnitude and orientation calculate for the detection of object present in the image. The HOG 

features calculate to understand the concept of object detection. 

The HOG descriptor [108][108] basically gives information of silhouette contour. To 

calculate the HOG, the following steps involve: 

• Step 1: The gamma correction of input data. 

• Step 2: Calculate the gradient of an image. 

Image gradients are calculated. The gradient is obtained by combining the image 

magnitude and angle. First, calculate Gx and Gy for each pixel value using the following 

formulas in equation 4.9.  

               𝐺𝑥(𝑟, 𝑐) = 𝐼(𝑟, 𝑐 + 1) − 𝐼(𝑟, 𝑐 + 1)    𝐺𝑦(𝑟, 𝑐) = 𝐼(𝑟 − 1, 𝑐) − 𝐼(𝑟 + 1, 𝑐)      (4.9) 

where r, c refers to rows and columns respectively. 

𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒(𝜇) =  √𝐺𝑥
2 + 𝐺𝑦

2             𝐴𝑛𝑔𝑙𝑒(𝜃) = |𝑡𝑎𝑛−1(
𝐺𝑦

𝐺𝑥
)|         (4.10) 

After calculating 𝐺𝑥 and 𝐺𝑦 , the size and angle of each pixel are calculated using the 

equation 4.10. 

• Step 3: Calculate histogram of a gradient in cell. 

• Step 4: Find the fundamental non-linearity of gradient descriptor i.e., spatial/ orientation 

binning.  

• Step 5: Normalization of the block. 

 

4.3 Summary 

Motion estimation from videos for the understanding of motions can be one of the 

challenging tasks. In this work, optical flow visualization is analyses using four methods. Each 

technique helps calculate two main parameters: magnitude and orientation. The magnitude gives 

an understanding of brightness variation from pixel to pixel, and orientation gives the movement 

of directions. The optical flow visualization shows only one video, i.e., Video 6, mentioned in 

table 4.1 and table 4.2. It’s also analyzed using PSNR that variation between two video frames is 
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the same in the optical flow magnitude of each method. Based on the visualization and PSNR, the 

motion estimating optical flow using Lucas Kanade outperforms the other three motion estimators. 

The Lucas Kanade can be the preference over others for applications like action recognition, 3D 

reconstructions, or video coding. The work can extend to using these features for motion 

estimations. 

 The histogram of oriented gradients (HOG) feature is utilized in the dataset for various 

videos. It is a sort of descriptor that is akin to the Canny Edge Detector and is used in computer 

vision and image processing to recognize objects. It evaluates the frequency of gradient directions 

in particular sections of an image. HOG descriptors focus on the structure or shape of an object. It 

outperforms any edge descriptor because it uses both gradient magnitude and angle to compute 

features. Generate a histogram using the gradient magnitude and direction for a region of the 

image. These features can use in activity recognition.  
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CHAPTER-5  

HUMAN ACTIVITY RECOGNITION USING BILSTM 

NETWORK 

Computer vision is an intricate discipline that is necessary for the automatic recognition, 

examination, and understanding of singular images or video sequences. Developing synthetic 

images from videos is one of the ambitious endeavors of actual computer vision in various fields 

such as industry, education, security, and consumer applications. In the process of identification 

or tracking, the two wide terms "action" and "activity" are often used in visual perception. There 

is still a distinction between these terms. An action is a basic movement pattern that a person 

completes in a short time, such as "lifting your arm", "bending", or "swimming". Alternatively, 

they are activities which the behaviour carries on for a long time. Two people can greet each other 

by shaking hands, a soccer team can successfully score a goal, and a group might take control of 

a plane and steal its contents [3].  

To initiate an action or action recognition program, one may need to insert a video or photo 

sequence. Subsequently, extracting descriptions of functions and actions from the sequence is the 

following step. Finally, the interpretation of primitive acts is the last phase [3] represented in 

Figure 5.1. Figure 5.1 represents the various steps involved in designing an activity detection 

system. Research into human activity recognition continues to be a complex challenge due to the 

numerous variables involved. Variations in speed, movement, vision, and background noise can 

cause significant differences between classes. Furthermore, action perception is linked to 

situational elements such as scene features and interactions between humans and objects. Finally, 

the brief duration of action phases and the diversity of their shapes make it hard to model their 

progression [10]. 

 

Figure 5.1 Process of Activity Recognition System [3] 
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5.1 Literature Survey 

Recent developments in activity recognition have been of great interest, as evidenced by 

the wide range of applications that have been developed. Researchers have employed a number of 

creative humans and computer-based communication programs, such as managing presentation 

slides and providing instructions for employees to advance their knowledge and abilities. 

Additionally, memory-based attention systems have been utilized to enhance accuracy [16] can 

design large public spaces. The range of uses for this technology are vast, from the recognition of 

human activities like gaming, surveillance, and robotics, to more complex tasks [18]. One such 

application is an intelligent system designed for the elderly, which could be utilized to detect falls 

and notify family members in a timely manner [9]. This system would employ an orientation-based 

algorithm to track multiple individuals in nursing homes and identify individuals from a stored 

identity database [17]. Using deep learning, various frameworks from Hasan et al.[44] in which a 

system is developed to compute hierarchical features and a model to recognize behaviour based 

on computations. Researchers are investigating view-oriented activity recognition through the 

implementation of a hash table with multiple dimensions with a randomized voting system [34]. 

[21] recognition that is independent of viewpoint has proved to be an effective way of 

comprehending human activity through both motion and structural features [16]. This system 

provides a single learning mode that eliminates the need for camera measurements and 

incorporates a range of motion detection and crowd measurement subsystems. [17] use adaptive 

system to separate the background and foreground separation based on orientation feature vectors 

for recognition. An approach has been proposed that can handle video with moving backgrounds, 

lighting, and system runtimes, but these are also not well suited for high resolution [24]. The low-

level feature vectors containing profile predictions across actions in response to actions and simple 

temporal objects shown in [31]. In [49], a multiview-based approach using deep networks was 

specified and design with LSTM by combining with CNN models. In [41] proposed a model of 

multiple feature expression and improved long short-term memory (LSTM) network performance. 

LSTM-based networks are the most accepted, and many HAR systems use RNNs. This is because 

this network operates on the basis of the past and the future. Similarly, in this work, the network 

was designed using his LSTM. 

 

5.2 Feature Extraction for HAR 
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Feature extraction is the initial step in classification. A pre-trained network was utilized to 

change over each video into a sequence vector. Googlenet is a deep convolutional neural network 

having 22-layer, is used as a pre-trained system to extract the feature. The image input size for this 

specific design network is 224 x 224. Googlenet derives optimal results by representing video 

input frames as vectors while maintaining significant data of location. The transfer learning 

concept uses a worldwide average pooling layer to extract features form input video. The last four 

layers of the network are disregarded, because the network used for extraction of the features only, 

not for the classification. Each frame of the video represented into 1024 features and each video 

represented as the sequence matrix of [1024 X number of frames]. The graphical representation of 

the process to extract these features is illustrated in Figure 5.3. 

 

5.3 BiLSTM Network for recognition using transfer learning 

Deep learning is one of the emerging areas of research in the field of activity recognition. 

In this location, approaches based on deep learning have been developed, which have been broadly 

acknowledged as the most successful approaches for automatic action recognition. However, the 

traditional backpropagation model has been found to be associated with longer processing times 

due to insufficient backflow errors. To address this issue, the Recurrent Neural Network (RNN) 

has been proposed as an alternative model, which utilizes a gradient descent algorithm with 

comparatively lower computational complexity [109]. LSTM is one of the RNNs given by [109]. 

Mostly, LSTM networks are built using different cells and contain an input gate, an output gate, 

and a forget gate. In order to understand an LSTM network, one must consider the idea that cells 

store information over a period of time, and gates control the transfer of data between cells. If we 

were to envision an LSTM network, we would observe N blocks and M inputs [110]. There are 

various elements as shown below: 

• The block Input: The current input 𝑥𝑡  get combine with the LSTM output 𝑦𝑡−1 using the 

block input in the last iteration. The equation 5.1 helps to do the corresponding calculation: 

                                                   𝑧𝑡 = 𝑔(𝑊𝑧 𝑥𝑡 +  𝑅𝑧 𝑦𝑡−1 +  𝑏𝑧)     (5.1) 

Where in, 𝑊𝑧 are the input weights and the 𝑅𝑧 are the output weights, also 𝑏𝑧  reprensent 

the bias weight vector. 
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Figure 5.2 The LSTM block architecture [110] 

 

• Input gate: It is used to merge the previous iteration's cell state with the previous iteration's 

inputs and outputs. Equation 5.2 displays the model employed to compute the input gate 

value. 

              𝑖𝑡 =  𝜎 (𝑊𝑖 𝑥𝑡 +  𝑅𝑖 𝑦𝑡−1 + 𝑝𝑖 Θ 𝑐𝑡−1 +  𝑏𝑖)      (5.2) 

In the equation 5.2, the 𝑊𝑖 , 𝑅𝑖 and 𝑝𝑖 are the weights which are used to update 

𝑥𝑡 , 𝑦𝑡−1 𝑎𝑛𝑑 𝑐𝑡−1 respectively and  𝑏𝑖 is called the bias vector by the input. In Equation 

5.2, Θ is the vector pointwise multiplication process. 

• Forget gate: It is use to determines the cell state information. The activation function for 

this gate is based on the input and output of the memory cell state in the previous step. For 

this calculation, Equation 5.3 below becomes: 

𝑓𝑡 =  𝜎 (𝑊𝑓 𝑥𝑡 +  𝑅𝑓 𝑦𝑡−1 +  𝑝𝑓 Θ 𝑐𝑡−1 +  𝑏𝑓)     (5.3) 

In equation 5.3, the 𝑊𝑓, 𝑅𝑓 and 𝑝𝑓 are weights that use to update the 𝑥𝑡 , 𝑦𝑡−1 𝑎𝑛𝑑 𝑐𝑡−1 

respectively and  𝑏𝑓 is called the bias vector corresponding to the input. In equation 5.2, Θ 

is the pointwise multiplication process of the vector.  

• Cell: Formula 5.4 shows how to calculate the cell value. 

                                                    𝑐𝑡 =  (𝑧𝑡 Θ  𝑖𝑡 +  𝑓𝑡 Θ 𝑐𝑡−1)     (5.4) 

• Output gate: After combining the input, output and cell values, we calculate the output of 

the gate using the given formula 5.5. 

                                        𝑜𝑡 =  𝜎 (𝑊𝑜 𝑥𝑡 +  𝑅𝑜 𝑦𝑡−1 + 𝑝𝑜 Θ 𝑐𝑡 +  𝑏𝑜)     (5.5) 

• Block output: Finally, use the cell values and output gate values to calculate the block 



56  

outputs. The corresponding equation 5.6 is used. 

                                                               𝑦𝑡 =  𝑔 ( 𝑐𝑡) Θ 𝑜𝑡     (5.6) 

Where 𝜎, ℎ 𝑎𝑛𝑑 𝑔 used to pointwise non-linear activation functions. The sigma is the 

logistic sigmoid function, and g  and h are 𝑡𝑎𝑛ℎ(𝑥) functions, respectively [110]. Figure 5.2, Two 

LSTMs in opposite directions are combined into a network to form a BiLSTM network. 

In BiLSTM, the output of a one LSTM layer is determined by the trace from the previous 

vector, the present vector, and the direction of the future vector. This allows the network to retain 

more information and make use of future data. Furthermore, this type of network is capable of 

transitioning between continuous data and video signals [111]. 

This work utilized a BiLSTM network, resulting in an excellent activity accuracy level. It 

can be said that the BiLSTM network employed in our model captured the long-term bidirectional 

relationships embedded in all parts of the video by iteratively passing through the vector sequences 

[111].  

The extracted features become the input for the network sequence layer which is then used 

for action recognition (see Figure 5.3). The architecture of the layered LSTM network is illustrated 

in Figure 5.3. It consists of several layers: a sequence input layer, a BiLSTM layer, a dropout layer, 

a fully-connected layer, and a softmax layer. The last classification layer produces the class labels 

as the output. The sequence input layer has an input size that matches the size of the feature vector. 

Following this, a BiLSTM layer with 200 hidden units is added, followed by a dropout layer. The 

'Output Mode' of the Bi-LSTM layer is set to 'Final', which implies that only one label is used for 

each sequence (as seen in Figure 5.3). The BiLSTM layers are employed to explore the long-term 

dependencies of the time series features of each video. The dropout layer is essential to the network 

training, as it helps improve the model performance by reducing the overfitting. The softmax layer 

is used to run neural networks for multiclass functions and helps determine the multiple classes in 

an image or video. 

 

5.4 Experimental Analysis 

5.4.1 Implementation details 

A pre-trained configuration of Googlenet is used to convert video frames into feature 

vectors. A large database of human movements with 2 GB of video data and 7000 clips across 51 

classes was used for this purpose. A Convolutional Neural Network (CNN) was used to compute 
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the feature output for each video frame. The video was divided into sequences as feature vectors, 

which were extracted from the Googlenet global mean layer. After features were extracted, a 

network was designed to recognize activities. This network was trained and tested on all videos, 

and the video was partitioned into 90% for training and 10% for validating the HAR network. 

The Bi-LSTM units used in the network were 200 with a stack size of 16. The entire 

network was trained from start to finish using an initial learning rate of 0.0001 and the Adam 

optimizer. A dropout layer of 0.5 was utilized to prevent overfitting. The implementation was 

executed on an i5 processor, NVIDIA GEFORCE, 8 GB RAM, and 1 TB SSD. 

 

 

 Figure 5.3 Network model for HAR 

 

5.4.2 About dataset HMDB51  

The Human Movement Database (HMDB51) is a comprehensive collection of videos 

covering a wide range of human movements. It includes 6849 clips organized into 51 action 

categories, each containing a minimum of 101 clips. These 51 categories can be further divided 

into five main groups: 

• The class name, smile, laugh, chew, speak includes under category of ordinary facial 

expressions. 

• Smoke, eat, drink includes under facial actions by deception of something 

• Cartwheel, clapping, climbing, climbing stairs, diving, falling down, backhand flip, 

handstand, jump, lift up, run, run, sit down, sit down, distract, get up, turn, go, wave are 
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related to typical body movements 

• Hair brushing, gripping, drawing a sword, pulling a golf ball, hitting something, kicking a 

ball, picking, pouring, pushing something, cycling, horseback riding, shooting a ball, 

shooting a bow, shooting a gun, swinging a baseball bat, exercise with the sword, throwing 

is related to physical movement with object contact 

• Fencing, hugging, kicking, kissing, punching, shaking hands, fighting with a sword relates 

to physical movement of human contact 

Figure 5.4 shows a detailed distribution of databases, Figure 5.5 illustrates the breakdown 

of databases according to a range of parameters, which include physical appearance, camera 

action, camera viewpoint, and clip quality. This database was then used to train and validate a 

system that is able to predict classes. 

 

Figure 5.4 The HMDB51 contains different categories based on a) body parts that are visible, b) 

the motion of the camera, c) the point of view of the camera and d) the quality of the video clip. 

[112] 

 

5.4.3 Conduct an analysis for 10 classes of HMDB51 

Results were obtained in 10 classes: brushing, stair climbing, cartwheeling, catching, 

chewing, clapping, climbing, diving, drawing the dribbling, and sword. 1150 videos were used in 

the training and testing process. The progress of the training is depicted in Figure 5.5. In the 

starting, the accuracy improves rapidly up to 100 iterations. After 100 iterations, it increases very 

slowly and reaches a maximum value of 93.04%. The second graph in Figure 5.6 is the change in 

loss with iteration. At the 0th iteration, the validation loss is very high, but from the 0th to the 

200th iteration, there is a marked decrease in the loss. It then decreases very slowly, ending at 
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0.3245.  

 

Figure 5.5 a) The progress of training using HMDB (10 Classes) is represented by a blue-colored 

continuous line, b) The changes in loss are displayed by a red-colored continuous line 

 

Figure 5.6 a) Utilizing HMDB (51 Classes) for tracking the progression [Blue colored solid line], 

b) Alterations in the loss rate [Red colored solid line] 

 

5.4.4 Conduct an analysis for 51 classes of HMDB51 

In Figure 5.6, the experiment was performed using the full data set, populated with 51 

classes. Observation charts are shown in Figure 5.6 as well as Figure 5.5. In the graphs, the first 

related to accuracy and the second related to iteration-related validation loss. The precision of the 
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results is not comparable to that of the previous experiment, given the large number of classes. Up 

to the 200th iteration, the accuracy exceeds 40%, after which it increases slightly and ends at 

63.96%. Same way, the loss-based validation observation tapers off after the 2000th iteration, 

ending at about 2000. 1.56. Considering all classes in the HMDB51 dataset, the accuracy is 

63.96%. When compares proposed method and compared with other, it shows outperformed 

shown in table 5.1.  

 

5.4.5 Comparison with other state of art methods 

 The proposed work is compared with other existing state-of-the-art methods in Table 5.1. 

Table 5.1 Comparison with other method 

Reference Accuracy (%) 

Zhu et al. 2018 [113]  53.8 

Tran et al. 2017 [114] 54.9 

Simonyan and Zisserman 2014 [115] 55.4 

Srivastava, Mansimov, and Salakhutdinov 2015 [116] 44.1 

Sun et al. 2015 [117] 59.1 

Wang et al. 2013 [118] 57.2 

Bilen et al. 2018 [119] 57.2 

Pan et al. 2021 [120] 49.2 

Our Method 63.96 

 

5.5 Summary 

In our work, we presented a model based on BiLSTM and compared its performance to the 

other methods discussed in Table 5.1. All the systems require the same optimization, with the 

model achieving a high recognition rate when considering only 10 classes. However, upon 

increasing the number of classes to 51, the accuracy decreased to 63.96%. It is crucial to 

understand that accuracy relies heavily on factors such as the feature vector, the number of layers, 

and tuning the model's hyperparameters. Deep learning concepts are the foundation for all these 

components. 

The system can be designed in the near future using multiple training videos after the 

hyperparameters have been identified. This design is based on supervised learning. In addition, 

models can be examined to determine if unsupervised learning is an option. The data set used in 

this study consists of a single-view dataset. By expanding this model, the best model can be 

attained. This is also the case for datasets with various perspectives. 
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CHAPTER-6  

ACTION RECOGNITION FOR MULTIVIEW USING 

NTURGB+D DATASET 

Human activity recognition is a recent area of research for researchers. Activity recognition 

has many applications in smart homes to observe and track toddlers or oldsters for their safety, 

monitor indoor and outdoor activities, develop Tele immersion systems, or detect abnormal 

activity recognition. Three dimensions (3D) skeleton data is robust and somehow view-invariant. 

Due to this, it is one of the popular choices for human action recognition. This chapter includes 

proposed using a transversal tree from 3D skeleton data to represent videos in a sequence. Further 

proposed two neural networks: convolutional neural network recurrent neural network_1 

(CNN_RNN_1), used to find the optimal features and convolutional neural network recurrent 

neural network network_2 (CNN_RNN_2), used to classify actions. The deep neural network-

based model proposed CNN_RNN_1 and CNN_RNN_2 that uses a convolutional neural network 

(CNN), Long short-term memory (LSTM) and Bidirectional Long short-term memory (BiLSTM) 

layered. The system efficiently achieves the desired accuracy over state-of-the-art models, i.e., 

88.89%. The performance of our proposed model was compared with existing state-of-the-art 

models using the NTURGB+D dataset, which is one of the largest benchmark datasets for human 

activity recognition. The comparison results indicate that our proposed model has achieved better 

performance than the state-of-the-art models. 

 

6.1 Literature Survey 

Action is when we do something, especially when dealing with anything like an object or 

human. The primary purpose of any human activity recognition system is to identify activities that 

are taking place in a video in real-time. This recognition of human activities can help in the 

surveillance of public venues like airports and train stations, and it can also be employed to monitor 

patients, kids, and seniors [121]. Vision-based activity recognition systems highly impact various 

motivating application domains, like behavioral biometrics, Content-based video analysis, security 

and surveillance, interactive application and environment, animation and synthesis [3]. In 

behavioral biometrics, various approaches are based on Fingerprint, Face, or Iris and are used to 

recognize human-based physical or behavioral cues. In this approach, the subject's cooperation is 
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not required and only needed to know the subject's activity. Gait recognition [4] could be the most 

challenging application area. After all, a person walking characteristics can identify the person 

through closed-circuit television (CCTV) footage because everyone has a distinct walking style 

like other biometrics. Today, with fast-growing technology, people can share and search 

multimedia content, such as images, music and Video. Searching for desired content is very 

challenging for a retrieval system to find a subset of objects with similar content [5]. Summarizing 

and retrieving consumer content, such as general activities like sports or cooking videos, are one 

of the most commercial applications under content-based video analysis. The team was creating a 

visual surveillance system that could see the movement of items in a certain area and learn from 

the patterns of activity. This system would include motion tracking, activity identification, and 

incident recognition.  

An area can be significant to observe from a single camera, so many such sensor units use 

around the site. Cameras are attached to poles, trees and buildings for an outdoor setting. The 

indoor setting involves attaching to walls and furniture [6]. Research into intelligent surveillance 

has increased due to its successful deployment in a number of areas, such as public spaces, airports, 

railway stations, shopping centers, and military installations. Additionally, intelligent healthcare 

facilities have been utilized in assisted living facilities to detect falls in elderly people [122]. Often, 

the objective is to identify, recognize, or become aware of interesting occurrences, classified as 

dubious events, anomalous behavior, uncommon activities/events/behavior, or strange behavior 

[7]. 

For such activity, using CCTV cameras to record or observe scenes the user has become 

ubiquitous. Although recording videos through cameras is cheap, affordable and popular in today's 

scenario. However, the agents for observing outliers and analyzing the footage are also limited and 

unreasonable. Wherever video cameras use in the room, they experience poor monitoring due to 

genuine reasons like the fatigue of the observer. Due to long monitoring hours, the operator can 

skip noticing suspicious activity, which is generally of short duration. This application comes 

under security and surveillance because detecting unusual activity at the right time is essential. 

One of the difficulties of designing a human-computer interface lies in the interaction between 

humans and computers in interactive applications and environments. In today's scenario, smart 

devices are capturing data and analyzing users. The relevant information can extract from the 

activity tracker for activity recognition. The framework explores fog computing to the cloud for 



63  

reducing computation proposed in [123]. An interactive domain such as smart rooms responding 

to a person's gesture can directly or indirectly benefit the user [124]. Such as music according to 

the user's mood when entering the room. Animation and synthesis require an extensive collection 

of motions the animator uses to make high-quality animation or movies. Any application can relate 

human motion to any environment, including training military soldiers, firefighters and other 

personnel [3] [125].  

Human activity recognition consists of preprocessing, segmentation, Feature extraction, 

dimension reduction, and classification. However, various data modalities are available to detect 

action from activities. Instead of other modalities, 3D information uses to track movement. 3D 

information contains coordinates value that helps to track body joints efficiently [49]. Nowadays, 

recording videos at various angles is called multiview data. Multiview learning [126] [127] is 

essential for action recognition. The camera can employ at any angle for recording actions. There 

is a requirement for the system to detect activities, which can handle many views for identifying 

actions. Nowadays, deep learning-based methods have accomplished importance in human activity 

recognition. The recurrent neural networks-based system is considered adequate for sequential 

data handling [41] and specially designed with LSTM [109], or BiLSTM [128] layered recurrent 

networks.  

Gaining awareness of the most recent progress in activity recognition is a captivating 

endeavor. The skeleton data has joints describing the body's movement and pose. In multiview 

action recognition, 3D information can prefer and get more attention. In [129], the hand-crafted 

feature has been calculated and given to the CNN-based model for skeleton-based action 

recognition. The work has high computational complexity based on the state-of-the-art 

comparison. In other words, a convolutional network uses additional features like joint distribution 

trajectories [130]. Instead of CNNs, recurrent neural networks (RNNs) can prefer because they 

store the information based on time dependencies which is the essential information in action 

recognition. In [131] shows multi-model strategies using LSTM. LSTM has proven to be a good 

choice for data where time-based information is a concern. A few selective frames can choose to 

find features in the proposed method. Finding features from a smaller number of frames can reduce 

the computational complexity of the system because frames in videos have replicated activities 

also. The method [132] used a deep neural network and suggested selecting a keyframe. The LSTM 

is often applied [133] differential LSTM, which proposes feature enhancement. A densely 
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BiLSTM network is presented in [134], which outperforms spatial and temporal data. In contrast 

to all these methods, the proposed method in this work with two neural networks designed with 

LSTM and BiLSTM layers. 

This section includes a survey of the current knowledge, including essential findings based 

on applications. Providing a machine that can detect or recognize activities from videos through 

which a human can understand or act based on activity. Main contribution towards action 

recognition with the proposed work:  

• Technique for preprocessing of 3D skeleton information. 

• The deep neural network can use as a pretrained network for multiview data.   

• Network which can use for feature reduction. 

• Deep neural network for classification of action from 3D skeleton information. 

• This proposed method is independent of multiview and multiple subjects. 

 

6.2 Proposed research methodology 

The NTURGB+D dataset has various data modalities from these modalities, 3D joint 

information used in the proposed methodology.  

 

Figure 6.1 3D Skeleton features using the transversal tree 

 

The information in a skeleton file from which three coordinates, X, Y and Z, have been 

extracted and used for further representation in the form of optimal features. The steps for extracted 
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3D data has given in Figure 6.1. 

The skeleton file has various information, i.e., body ID, Clipped edges, hand left 

confidence, hand left state, hand right confidence, hand right state, lean X, lean Y, joint count and 

Joints. Take further on Joints: X, Y, Z, depth X, depth Y, color X, color Y, orientations and tracking 

details are available. Each frame of the Video has information on X, Y and Z, shown in Figure 6.2. 

 

 

Figure 6.2 Step for 3D coordinates of Skeleton 3D NTURGB+D dataset. 

 

Figure 6.3 Joint location of the human body of Skeleton 3D data [25 Joints] 

 

The X, Y and Z are the 3D coordinates values of joints. There are 25 Joints body positions 

for activity recognition, as given in Figure 6.3. The dimension of each vector is [25X1]. Each 

vector is rearranged in the tree so that network can train in a more appropriate form. 
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The technique being discussed includes three major elements, as can be seen below. 

 

6.2.1 3D Skeleton Pre-processing (Representation of 3D Skeleton Data into Sequences Using 

Transversal Tree) 

For human activity recognition, the features play an essential role. The skeleton sequences 

of NTURGB+D contain Skeleton 3D data for all videos of 60 classes. Each Video from the dataset 

has a different number of frames. The random ten frames have been considered for the same size 

output to make the Skeleton feature. For example, if any video contains 100 frames. Then, the 

index of frame selection is [1 11 21 31 41 51 61 71 81 91]. Each frame contains joint information 

containing X, Y and Z coordinates values. The X, Y and Z are the 3D coordinates of skeleton 

sequences. The 25 joints correspond to which point of the human body, as given in Figure 6.3. The 

size of each X, Y and Z is [25 1]. All coordinates are arranged as transversal tree orders [129], in 

which the index of the joint number has stores accordingly. The order of making a new sequence 

is [2 21 3 4 3 21 9 10 11 12 25 24 25 12 11 10 9 21 5 6 7 8 23 22 23 8 7 6 5 21 2 1 17 18 19 20 19 

18 17 1 13 14 15 16 15 14 13 1 2]. The total number of joints available is 25. To give the network 

a sequence with that it can train efficiently. Make that number of the joint index 49 for each X, Y 

and Z as per the transversal tree. Concatenate the ten frames X, Y and Z, 3D skeleton data and size 

becomes [10X49] where 10 is the number of frames chosen from each Video and 49 is the X, Y 

and Z data index. There is a requirement to give a pattern for system learning. Joints arrange to 

give relative motion information of coordinates. The joints arrange in the manner of body parts, 

i.e., the torso, right arm, left arm, right leg and left leg. Each Video from the dataset has represented 

a new skeleton 3D of fixed size [10X147]. These are the feature which is the input to 

CNN_RNN_1. 

 

6.2.2 CNN_RNN_1 for Optimal Features 

In this work, multiple LSTMs and CNNs uses for human activity recognition. Generally, 

researchers use a pre-trained network to find optimal features. There is no such pre-trained network 

that acts optimally for the NTURGB+D dataset. The LSTMs-based model is contextually 

dependent on the temporal domain. Moreover, CNN-based models focus on spatial information. 

Temporal and spatial information are essential features for action classification using Videos. 

CNN_RNN_1 train to find optimal features for another network called CNN_RNN_2. First, the 
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CNN_RNN_1 train using a dataset then the network is used to find optimal features. Input videos 

dataset fix for CNN_RNN_1 as well as CNN_RNN_2 for training purposes. The video dataset for 

validation and testing is distinct from training for CNN_RNN_1. 

The CNN_RNN_1 consists of 20 layers, including LSTMs and CNNs with other essential 

layers. After giving the input, the first layer is the folding layer, which converts a batch of an image 

sequence to a collection of images and converts the sequence for the next layer to convolution. 

The convolutional layers that follow one after another have 32, 48, and 64 kernels in order. After 

each Convolutional layer, there is a ReLU layer and a Maxpooling layer. The ReLU layer uses to 

operate any value zero if the value is less than zero. 

Furthermore, the Max pooling layer uses to down sample the input and half the number of 

samples is the output. The unfolding stage of the process reverses the sequence folding of the input 

data, returning it to its original sequence. After the unfolding layer, a flattened layer converts data 

into a single column. The flattened sequence passes to LSTM layers. Each LSTM layer ended with 

a dropout layer, half the sample length. The number of neurons is the same in the LSTM layer, 

which is 128. The dropout layer with a probability of 0.5 to avoid network overfitting during 

learning. The last three layers fully connect with the number of neurons, same as the number of 

classes, i.e., 60, Softmax layer for determining the probability corresponding to each class and 

classification layer for assigning class as per probability based determined with softmax layer. 

 

Figure 6.4 Architecture of CNN_RNN_1 for feature reduction 

 

6.2.3 CNN_RNN_2 for Action Classification 

CNN_RNN_2 is proposed for the classification and is first required to load the trained 

proposed CNN_RNN_1. With CNN_RNN_1, optimal features calculate for the same training, 
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validation and testing data used for CNN_RNN_2. The dimension for Skeleton 3D features of each 

Video is [128 1], as mentioned in Figure 6.4. The sequence input gives to the flattened layer. In 

CNN_RNN_2, the BiLSTM layer uses as in Figure 6.5. The two LSTM networks are connected 

in opposite directions to make BiLSTM. Our model utilizes the BiLSTM network to capture long-

term bidirectional relationships in the embedded vector sequence across the video by traversing 

back and forth multiple times [111]. BiLSTM layer uses to store time dependencies of data and 

preference for classification of CNN_RNN_2 used here to classify the action from videos. 

 

 

 Figure 6.5 Architecture of CNN_RNN_2 for classification 

 

6.3 Experiment Analysis 

6.3.1 About Dataset NTURGB+D 

 The evaluation of the NTURGB+D dataset was addressed by a proposed method. The 

ROSE Lab was established in a collaborative effort between Nanyang Technological University 

in Singapore and Peking University in China. Four data modalities are available i.e. Depth map, 

3D connection information, RGB frames, IR sequences. In this work, the 3D joints information 

only uses. The data set includes the 3-dimensional coordinates of 25 major body joints, as depicted 

in Figure 6.2. The major body joints help to detect and track the movement of each body part of 

the human body. The dataset contains 60 actions classes-based information and 56880 videos 

recorded using the Microsoft Kinect v2 sensor. There are 40 distinct subjects between the age of 

10 to 35 years. The dataset videos recording at three different angles, i.e., 45°, -45° and 0°, as 
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shown in Figure 6.6. The dataset is divided into three main categories: 40 activities regarding day-

to-day activities, 9 pertaining to human health, and 11 that are mutual activities. This dataset has 

a variation in the number of subjects and ages of subjects [53]. 

 

 

Figure 6.6 Three views in NTURGB+D (side view (+45o), front view (0o) and side view (-45o)) 

 

6.3.2 Implementation Details 

 The experiment performs on the system with a 1.6 GHz Intel Core i5-4200U, 8GB RAM 

and 1TB SSD running a Windows 10 with the 64-bit operating system. There are CNN_RNN_1 

and CNN_RNN_2; both trains, validate and test with the dataset. The CNN_RNN_1 has 20 layers 

which train by using a dataset. No pre-trained network is available for this application to find 

optimal classification features. The filter size is [3 3] for the convolutional 2D filter. The Adam 

optimizer uses during training with a learning rate of 10−4. The minibatch size is 128, with the 

number of iterations per epoch being 32 upon max epoch 500. The same hyperparameter has been 

considered for CNN_RNN_2 also. The experiment performs on a total of 960 videos of 

NTURGB+D. It includes three angled-view videos for all 60 classes. 

 

6.3.3 Results  

The arrangement of joints aims to represent the 3-dimensional coordinates in some pattern. 

So, networks can learn the pattern in a way; it can identify the activities efficiently. The captured 

3D information preprocess for the network. After preprocessing, the 20-layer CNN_RNN_1 

network train with some videos. The same CNN_RNN_1 uses to calculate optimal features of 

which dimension is much less than the input data. It can use as a feature reduction technique to 

represent a video in a single column of length [128 1]. When all the videos are the same size as 

[128 1], these features are the input to the second network called CNN_RNN_2. CNN_RNN_2 is 
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used to classify the action from 3D information. The conclusion is that there are two networks, 

one for feature reduction technique and another for classification. The experimental results show 

using two graphs in Figure 6.7 and Figure 6.8. Monitoring the training and validation accuracy 

progress plot is helpful when training any network. It shows how quickly accuracy is improving 

and whether a network is starting to overfit with data or not. The training and validation accuracy 

plot show that the network is not overfitting or underfitting. Figure 6.7 shows the training and 

validation accuracy plot versus the number of iterations. This designed network is not having any 

overfitting issue with data. Initially, at zero iteration, accuracy is low. However, after the 100th 

iteration, the accuracy increases and becomes constant for a few iterations and at max epoch 500th, 

it ends up with an accuracy of 88.89%.  

 

 

Figure 6.7 Training progress plot (Accuracy versus number of iterations) [ Blue line represents 

training progress and the Black line represents validation progress] 

 

 Figure 6.7 shows the training and validation loss function versus the iteration plot. The 

training and validation losses perfectly fit with the data. However, the loss is more when the batch 

size is small. As batch size increases, the loss decreases, as given in Figure 6.8. The wiggle is 

minimal when the batch size is the entire dataset because gradient update improves the loss 

function monotonically. At the maximum epoch, the final validation loss ends up at 1.45. Table 

6.1 compares proposed methodologies with other states of art methods in terms of accuracy. That 

comparison shows that the proposed method can prefer for action recognition. 
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Figure 6.8 Validation loss plot (Loss versus number of iterations) [ Red line represents training 

loss progress and the Black line represents validation loss progress] 

 

6.4 Comparing our approach to other existing methods 

The proposed work compares with the methodology given in table 6.1. 

Table 6.1 Comparison with other methods based on accuracies 

Method (References) Accuracy (%) 

Multidimensional Indexing [34] 84.6 

HMM [21] 88.3 

PCA and HMM [29] 87.5 

Memory-based attention control system [16] 80 

Dynamic time warping [31] 80.05 

Bipartite graph [19] 82.8 

Multi-sensor fusion [36] 88 

Deep Learning-based hierarchical feature model [44]  70.32 

Deep convolutional neural network [45] 41.5 

Collaborative Sparse coding [27] 79.18 

Convex multiview semi-supervised classification [60] 59.08 

Scene flow to action map and ConvNets [40] 61.94 

Convolutional neural network [61] 66.29 

Multiview fusion[41] 85.9 

Graph convolutional networks [54] 88.2 

Proposed Method 88.89 

 

6.5 Activity ID with Activity name in dataset (NTURGB+D) 

 The NURGB+D dataset contain 60 classes allotted with activity ID which are given in 

table 6.2. 

Table 6.2 Activity ID with Activity Name 

Activity_ID 
Name of 

Activity 
Activity_ID 

Name of 

Activity 
Activity_ID 

Name of 

Activity 
Activity_ID 

Name of 

Activity 

A001 drink water A016 put on a shoe A031 point to A046 back pain 
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something 

A002 eat meal A017 take off a shoe A032 taking a selfie A047 neck pain 

A003 brush teeth A018 put on glasses A033 
check time 

(from watch) 
A048 nausea/vomiting 

A004 brush hair A019 take off glasses A034 rub two hands A049 fan self 

A005 drop A020 
put on a 

hat/cap 
A035 nod head/bow A050 punch/slap 

A006 pick up A021 
take off a 

hat/cap 
A036 shake head A051 kicking 

A007 throw A022 cheer up A037 wipe face A052 pushing 

A008 sit down A023 hand waving A038 Salute A053 pat on back 

A009 stand up A024 
kicking 

something 
A039 

put palms 

together 
A054 point finger 

A010 clapping A025 
reach into 

pocket 
A040 

cross hands in 

front 
A055 hugging 

A011 reading A026 hopping A041 sneeze/cough A056 giving object 

A012 writing A027 jump up A042 Staggering A057 touch pocket 

A013 tear up paper A028 phone call A043 falling down A058 shaking hands 

A014 put on jacket A029 
play with 

phone/tablet 
A044 Headache A059 

walking 

towards 

A015 take off jacket A030 
type on a 

keyboard 
A045 chest pain A060 walking apart 

 

6.6 Confusion matrix 

Figure 6.9 shows the confusion matrix for 60 classes where each row instance depicts actual 

classes and each column as predicted classes. The diagonal green colored boxes show the correct 

number of classes identified. For example, considering the first row and column, the class label 

with A001 is the same in 6 videos. However, one Video of A001 recognizes as A003. Likewise, 

the whole matrix can understand.  

Table 6.2 shows the class label with the activity name as recognized actions. Each class is 

labeled with label. For an example, A001 is the activity ID and this class name dedicated to 

“drinking” activity.  
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Figure 6.9 Confusion matrix (Actual Class versus Predicted Class) 
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6.7 Two stream model for Polydomain learning  

The architecture of two stream network for polydomain learning as shown in figure 6.10. 

In this network, the input is RGB videos and Skeleton 3D data. The two proposed networks are 

used as mentioned in chapter 5 and this chapter. The output scores are the output of the two models. 

Output scores combine with the Late average fusion and consider as feature for next network. The 

network is design for many type (RGB and Skeleton 3D) and Many view (3 view) inputs. This 

called as polydomain learning model. The model is train, test and validate to find final action label. 

The detailed model with layer as shown in figure 6.11. The detail description already explained in 

chapter 5 and chapter 6.    

 

 

Figure 6.10 Two stream networks of polydomain learning of action recognition 

 

 

Figure 6.11 Detailed two stream networks of polydomain learning of action recognition 
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6.7.1 Experimental analysis 

 The experiment evaluation was performed on the NTURGB+D dataset. The number of 

videos uses for performance evaluation is 960 in number. The variation of accuracy with iteration 

shows in figure 6.12. The accuracy which starts from 0th and near the 50th iteration reaches at 67% 

and then ends at 85.76%. The graph shown in figure 6.13, where the validation loss with iteration 

shows and ends at 1.76.  

 

Figure 6.12 Variation of Accuracy vs number of iterations 

 

Figure 6.13 Variation of Loss versus number of iterations   

 

6.8 Summary 

This work presents multiview-based skeleton action recognition using deep neural 

networks. This work proposes the networks, i.e., CNN_RNN_1 and CNN_RNN_2, where 

CNN_RNN_1 uses for feature reduction technique and CNN_RNN_2 for action classification. 

The activities classification uses 3D skeleton information of all three views from the dataset 

NTURGB+D for 60 classes. The designed system outperforms all the other state-of-the-art 
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methods. The accuracy of action can improve by including more layers in the network.  

 The architecture of two stream networks proposed by using designed networks 

CNN_RNN_1 and CNN_RNN_2 networks. The NTURGB+D dataset uses to design action 

recognition model. The overall accuracy given by the model is 85.76%. In future work, the model's 

accuracy can improve for more classes.  

The system can also design with three-stream input networks to improve evaluation 

parameters. This work will extend by developing three-stream networks. 
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CHAPTER-7  

CONCLUSIONS AND FUTURE DIRECTION 

7.1 Summary of contributions  

 The HAR plays a vital role in the field of surveillance and monitoring. This research 

contributes to designing a system that can recognize activities. So that timely action can take for 

the safety of people. There are three significant tasks on which research is carried out i.e. extraction 

of features, reduction of features and system which can recognize activities.  

In Chapter 3, the proposed work gave an approach to segment all classes of RGB video 

using skeletal 3D information. This dataset is one of the biggest of its kind and employs 

NTURGB+D with 4 modalities: RGB, a 3D skeleton, a depth map, and an IR sequence. It is 

especially beneficial for approaches which require a large number of classes or views. The size of 

the segmentation window is adaptively chosen based on the RGB video using skeletal 3D 

information. This technique works well for all NTURGB+D videos. In the Experimental Results 

section, some examples of random video results are given. It is possible to observe the sectioned 

output video. Generally, all videos perform satisfactorily, apart from interactive activities. This 

window requires explicit modification if categories of interaction are to be considered. Based on 

experiment, the segmented percentage evaluated. Its observed that, the maximum segmented 

percentage is 95.48%.  This way of segmentation can be used for any experiment. Future work 

will improve this technique when there are multiple people in the video. 

In Chapter 3, this study shows how object recognition can be achieved through semantic 

segmentation. A Deep La v3+ network using resnet18 was employed to segment images from the 

CamVid dataset for scene classification into 11 classes. There are three metrics which are accuracy, 

IoU and mean scores is used for experiment analysis. The accuracy, IoU, and score of the model 

were tested and the highest accuracy per class was reported in the results section. The highest 

accuracy, at 0.9505, is achieved in the "Sky" class, where the area in the image is more prominent. 

Conversely, for smaller objects such as "Pole," "SignSymbol," and "Fence," the accuracy 

decreases, reflecting the model's challenges in recognizing these smaller elements. Remarkably, 
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the model exhibits strong performance in identifying larger objects. In terms of Intersection over 

Union (IoU), the "Pole" class attains a minimal value of 0.2629 due to overlaps between the 

predicted and actual bounding boxes. In contrast, the "Sky" class reaches the highest IoU score at 

0.9088. The mean scores provide an overview of how accurately the model classifies instances. 

Among the classes, "Sky" achieves the highest mean score of 0.9044, while "SignSymbol" obtains 

the lowest at 0.5286. This technique had challenges, such as difficulty in recognizing small objects 

in the frame, but it worked well with large objects.  

Semantic segmentation can be used in a variety of applications, including self-driving cars, 

behavioural recognition, and healthcare. One of the most important first steps in discovery or 

discovery is finding available objects. This model can be used in the future by focusing on small 

objects in images/videos. This model is a good model for semantic segmentation if smaller objects 

are also segmented accordingly. 

 The experimental analysis for motion estimation from videos for understanding motions 

can be challenging in chapter 4. In this analysis, optical flow visualization is analysed using four 

methods. Each technique helps calculate two main parameters: magnitude and orientation. The 

magnitude gives an understanding of brightness variation from pixel to pixel, and orientation gives 

the movement of directions. The optical flow visualization shows one sample video. It analyzed 

using PSNR that variation between two video frames is the same in the optical flow magnitude of 

each method. The PSNR was calculated for 15 videos, from which the PSNR for Lucas Kanade 

often comes higher. The more the value of PSNR, the better the quality of an image. Based on the 

visualization and PSNR, the motion estimating optical flow using Lucas Kanade outperforms the 

other three motion estimators. The Lucas Kanade can be the preference over others for applications 

like action recognition, 3D reconstructions, or video coding. The work can extend to using these 

features for motion estimations.   

In Chapter 5, a BiLSTM model with transfer learning is explored. This model is on par 

with other existing methods. However, they all suffer from certain limitations, one of which is the 

accuracy rate. When the model was tested with 10 classes, it achieved a very high recognition rate. 

On the other hand, when the system was tested with 51 classes, the accuracy dropped to 63.96%. 

Thus, the accuracy of the model depends on many factors, including the feature vector, 
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hyperparameters, and number of layers. Of these, the most vital concept is the tuning of the model's 

hyperparameters. This is highly significant for models based on deep learning. 

In our next steps, we can set the hyperparameters and construct a system based on 

supervised learning, using multiple training videos. This model is based on a single-view dataset, 

but can be extended to create an optimal model suitable for data sets with multiple views. 

In chapter 6, the proposed work presents multiview-based skeleton action recognition using 

deep neural networks. We proposed the networks, i.e., CNN_RNN_1 and CNN_RNN_2, where 

CNN_RNN_1 uses for feature reduction technique and CNN_RNN_2 for action classification. 

The activities classification uses 3D skeleton information of all three views from the dataset 

NTURGB+D for 60 classes.  

A two-stream network architecture is introduced, incorporating the specially designed 

CNN_RNN_1 and CNN_RNN_2 networks. These networks are employed in developing an action 

recognition model using the NTURGB+D dataset, which achieves an overall accuracy of 85.76%. 

Future enhancements are anticipated to further enhance accuracy, particularly for additional 

classes. 

Additionally, this can expand the system's capabilities by incorporating three-stream input 

networks to enhance evaluation parameters. This endeavor will involve the development of three-

stream networks to extend the research work. 

7.2 Challenges and Future Directions 

The HAR is the most thrust research area in video signal processing. No doubt, there are 

various methodologies have been proposed by researchers. However, there are still open 

challenges in which directions require work. The available challenges are data collection, 

processing, complex activities, misalignment of activities in the videos, hardware limitations, and 

the design of deep learning hybrid models.  

Misalignment of activities: Manual annotation of data is a time-consuming task. Sometimes, the 

number of frames is missing, and joint information is unavailable, or incorrect labeling. Dataset 

can use, which is preferred mainly by researchers. In this work, a few samples are unavailable for 
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skeleton or RGB video frames in the NTURGB+D.  

Hardware limitation:  For deep learning-based models, which are called data-hungry techniques. 

There is a requirement for the high-speed computational power of the system. Multi-GPU parallel 

processing is the preference for quick and fast activity recognition for deep learning-based models. 

In this thesis, the experiment performs on the system with a 1.6 GHz Intel Core i5-4200U, 8GB 

RAM, and 1TB SSD running a Windows 10 with the 64-bit operating system. The model can be 

trained, validated, and tested more effectively if the system is running at a high speed, allowing 

for more videos to be used. 

Design of deep learning hybrid models: Hybrid deep learning models can design for a more 

significant design of HAR. The model can take multiple modalities and views for an efficient 

model for HAR. In this thesis, the two-stream network presents recognition actions. For more 

recognition rate, we can design more stream networks also.  

 The influence of recognition systems on a range of motivational application areas, 

including behavioural biometrics, content-based video analytics, security and surveillance, 

interactive applications and environments, animation and synthesis, is becoming increasingly 

significant. 

Lastly, there is always a chance to improve existing systems based on research carried out 

by the researcher. With this purpose, this research will carry out in future for further on.  
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Chapter 37
Object Recognition Using Semantic
Segmentation

Rosepreet Kaur Bhogal and V. Devendran

1 Introduction

Computer vision is a multi-disciplinary domain. Computer vision provide us with
the structure, for automatic extraction, analysis, and comprehension from a single
image or image sequence. Recognizing scenes from images or videos is one of the
most real-world challenging application of computer vision in various spheres like
industry, academia, security agencies, consumer agencies, and general-purpose, etc.
Segmentation is one of the challenging tasks and it can be the first step in recognition
of any task under preprocessing technique. The benefits of visual or group perception
have been one of the most important computer vision problems used in various
applications such as automatic driving [1] humanmachine communication, computer
graphics [2], age-old search engines, and augmented to new reality.
The semantic segmentation can handle all deep learning architecture that has been

used for classification. Finding objects from the image or videos can be the first step
for classification. This not only provide us with the classes but also other information
which may be useful for the recognition of objects with spatial information. Its goal
is to label every pixel from the images or videos [3]. Per-pixel classification will be
an effective and useful technique for various applications [1–3].
Segmentation is one of the most important techniques for image or video

processing. Semantic segmentation served the front-end processing for computer
vision applications. There is a different existing technique that relies on a database,
a simple approach based on oriented pattern besides the use of color of texture
[4]. Some methods, which are trying to train from end-to-end CNN networks, for
multiple groups where co-segmentation can be possible to obtain the foreground of
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Action Segmentation for RGB Video
Frames Using Skeleton 3D Data
of NTURGB+D

Rosepreet Kaur Bhogal and V. Devendran

Abstract Action segmentation or video segmentation which used to extract action
from video frames. It plays role in various applications, i.e., visual effect assistance
in the movies, scene understanding in detail, virtual background creation, and a
designCADsystem that can identify automatically humanaction fromvideoswithout
any object interference. This paper presents a system that automatically segments
actions from videos. The window size is variable and depends on input video. The
dataset used to show experimental data is NTURGB+D. The action segmentation
has been shown using 3D skeleton information on RGB videos of NTURGB+D. The
experimental results have shown the performance and it test results on 5 random
action videos.

Keywords Segmentation · Actions · 3D skeleton data · RGB · Videos ·
NTURGB+D

1 Introduction

Identification ofmotion from video frames consists of various steps as preprocessing,
segmentation, feature calculation, feature dimension reduction, and classification.
The probability is high for a good recognition rate if feature calculation has been
done for a properly segmented image/video frame. Either use any technique or deep
learning approaches which are called edge technology nowadays. However, deep
learning model designing has two main things. First, what input has been used to
train or test a network and tuning of hyperparameter. If the input is not given appropri-
ately, then the systemmay not recognize a few actionswhich are expected to do by the
model. So, action segmentation can be a very important task for any designed model.
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Human Activity Recognition Using
LSTM with Feature Extraction Through
CNN

Rosepreet Kaur Bhogal and V. Devendran

Abstract Human activity recognition is important for detecting anomalies from
videos. The analysis of auspicious activities using videos is increasingly important for
security, surveillance, and personal archiving. This research paper has given a model
which can recognize activities in random videos. The architecture has been designed
by using BiLSTM layer which helps to learn a system based on time dependencies.
To convert every frame into a featured vector, the pre-trained GoogLeNet network
has been used. The evaluation has been done by using a public HMDB51 data set.
The accuracy achieved by using the model is 93.04% for ten classes and 63.96%
for 51 classes from same data set only. Then, this network is compared with other
state-of-the-art method, and it proves to be a better approach for the recognition of
activities.

Keywords Action recognition · HMDB51 · Neural network · CNN · LSTM ·
BiLSTM · Video frames

1 Introduction

Computer vision is a multi-stage domain, which essential framework for automatic
extraction, analysis, and comprehension from a single image or image sequence.
Man-made visualization from videos is one of the real-world challenges of computer
vision in various sectors like industrial, educational, security, consumer etc. In the
process of recognition, detection, or tracking, there are two broad terms “actions” and
“activity”,whichare generallyused in thevisionof the survey.And, there is difference

The original version of this chapter was revised: The incorrect last line in the Abstract has been
removed. The correction to this chapter can be found at
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Motion Estimating Optical Flow for Action 
Recognition 
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Abstract— Motion estimating is one of the methods which 
determines the movement from one frame to another in the 
videos. For an application of action recognition, choosing the 
optical flow can be an essential feature for recognizing actions. 
The optical flow consists of the information of the moving 
subject and objects in the video frames. This paper analyzes four 
motion estimating optical flow methods (Farneback, Horn 
Schunck, Lucas Kanade, and Lucas-Kanade Derivative of 
Gaussian explored based on visualization and PSNR. The 
NTURGB+D dataset uses for the analysis of experimental 
results. 

Keywords—Optical Flow, Action Recognition, Videos, 
NTURGB+D, Motion Estimation 

I. INTRODUCTION  

Human action recognition is one of the most challenging 
tasks nowadays. Various methods have been proposed in [1], 
which can use for pre-processing and recognizing activities. 
Motion estimation features are one of the main steps required 
to know activities in video sequences. The optical estimation 
technique gives in [2]. The optical flow gives motion 
information and helps to find an interesting point used to 
recognize actions. There are various non-parametric methods 
in which motion descriptor calculation helps estimate flow 
between one and the next frame. The flow descriptors 
aggregate the histograms on the temporal axis. The gradient-
based methodology improves action recognition tasks [3]. 
There are various other handcrafted features like SIFT, HOG, 
GIST, and MHI [4]. These features have more focus on spatial 
information but not that much on temporal characteristics. The 
human motion analysis features the identification of human 
body shape, the relation of motion from one frame to the next, 
and one aspect of human activity recognition [5]. The optical 
flow based on warping explores which provided high-
accuracy in [6]. This method can reduce the angle errors while 
computing optical flow. The optical flow can be used for video 
object segmentation, as mentioned in [7]. This model is 
attention based, which can use for object detection. Human 
activity recognition for video surveillance can design using an 
optical flow feature. Optical flow features include information 
related to the movement of subjects [8]. 

The mainly used optical flow estimation algorithm explore 
and analyse in the paper. Section 2 includes the research 
methodology. Section 3 includes experimental works, which 
show analysis based on a motion by considering random 15 
RGB videos of NTURGB+D. Further, the conclusion of the 

paper is which algorithm can prefer by the researcher for the 
estimation of activity. 

II. METHODOLOGY 

To calculate optical flow, techniques analyses in this 
paper. The methods are Farneback [9], Horn Schunck [10], 
Lucas Kanade [11], and Lucas-Kanade Derivative of Gaussian 
[11].  

The HOF features are widely used for optical flow 
estimation by differential equations. Despite calculated 
differences, the measurement can include three stages of 
processing. First, pre-filtering to extract interest points. 
Second, compute the spatial-temporal derivative (called 
velocity vectors). Third, the integration of measurements to 
produce flow fields [12]. The methods used to find the object’s 
direction and object’s speed of moving from one frame to 
another.  

For computation of the optical flow features can use the 
equation as follows:.  
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In equation, �� , ��  and �� are the brightness derivatives. 

 

A. Algorithm 1: Horn Schunck [11] 

The method estimates a velocity vector by considering the 
flow features are smooth across the whole image.  
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In the above equation 1, the spatial derivative of optical 

velocity components is 
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 , � is the scaling factor that 

is related to smoothness. The method used to minimize 
equation 2 for each pixel in the frame with equations 3 & 4 is 
as follows: 
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ABSTRACT

Human activity recognition is a recent area of research for researchers. Activity recognition has many applications
in smart homes to observe and track toddlers or oldsters for their safety, monitor indoor and outdoor activities,
develop Tele immersion systems, or detect abnormal activity recognition. Three dimensions (3D) skeleton data is
robust and somehow view-invariant. Due to this, it is one of the popular choices for human action recognition.
This paper proposed using a transversal tree from 3D skeleton data to represent videos in a sequence. Further
proposed two neural networks: convolutional neural network recurrent neural network_1 (CNN_RNN_1), used to
find the optimal features and convolutional neural network recurrent neural network network_2 (CNN_RNN_2),
used to classify actions. The deep neural network-based model proposed CNN_RNN_1 and CNN_RNN_2 that
uses a convolutional neural network (CNN), Long short-term memory (LSTM) and Bidirectional Long short-
termmemory (BiLSTM) layered. The system efficiently achieves the desired accuracy over state-of-the-art models,
i.e., 88.89%. The performance of the proposed model compared with the existing state-of-the-art models. The
NTURGB+D dataset uses for analyzing experimental results. It is one of the large benchmark datasets for human
activity recognition. Moreover, the comparison results show that the proposed model outperformed the state-of-
the-art models.
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Activity; recognition; multiview; LSTM; BiLSTM; NTURGB + D

1 Introduction

Action is when we do something, especially when dealing with anything like an object or human.
The goal of any human activity recognition system is to recognize ongoing activities from ongoing
videos automatically. Recognition of human activities enables real-time monitoring of public places
like airports and stations can monitor patients, children and elderly persons [1]. Vision-based activity
recognition systems highly impact various motivating application domains, like behavioral biometrics,
Content-based video analysis, security and surveillance, interactive application and environment,
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