
NUMERICAL STUDY OF HIGHER ORDER 

DIFFERENTIAL EQUATIONS USING SOME QUINTIC 

BASIS FUNCTIONS 

 

Thesis Submitted for the award of the degree of 

 

DOCTOR OF PHILOSOPHY 
 

in 

 

Mathematics 

 
By 

 

Navneet Kaur 

 

Registration Number: 11816322 

 

Supervised by 

 

Dr. Varun Joshi 

Associate Professor, Department of Mathematics 

LPU, Phagwara 

 

 
LOVELY PROFESSIONAL UNIVERSITY 

PUNJAB 

2023  



i 

 

DECLARATION 

I, hereby declared that the presented work in the thesis entitled ―NUMERICAL 

STUDY OF HIGHER ORDER DIFFERENTIAL EQUATIONS USING SOME 

QUINTIC BASIS FUNCTIONS‖ in fulfilment of degree of Doctor of Philosophy (Ph. 

D.) is outcome of research work carried out by me under the supervision Dr. Varun Joshi, 

working as Associate Professor, in the Department of Mathematics, School of Chemical 

Engineering and Physical Sciences of Lovely Professional University, Punjab, India. In 

keeping with general practice of reporting scientific observations, due acknowledgements 

have been made whenever work described here has been based on findings of other 

investigator. This work has not been submitted in part or full to any other University or 

Institute for the award of any degree. 

 

(Signature of Scholar) 

Navneet Kaur 

11816322 

Department of Mathematics 

School of Chemical Engineering and Physical Sciences 

Lovely Professional University, 

Punjab, India 

  



ii 

 

CERTIFICATE 

This is to certify that the work reported in the Ph. D. thesis entitled ―Numerical 

Study of Higher Order Differential Equations Using some Quintic Basis Functions‖ 

submitted in fulfillment of the requirement for the reward of degree of Doctor of 

Philosophy (Ph.D.) in the Department of Mathematics, School of Chemical Engineering 

and Physical Sciences, is a research work carried out by Navneet Kaur, 11816322, is 

bonafide record of her original work carried out under my supervision and that no part of 

thesis has been submitted for any other degree, diploma or equivalent course. 

 

 

(Signature of Supervisor) 

Dr. Varun Joshi 

Associate Professor 

Department of Mathematics, 

School of Chemical Engineering and Physical Sciences 

Lovely Professional University, 

Punjab, India 

  



iii 

 

ABSTRACT 

Recent studies in science and engineering showed that partial differential 

equations (PDEs) that are nonlinear in nature are used to represent dynamics of many 

systems, including engineering, diffusion, biology, physics, chaos theory, 

electromagnetic, and many more. To apprehend or predict the behavior of natural 

phenomena, mathematical models have huge importance, which made researchers pay 

attention to the advancement of science and technology. A mathematical model describes 

the different systems with the usage of formulas, mathematical rules, methods, and 

theories. Most of the influential mathematical concepts are invented by using differential 

and integral operators known as calculus, which are considered for simulating and 

modeling the different mechanisms occurring in the environment. There are numerous 

engineering problems, which has huge application in our lives, from where some of the 

problems are so complex that it is quite hard or impossible to find their exact (precise) 

solution. So, in that scenario, numerical solutions (num. sol.) of these problems or 

equations get a huge sight and came into knowledge. 

This thesis concerns obtaining the numerical solution of a one-dimension third 

order Korteweg-de Vries (KdV) equation, fourth-order Kuramoto-Sivashinsky (KS) 

equation, one and two dimension fourth order Extended Fisher Kolmogorav (EFK) with 

the implementation of three new regimes ―quintic Uniform Algebraic Hyperbolic 

(QUAH) tension B-spline, quintic Hyperbolic B-spline (QHBS), and quintic Uniform 

Algebraic Trigonometric (QUAT) tension B-spline‖ with a renowned method known as 

―Differential Quadrature Method (DQM)‖. DQM is used to approximate the derivatives. 

Then, to obtain the weighting coefficients these quintic splines HBS, QUAH and QUAT 

are implemented with DQM and the original boundary value problem was then 

transformed into an ordinary differential equation. The DQ technique has a significant 

benefit over the previous approaches since it restrain the perturbation from finding 

improved outcomes for the given nonlinear equations. The Runge-Kutta 43 technique is 
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then used to resolve the resultant ordinary differential equation (ODE). The precision of 

the suggested scheme is then illustrated numerically by resolving different test problems 

and calculating the error norms   ,    and GRE. For quick and simple access, calculated 

results are displayed graphically and in tabular format. Suggested schemes' stability is 

also examined by using eigenvalues. 

In simple language, Numerical solution or approximate solutions are those which 

are approaching or nearly resembles to the exact solutions. So, in our work, we first solve 

those problems approximately which already had an exact solution for the purpose of 

testing or benchmarking, so that applicability and effectiveness of our proposed method 

can be checked. Consequently, after evaluating the technique's efficiency, proposed 

technique can be extended to get the solution of more complex and convincing problems 

for which exact solutions are not available. 

There are a variety of techniques for finding numerical answers to nonlinear 

PDEs, and we employ one of them known as the Differential Quadrature Method (DQM) 

along with three different quintic B-splines (QBS). Three B-splines used are quintic 

Hyperbolic B-spline (HBS), QUAH tension BS, and QUAT tension BS. 

DQM is a mathematical procedure to solve differential equations. With DQM 

approach, the weighted average of each functional value at specific places over the entire 

domain of computation can be applied for the approximation of the spatial derivatives of 

unknown functions at any grid points. DQM is a numerical approach for solving initial as 

well as boundary value problems. It was created in the first few years of 1970s by the late 

Richard Bellman and his colleagues, since then, it has been effectively applied to a range 

of challenges from a range of sectors, including engineering and also the sciences. 

Next, polynomials can be defined piecewise using spline functions. It has been 

discovered that the interaction flexibility of curve and surface design is improved by 

these B-spline functions. One major benefit of using a B-spline basis is that the number 
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of control points in an object's control graph can be changed without affecting the basis 

function's order. 

For instance, in our work, three extensive quintic B-spline (QBS) are adapted for 

the numerical simulation of three different equations using the DQM. Differential 

quadrature method (DQM) is appertained for the time discretization of the space 

discretized system occasioned by B-splines. Moreover, for the easy excess to readers 

graphical demonstrations of the numerical findings are shown for evaluation with the 

precise resolution and numerical findings described in the literature. DQM's primary task 

or purpose is to evaluate weighting coefficients. Consequently, to calculate the weighting 

coefficients, quintic B-spline function is modified by using DQM and result is reformed 

in the form of five-band matrix. Therefore, the basis function is utilised to transform the 

initial boundary value equation into the ODEs, and they are then resolved with the use of 

the Runge-Kutta method 43 scheme. This is done after the application of DQM and the 

calculation of the weighting coefficients. 

If, we talk about any of the equation, whose numerical solution are obtained, we 

get so fascinating results of coupled Korteweg-de Vries (CKdV) equation, Kuramoto- 

sisvashinsky (KS) equations, Extended Fisher Kolmogorov (EFK) equation. This thesis 

contains 5 chapters. In Chapter 1, brief introduction and literature survey are given for 

Differential quadrature method (DQM), B-splines, HBS, UAH tension BS, UAT tension 

BS. Description about the proposed methodology is given. Moreover some conditions as 

stability condition, different error norms and their formulas are also discussed in this 

chapter. 

In Chapter 2, numerical solution of CKdV equation is obtained. KdV simulates 

the evolution of plasma waves, internally long waves in the ocean, waves of shallow-

water, and crystal lattice waves. KdV system of equation has different type of soliton 

solutions most commonly named as single soliton solution, double solitons, three solitons 

interaction, and also birth of solitons. In this chapter, N-soliton where     are also 
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discussed. Hence, CKdV equation is integrable as it has multiple soliton solutions. Also, 

by definition of soliton, solitons preserve its shape, and amplitude when move with a 

constant velocity and even after the collision. Same results are obtained by using the 

proposed technique, and it is seen that with the increasing time, solitons move towards 

the right and preserve the properties. 

In Chapter 3, numerical approximation of KS equation is obtained. In the 1970s, a 

nonlinear partial differential equation of order four was introduced known as KS 

equation, also known as the canonical evolution equation and explains the range of 

physical contexts. Also, it designates about the turbulence in responsive system and 

model the disseminative uncertainties in a laminar flame front. 

In Chapter 4, numerical approximation of EFK equation in one and two 

dimension is obtained with the implementation of three quintic splines along with DQM. 

The EFK system of equation has huge applications in various fields as formation of 

pattern, transmission of domain wall, description about dynamics of brain tumors, 

mezoscopic model of a phase transition, traveling waves, and extensively used in variety 

of physical phenomena including plasma physics, population growth, hydrodynamics, 

spread of infectious diseases, thermonuclear reaction etc. 

To assess the applicability of the suggested approach, different equations are 

resolved numerically and different error norms are calculated for the comparison 

purposes, which are appeared to be very less. Along with that stability of the technique is 

also checked by using the method named as matrix stability method and to check the 

accuracy of our proposed technique error norms    and    are calculated, which are 

appeared to be very less and approaching to zero telling us the effectiveness of proposed 

scheme. Additionally, it is demonstrated that the approach is invariably stable. 

The accomplished numerical outcomes are presented with two-dimensional (2D) 

and three- dimensional (3D) figures, where the comparison with the exact (or precise) 

solution is also demonstrated. It is clinched that the presented technique is a well-
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organized and operative procedure for elucidating the numerical or approximate solution 

for the complex nonlinear PDEs.  
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Chapter 1  

Introduction 

1.1. Introduction 

Differential equations have important implications in every field including 

economics, physics, engineering, as well as biology. The study of differential equations 

includes a study of their solutions or the properties of their solutions. There exist different 

forms of differential equations, which includes ordinary or partial differential equation, 

homogeneous or heterogeneous equations, and linear or non-linear differential equations. 

Each of these forms has its own importance or we can say they are significant in their 

own way. For instance, ordinary differential equations (ODEs) are used to compute 

electrical flow, illustrate thermodynamics ideas, and motion of an object like a pendulum. 

Also in medical terminology, they are employed to monitor the progression of disease 

graphically. Partial differential equations (PDEs) are used to formulate the problem 

mathematically and aid the solution of problems having more than one variable like heat 

or sound waves propagating, fluid movement, electrostatics, thermodynamics, 

electrodynamics, elasticity, etc. Linear Differential equations (LDE) detect the electric 

circuit‘s current by determining the motion of an object with air resistance. A large 

number of fascinating and significant events that are seen in space have been 

substantially mathematically modeled using Non-linear differential equations (NLDEs). 

Homogeneous differential equations (HDEs) are employed in the chemical sector as well 

as in the fields of economics, aerospace, and transportation. Non-homogeneous 

differential equation of second order predicts the vibrating mass‘s amplitude in a scenario 

of near-resonant. 

For the modeling of various natural phenomena like sciences, there arise 

nonlinear partial differential equations. Moreover, Non-linear systems with initial as well 
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as with boundary value problems have interesting and very useful applicability in 

engineering and other disciplines, as PDEs are used to represent a large number of 

engineering mathematical models. Also, these equations have a huge importance in 

science as various phenomena in science such as the physical laws of structural 

mechanics, electromagnetic fields, quantum mechanics, and fluid flow diffusion all can 

be written as initial and boundary value problems.  

To apprehend or predict the behavior of natural phenomena, mathematical models 

have huge importance, which made researchers pay attention to the advancement of 

science and technology. A mathematical model describes the different systems with the 

usage of formulas, mathematical rules, methods, and theories. Most of the influential 

mathematical concepts are invented by using differential and integral operators known as 

calculus, which are considered for simulating and modeling the different mechanisms 

occurring in the environment. Prominent mathematicians Leibniz and Newton presented 

the idea to elucidate physical properties centered on the rate of change.  

Nonlinear problems can have two types of solutions, analytical as well as 

numerical. Numerous researchers solved these nonlinear models, either getting the 

numerical or analytical solution. Also, in all the thrust areas of engineering, mathematical 

and physical sciences, the solution of nonlinear problems has huge importance with their 

solutions. For physical systems, nonlinear systems of equations have an interesting 

characteristic that can be acknowledged by the solutions of nonlinear problems either 

numerically or analytically. But due to the complexity of nonlinear PDEs, it becomes 

difficult to solve them analytically or to have an exact solution to the problem. In such 

cases, it becomes reasonably important to solve these complex problems numerically. 

Often when exact solutions of differential equations are not available or there is no way 

to locate closed-form solutions using an analytical approach, then solutions can be 

approximated numerically. 
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 The approximate elucidation is formulated by means of functional values at 

distinct knot values. If we talk about the relationship between the functional values and 

derivatives in partial differentiation, numerical discretization happens to be the bridge 

between them. An approximate solution is also referred to as a numerical solution (num. 

sol.). Currently, numerous numerical discretization methods are accessible to solve initial 

and boundary value problems. They include finite difference (FD), finite volume (FV), 

and finite element (FE) which are classified as low-order methods while pseudo spectral 

and spectral methods are classified as global methods. If we talk about the difference 

between these methods, that difference is the choice of the base function. For spectral 

methods, a base function is considered as an infinitely differential function whereas in 

low-order methods domain is divided into subdomains and hence base function is 

specified with each element. In other words, Spectral approaches can be seen as a whole-

space approximation method and as an extension of FE methods. Lower-order 

approaches require a lot more grid points to get the required level of accuracy. There may 

not be a need for a solution at any of the grid points in some differential equation 

applications. Therefore, while discretizing the domain, a higher-order approach is 

required that provides precise answers with a less number of grid points.  

Therefore, Bellman et al. invented the Differential Quadrature Method (DQM) in 

the beginning of 1970s which was instigated by the study of Integral quadrature. This 

technique uses a much fewer grid points to get precise numerical results. The main 

motive of DQM is to evaluate the weighting factors. Firstly, Bellman et al. introduced 

two techniques for the calculation of weighting factors of the derivative of the     order. 

Among these methods, usually, the first approach was adopted as it permits choosing 

arbitrary grid points. But for a large number of the algebraic system of equations, its 

matrix becomes ill-conditioned because of which grid points used by the early 

applications of this scheme are not more than 13 [1]. To overcome these drawbacks many 

efforts are made by researchers. The major revolution was done by Shu and Richard [2] 
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in which all the techniques were generalized under the high-order approximation of 

polynomials and analysis of linear vector space.  

1.2. Differential Quadrature Method 

In DQM, a derivative of a function can be estimated as a linear summation of its 

value at different node points about the solution dominion of a problem. 

       
  

  
|    ∑    

 
     (  ) for          , 

where     signifies weighting coefficients and N is number of grid points in whole 

domain. 

The decision regarding the weighting coefficients is essential. The weighting 

coefficients are calculated using DQM with a variety of test functions, including the 

cubic B-splines, Lagrange interpolation polynomial, modified B-splines, trigonometric B-

splines, Quartic B-spline, Quintic B-spline, etc. For example Legendre polynomial and 

spline functions have been used by Bellman et al. [3], Using a Lagrange polynomial, 

Quan and Chang [4, 5] offered explicit formulation. To compute weighting coefficients, 

Shu and Richards [2] introduce the notion of linear vector space and polynomial 

approximation. Başhan and Yağmurlu [6] used cubic B-spline based DQM, Zhong [7], 

Başhan [8-11] used Quintic B-spline based DQM, Korkmaz and Dag [12] presented 

polynomial DQM, and Quartic B-spline using DQM, Başhan [13] applied quartic Basis-

spline employing DQM, Mittal et al. [14] applied quintic B-spline for the test function 

with DQM, Arora and Joshi [15] represented the updated version of the trigonometric 

cubic (order four) B-spline based DQM, Singh and Kumar [16] employed extended cubic 

B-spline in a modified form based DQM, Mohammed and Saeed [17] used G-spline, 

Korkmaz et al. [18] used quartic B-spline to solve Burgers‘ equation, Arora et al. [19] 

used cubic B-spline with DQM in a modified form for the estimation of Burgers‘ 

equation, Korkmaz et al. [20] solved advection-diffusion equation using cubic Basis-

spline with DQM, Tamsir et al. [21] used exponential modified cubic B-spline DQM, 
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Başhan [22] gives solution of Kawahara equation using cubic B-spline in a modified 

form with DQM, Tamsir et al. [23] solved Fisher‘s reaction-diffusion system using cubic 

trigonometric B-spline DQM, Başhan [24] used quintic B-spline with DQM to solve 

Schr ̈dinger equation numerically, Mittal et al. [25] solved the KS equation with the 

implementation of quintic B-spline based DQM, Joshi et al.[26] solved 2-D Benjamin-

Bona-Mahony-Burgers equation with the use of cubic B-spline in a modified form based 

DQM, Barrera et al. [27] introduced general spline DQM based on quasi-interpolation for 

optimal approximation, Joshi and Kapoor [28] used UAH tension BS based DQM for a 

2D nonlinear differential equation, Kaur and Kanwar [29] approximate KS equation with 

the implementation of cubic trigonometric B-spline based DQM, Zhu et al. [30] offered 

cubic trigonometric B-splines DQM for the solution of fractional advection-diffusion 

equation numerically, Tamsir et al. [31] proposed cubic hyperbolic B-spline based DQM 

for the numerical solution of 3D wave equations, Başhan et al. [32] solved Korteweg-de 

Vries-Burgers‘ equation for a numerical solution with the implementation of quantic B-

spline based DQM, Korkmaz [33] solved advection-diffusion equation numerically using 

quartic and quintic B-splines with DQM, Thoudam [34] used quintic B-spline based 

DQM. 

Any function        is known to be approximated by interpolation at N discrete 

grid points as: 

       ∑   (    )

 

   

  (1.1) 

 where    represents the basis function, and         gives the functional value at different 

grid points    for the function       . 

As certain PDEs have a tough time having an analytical solution. Therefore, the 

functional values at the specified grid point serve as the most common representation of 

the approximate solution. The dilemma of how to connect the derivatives of PDE and the 
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functional values at the mesh points, and the numerical discretization approach can be 

used to close this gap. 

1.2.1. Discretization in one dimension 

Let us consider the mesh division system                with 

         , where           of a definite period [a, b], with the deliberation that 

the assumed function      is sufficiently smooth over its solution domain. Then, the 

Differentiation of the function      concerning     for the mesh value    can be 

estimated by a linear addition in the entire domain of all the functional values, can be 

written as: 

  
        

   

    |   ∑    
   

     
 
   , (1.2) 

 with                                 

where   signifies the derivative‘s order,    order weighting coefficients are represented 

by    
   

,   provides information on the total number of grid points in the domain., and the 

index   denotes that    
   

 represents the conforming weighting factors of the functional 

value of      . So, for further calculation, we need to calculate the first, second, and 

third-order derivative of the function     , which can be evaluated by substituting 

        in equation (1.2). 

Hence, The approximate values of derivatives of 1
st
, 2

nd
, 3

rd
 and 4

th
 order can be given as: 

  
        ∑    

   
     

 
   ,    

        ∑    
   

     
 
   , 

              
        ∑    

   
     

 
   ,   

        ∑    
   

     
 
     

(1.3) 

 where    
   

,    
   

,    
   

, and    
   

 are the weighting coefficients to be determined using the 

proposed methodology. In this work, three different quintic splines are used to calculate 
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the first-order weighting coefficients     
   

 . After evaluating the weighting coefficients 

of partial derivatives having first order as explained in section 1.7, their     and higher-

order partial derivative can be premeditated by using the formula [1, 35] given below. 

   
   

      
   

   
     

 
   

     

     
 , for                      and  

   
   

  ∑    
    

       ,  for     ,             , 

(1.4) 

 where    
   

 represents the second, third and fourth-order weighting coefficients for the 

values         respectively. So, to evaluate the second order derivative, we get the 

formula as: 

   
   

 

{
 
 

 
  [   

   
   

   
 

   
   

     

]        

 ∑    
   

 

       

       

 (1.5) 

For the third-order derivative, 

   
   

 

{
 
 

 
  [   

   
   

   
 

   
   

     

]        

 ∑    
   

 

       

       

 (1.6) 

and, fourth-order derivative can be obtained as: 

   
   

 

{
 
 

 
  [   

   
   

   
 

   
   

     

]        

 ∑    
   

 

       

       

 (1.7) 
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1.2.2. Discretization in two dimension 

Let us consider the mesh division system                and 

               with a uniform step size           , and         

   respectively in   and   directions, where          ,           of a definite 

period            . With the deliberation that the assumed function          is 

sufficiently smooth over its solution domain. Then, the Differentiation of          

concerning       for mesh value (     ) can be estimated by a linear addition in the 

entire domain of all the functional values. Using the idea of the equation (1.2) spatial 

derivative of     order of          w.r.t.   (preserving    fixed) and w.r.t.   (preserving 

   fixed) can be obtained. So, the     order derivative for the function          at a point 

     along the line      provided by: 

  
   

(       )  
   (       )

     ∑    
   

 (       )
 
   , (1.8) 

and, the     order derivative for the function          at a point      along any line 

     is provided by: 

  
   

(       )  
   (       )

     ∑    
   

 (       ) 
   , (1.9) 

 where,   is the positive integer,      ,      , and    
   

 and    
   

 are the 

respective weighting coefficients, which give the     derivative at the knots. Further, 

first-order weighting coefficients can be evaluated by the same procedure as explained in 

section 1.7, and for higher order weighting coefficients, we have the formula: 

   
   

 

{
 
 

 
  [   

   
   

     
 

   
     

     

]        

 ∑    
   

 

       

       

 (1.10) 

and  
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{
 
 

 
  [   

   
   

     
 

   
     

     

]        

 ∑    
   

 

       

       

 (1.11) 

After obtaining the weighting factors for both the space variables   and  , the space 

derivative of respective order     can be evaluated as in equations (1.8) and (1.9). After 

that by using discretization, one can find the necessary differential equation's solution. 

1.3. B-spline 

B-spline is the abbreviation for the word Basis spline, which was initially used by 

Isaac Jacob Schoenberg [36] in 1946. In the numerical analysis field of mathematics, a 

spline function known as B-spline is a function with marginal support for a particular 

degree, level of smoothness, and domain partition [37]. If we talk about the word spline, 

it is a device used by architects, shipbuilding industries, or other sectors to draw a curve 

through the given points so that the curve, its slope, and its curvature are all continuous. 

Carl de Boor [38] and Prenter [39] provide a comprehensive explanation of the spline 

theory. 

A spline function having order   is known as a piecewise polynomial of degree 

   , in a variable  . The points, where these pieces meet are known as knots or grid 

points. The concept of spline can also be recognized by the problem of fitting a 

polynomial that passes through the points whose functional values are there. For instance, 

a linear polynomial can be fitted, if two points are given. In case three such points are 

given, a quadratic polynomial will be plotted. Also if four, five, or six such points are 

given, then cubic, quartic, or quintic polynomials can be plotted respectively. Hence with 

the increment in the number of points, the degree of polynomial also increases, which is 

not easy to deal with. The piecewise polynomial came to the aid in order to solve this 

problem. Piecewise polynomials allow approximating the function using different 
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polynomials over the sub domains, instead of approximating the function using a single 

polynomial over the whole domain. Hence the piecewise polynomial can be 

conceptualized for the higher order approximations. But in some cases, it may happen 

that the interpolation graph is not smooth, as piecewise polynomials are always 

continuous but may not be continuously differential on the approximation interval. 

Splines are employed to tackle this problem. So, spline develops a piecewise polynomial 

approximation that interpolates the given data ensuring that it is continuously 

differentiable up to a certain degree. Let us consider a partition          

          uniformly distributed over the domain            , where    are 

known as knots. Any function      is known as a spline having degree  , if      a     

degree polynomial in each interval                             satisfy the 

property that      and its            derivatives are continuous everywhere in the 

domain        . So, a spline      in the interval         can be expressed as: 

     ∑     

 

   

  

where      is the polynomial of degree   in every section. Therefore, as each portion has 

      coefficients, that results in the collection of        coefficients for   sections. 

So to define a spline, we require        number of equations. The fundamental aspect 

of the basis function is the knot sequence   . Let the set   be a collection of     real 

numbers known as knots such that                     The knot vector is 

referred to as uniform if the knots are evenly distributed. Basis spline function of degree 

  covers   intervals of       knots. 

The B-spline basis function can vary in degree and shape. Consider      denotes 

the     B-spline basis function with degree  . The zero degree Basis-spline, where 

     , is just a step function given as 

     ,
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The Cox de-Boor recurrence relation for     B-spline of degree   is given by: 

                   (        )             

where,      (
    

       
)  

To create a wide spectrum of differential quadrature methods, various researchers 

have chosen a variety of B-spline basis functions as B-spline based DQM has a huge 

application of getting better results of complex nonlinear PDEs. So, in literature for the 

numerical solution of different NLEs, a range of B-spline is used depending on their type, 

degree, or order. For instance, [40] used B-spline method for Bratu‘s equation, in [41] 

6
th
-degree BS approximation is used for the numerical sol. of 5

th
-order boundary value 

problem, [42] apply cubic B-spline scaling functions for the numerical findings of 

Fokker-Planck equation, [43] introduce Cardinal B-spline wavelet numerical method to 

solve the Generalized Burgers-Huxley equation, [44] used cubic B-spline with finite 

difference approach for solution of heat and wave equations, in [45] quartic B-spline 

collocation technique is constructed, [46] solved generalized Kuramoto-Sivashinsky 

(GKS) equation numerically using FD and collocation technique along with B-spline 

functions, [47] apply quadratic (i.e. of order 3) B-spline based FE method for the 

numerical sol. of 1D NL Burgers‘ system of equation, [48] cubic trigonometric BS is 

applied with finite difference scheme for 1D hyperbolic equation, [49] solved Lane-

Emden equation using four numerical approaches based on the linear B-spline, [50] used 

quadratic B-spline with Galerkin method for the numerical solution of Fisher‘s equation,  

[51] used quadratic and cubic B-spline based Galerkin approach for the solution of 

Burgers‘ equation, cubic B-spline in a modified form with the method DQM for 

numerical estimation of 2D sine-Gordon equation [52], also for Schrödinger equation 

[53]. 

1.4. Hyperbolic B-spline (HBS) 

The most important concept of polynomial space is B-spline basis functions, 

spanned by              , where   is any random positive integer. Recently, a number 
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of new spline curve and surface schemes have been put forth for computer-aided 

geometric design (CAGD). For instance, Nouisser et al. [54] offered    periodic 

trigonometric, while Maes and Bultheel [55] introduced a standard spherical B-spline, 

algebraic hyperbolic functions are derived by Eddargani et al. [56], high order 

discretizations of the differential equation are derived using quintic nonpolynomial spline 

basis functions by Jha and Mohanty [57], Generalized B-splines are introduced by 

Roman et al. [58], Changeable degree spline basis function (CD-spline) was represented 

by Shen et al. [59], CD splines are an extension of iterative integral method, which is 

made up of piecewise polynomials of distinct degrees, a method for the elevation of the 

degree of a CD-spline is presented by Shen et al. [60], new kind of uniform splines 

known as hyperbolic polynomial B-splines are presented by Lü et al. [61], which is 

spanned over the space                              , where     is a positive 

arbitrary constant. Patel et al. [62] proposed a robust spline adaptive filter for the 

modeling of nonlinear systems, Campagna and Conti [63] describe the exceptional type 

of penalized splines known as Hyperbolic-polynomial (HP) splines. Wang and Fang et al. 

[64] extended the three types of splines as polynomial, trigonometric, and hyperbolic 

splines by a brand-new spline named UE-spline. Siddiqi et al. [65] explain the ternary 

non-stationary subdivision schemes which are based upon the HBS. Siddiqi et al. [66] 

established non-stationary binary schemes having four as well as five-point subdivision 

schemes based on HBS. Xumin et al. [67] gave a new method to model parameter curves 

and surfaces based on hyperbolic B-spline surfaces. Zhang and Krause [68] depicted the 

idea of an extended cubic B-spline which is uniform in nature using combined hyperbolic 

and trigonometric basis functions. For polynomial space, hyperbolic B-splines exhibit 

properties that are remarkably similar to those of basic B-splines. Hyperbolic B-splines 

schemes have the specialty of precisely replicating the curves like hyperbolas and 

parabolas. In this work, sixth-order HBS is calculated and obtained quintic HBS is 

implemented with DQM to attain the numerical solution of higher-order PDEs.  
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Let   
     represents the Hyperbolic B-splines with knots at the points    of 

order     where the evenly disseminated   grid points are assumed as         

       on the usual real axis. The functions defined over [a, b] are built upon the 

B-splines                . 

1.4.1. Hyperbolic B-spline (HBS) of order one  

HBS of order 1 denoted by   
     is given by: 

  
     {

                

           
  (1.12) 

For the second and higher order HBS recurrence relation is given by: 

  
     

          

               
  

       
            

               
    

        (1.13) 

The aforementioned relationships satisfy the following characteristics, 

(a): For       
          

(b):   
     is a function which is piecewise hyperbolic. 

(c):   
       

(d): Domain of   
               

(e):   
    , 

where 

   

{
 
 

 
     ,                         

*
   

 
+
    -                

    {{    (       )                }
   

*
 

 
+

}                    

, 

and is called the hyperbolic polynomial of order   space. 
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1.4.2. Hyperbolic B-spline of order two 

By using the first-order HBS (1.12) and recurrence relation given in (1.13), 

second-order HBS   
     can be formulated as:  

  
     

{
 
 

 
 

           

              
            

             

                
              

           

 (1.14) 

1.4.3. Hyperbolic B-spline of order three 

By using second-order HBS (1.14) and the recurrence relation given in (1.13), 

third-order HBS   
     can be formulated as: 

  
     

 

  

{
 

 
       

                            

         
  

           
             

             
         

  (1.15) 

where,                     ,                  ,                   

1.4.4. Hyperbolic B-spline of order four 

By using third-order HBS (1.15) and the recurrence relation given in (1.13), 

fourth-order HBS   
     can be formulated as: 

  
     

 

  

{
 
 
 

 
 
 

                  

{
                          

                
       

}              

{
                            

                       
}              

                      
           

  (1.16) 
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where,                              ,                  ,                

   

1.4.5.  Hyperbolic B-spline of order five 

By using fourth-order HBS (1.16) and the recurrence relation given in (1.13), 

fifth-order HBS   
     can be formulated as: 
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3              
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3              

                      

          

  (1.17) 

where,                                       ,                  ,       

           . 

1.4.6. Hyperbolic B-spline of order six 

By using fifth-order HBS (1.17) and the recurrence relation given in (1.13), sixth-

order HBS   
     can be formulated as: 
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(1.18) 

where,                                                ,                  , 

                 . 

Table 1.1: The values of quintic hyperbolic B-spline   
     basis functions and 

derivative functions    
       at different grid points is given by: 

                                  

  
     0                0 

   
       0                  0 

with the values    in the table are given below: 
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         ,  

   
        

  
,    

                                                             

  
,  

   
                                              

  
,     

                 

  
, 

   
                                 

  
,       

1.5. Uniform Algebraic Hyperbolic (UAH) Tension B-spline 

In recent years, a number of new splines are suggested by researchers which are 

defined in non-polynomial spaces. For instance, Zhang [69] suggested a set of curves 

named C-curves with basis                , further Zhang [70] introduced two different 

forms of Changeable basis splines (CB-splines) on the domain      , Koch and Lyche 

[71] constructed exponential tension B-splines of any order. However, in high-order 

instances, these bases do not cross over. Then Lü et al. [61] presented an entirely novel 

type of uniform splines known as Uniform hyperbolic B-splines spanned over the space 

                             , where     is a positive arbitrary constant. Mainar 

and Peña [72] studied about shape preservation and stability properties of CB-splines. 

Chen and Wang [73] introduced a new basis known as the C-Bezier basis spanned over 

the space                           using integral approach. Wang et al. [74] 

presented NUAT B-splines (Non-uniform algebraic-trigonometric Basis-splines) spanned 

over the space                           with    . Jena et al. [75, 76] offered 

subdivision procedure for trigonometric spline curves. Juan and Wang [77] presented two 

different type of Bezier-basis for algebraic hyperbolic space. Xu and Wang [78] 

introduced AHT (Algebraic hyperbolic trigonometric), and non-uniform AHT B-spline 

curves of order   over the space spanned by 

                                      . Alinia and Zarebnia [79] aims to 

introduce a novel tension B-spline known as the hyperbolic-trigonometric tension B-

spline of      order, formulated across the area 
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                                                  , where   represents the 

tension parameter. Fang et al. [80, 81] presented a generalized curve and surface 

subdivision technique of random order with a tension parameter upon modification of AT 

and AH B-splines. There have been so many distinct types of splines proposed over 

various spaces. Each form has advantages of its own. 

Following the concept given in [64, 79, 82] a novel spline known as ―Uniform 

algebraic hyperbolic tension B spline abbreviated as (UAH tension B-spline)‖ is 

implemented. In the following work, the UAH tension B-spline is considered along with 

DQM so that the weighting coefficient can be calculated. Contemplate the region 

      which is subdivided into a mesh of uniform length   
   

 
 by the knots 

                   .  

        is the UAH tension B-spline of order k with given grid points    which are 

uniformly distributed at                        . 

1.5.1. UAH tension B-spline of order two 

        

{
 
 

 
 ,

                

         
-              

,
              

         
-            

          

  (1.19) 

where   is the tension parameter and is equal to    where η is a real number. 

and for    , the recurrence relation for      is given by: 

        ∫(                                   )  

 

  

   (1.20) 

here,                     (∫          
 

  
)
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             satisfy: 

∫              {
             

             

 

  

 (1.21) 

In UAH tension B-spline: 

     
          

              
,                

 

 
, also 

                                        

 

(1.22) 

1.5.2. UAH tension B-spline of order three 

By using second-order UAH tension B-spline (1.19) and recurrence relation given 

in (1.20) , third order UAH tension B-spline         can be formulated as:  

        

{
 
 
 

 
 
 {

    

          
        }              

{  
    

         
            }            

{
    

          
        }            

          

  (1.23) 

where          [         ] 

1.5.3. UAH tension B-spline of order four  

By using third-order UAH tension B-spline (1.23) and recurrence relation given in 

(1.20), fourth-order UAH tension B-spline         formulated as: 
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(1.24) 

where            ,                       

1.5.4. UAH tension B-spline of order five 

By using the fourth-order UAH tension B-spline (1.24) and recurrence relation 

given in (1.20), fifth-order UAH tension B-spline         can be formulated as given 

below, where,   
  

            

            
,    
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             ,          [         ] 
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 (1.25) 

1.5.5. UAH tension B-spline of order six 

By using fifth-order UAH tension B-spline (1.25) and recurrence relation given in (1.20), 

sixth-order UAH tension B-spline         can be expressed as below where  
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Table 1.2: Values of the spline         and its derivative     
     are given as: 

(1.26) 

                                  

        0                0 

    
     0                  0 

With the values    in the table are given below: 
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1.6. Uniform Algebraic Trigonometric (UAT) Tension B-spline 

Following the concept discussed in [64, 79, 82] a novel spline known as Uniform algebraic 

trigonometric tension B spline abbreviated as (UAT tension B-spline) is implemented. UAT 

tension B-Spline denoted by         of order    . The region has been designated as     

  subdivided into a mesh of extent   
   

 
 which is uniformly distributed by the knots 

                   . As a result, we obtain                    . 

Let         symbolizes UAT tension B-spline of order k and knot points    which are 

distributed uniformly at                        . 

Moreover, Trigonometric Tension B-spline is taken over the space 

                         with     
 

 
.  
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1.6.1. UAT tension B-spline of order two 

        

{
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,
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  (1.27) 

with tension parameter (      where η is a real number. 

and for higher order that is for    , the recurrence relation for      is given by: 

        ∫(                                   )  

 

  

  (1.28) 

here, 

     (∫          
 

  

)

  

             (1.29) 

Also,  
   

         satisfy the condition: 

∫              {
             

             

 

  

 (1.30) 

In UAT tension B-spline: 

 
   

 
      

          
, 

   
  

   
  

   
 

 

 
, 

also  
   

  
     

                             



25 

 

1.6.2. UAT tension B-spline of order three 

By using second-order UAT tension B-spline (1.27) and recurrence relation given 

in (1.28), third order UAT tension B-spline         can be formulated as: 

        

{
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  (1.31) 

where,         [         ],     
     [         ] 

1.6.3. UAT tension B-spline of order four 

By using third-order UAT tension B-spline (1.31) and the recurrence relation 

given in (1.28), fourth-order UAT tension B-spline         that may be formulated as: 
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(1.32) 

where,            ,     
        ,         [         ],     

  

   [         ] 
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1.6.4. UAT tension B-spline of order five 

By using the 4
th
-order UAT tension BS (1.32) and recurrence relation given in 

(1.28), fifth order UAT tension B-spline         that may be formulated as: 
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  (1.33) 

where,   
  

            

           
,   

  
        

 
,            ,     

        ,      

   [         ],     
     [         ] 

1.6.5. UAT tension B-spline of order six 

By using the fifth-order UAT tension B-spline (1.33) and recurrence relation 

given in (1.28), sixth-order UAT tension B-spline         can be formulated as: 
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(1.34) 

where,    
                

           
,    

            

 
,    

        

 
,        ,            , 

                    . 

  

Table 1.3: At different knot points values of spline         and its derivative. 
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        0                0 

    
     0                  0 

with the values    in the table are given below: 

   
                 

                   
,    

                                              

                   
,  

   
                                              

                   
,      

                  

                   
 ,  

   
                            

                   
 ,      

The above spline functions HBS, UAH tension BS, and UAT tension BS will be 

modified by which the resultant matrix get transform to a diagonally dominant matrix 

[21], giving us an improved outcome. The following formulas can be used for 

reformation. In this work modified HBS basis function is provided as: 

                    

                   

                             

                         

                      

(1.35) 

And following formulas can be used for the reformation of UAH tension B-spline 

                          

                         

                                 

(1.36) 
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The below given formulas can be employed for improvised UAT tension B-

spline: 

                          

                         

                                 

                                     

                              

(1.37) 

1.7. Determination of weighting coefficients  

1.7.1. Weighting coefficients for quintic HBS 

The     order derivative for the modified basis function HBS (1.35) may be 

formulated with the use of equation (1.2) for grid point    as: 

   
      ∑   

   
       

 

   

  (1.38) 

for             and              

That results in the following system of matrix 

  ⃗        ⃗   , (1.39) 

 Where coefficient matrix   is given by:  
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 ⃗    [i] is the weighting coefficient vector corresponding to the grid point   , which is 

given by: 
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and  ⃗                         is the vector  corresponding to   , where           

which can be calculated as: 
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The above five-band matrix system is resolved by the encoding in MATLAB, by 

which  ⃗       will be obtained that is    order weighting factors,    
   

,    
   

,    
   

,..., 

       
   

,    
   

. After evaluating these coefficients of partial derivatives having     order, 

their     and higher-order partial derivative can be premeditated by implementing the 

formula [1, 35] given below. 

   
   

      
   

   
     

 
   

     

     
 , for                      and  

            

   
   

  ∑    
    

       ,  for      

(1.40) 

1.7.2. Weighting coefficients for quintic UAH tension B-spline 

The     order derivative for the modified basis function UAH tension B-spline 

(1.36) can be formulated by using equation (1.2) for the grid point    as: 
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  (1.41) 

 for             and              

That results in the resulting system of matrix 
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     ⃗⃗⃗     (1.42) 

where coefficient matrix     is given by:  
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 ⃗⃗    [i] is vector for the grid point   , and is given by: 

 ⃗⃗       
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and  ⃗⃗⃗                         is the vector  corresponding to   , where           

which can be calculated as: 
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The above system of five-band matrix system is resolute by encrypting in 

MATLAB, by which  ⃗⃗       will be attained, or weighting coefficients of order one,    
   

, 

   
   

,    
   

,...,        
   

,    
   

. After evaluating these coefficients of partial derivatives 

having     order, their     and higher-order derivative can be computed partially with 

the formulation given below. 

   
   

      
   

   
     

 
   

     

     
 , for ―                   ‖ and  

   
   

  ∑    
    

       , for ―               ‖ 

(1.43) 

1.7.3. Weighting coefficients for quintic UAT tension B-spline 

The     order derivative for the modified basis function UAT tension B-spline 

(1.37) can be formulated by using equation (1.2) for the grid point    as: 

     
        ∑   

   
         

 

   

  (1.44) 

for ―            and            ‖ 

 Utilising quintic UAT tension B-spline at knot points in the formulae of modified 

basis and eliminating weighting coefficients from the system, ―a 5-banded coefficient 

matrix‖ will be obtained as follows: 
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   ⃗        ⃗⃗⃗   , (1.45) 
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referred to as a vector of weighting factors for    with          , and  ⃗⃗⃗    

                     is the coefficient vector corresponding to   , where           

which can be calculated as: 
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and coefficient matrix    is given by:  
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The above five-band matrix system is resolute by scrambling in MATLAB, by 

which  ⃗       will be attained. 

After evaluating the weighting factors of partial derivatives having     order, their 

    and higher-order partial derivative can be premeditated by the formula [1, 35] as: 

   
   

      
   

   
     

 
   

     

     
 , for ―                   ‖ and  

   
   

  ∑    
    

       ,  for ―                ‖ 

(1.46) 

where    
   

 represents the second, third, and fourth-order weighting factors with   

      respectively. 

1.8. Strong stability-preserving time-stepping Runge-Kutta (SSP-RK43) 

technique 

The high-order time discretization method named Strong stability preserving 

(SSP) was established for the time integration of hyperbolic conservation laws with semi-

discretization. To ensure convergence while using numerical methods to approximate 

PDE solutions, we often rely on linear stability theory. These time discretization 

techniques maintain the strong stability characteristics of the first-order Euler time 

stepping in combination with spatial discretization, in any norm or seminorm [83]. 
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According to the well-known Lax equivalence theorem, stability is both necessary as well 

as sufficient for convergence for a linear approach to be consistent with a linear problem 

[84]. Strang [85] expanded on this finding by demonstrating that, for sufficiently smooth 

nonlinear situations, an approximation is convergent if it is consistent and its linearized 

form is    stable. But in case, the PDEs have discontinuous solution, the linear stability 

theory no longer ensures convergence as in the case of hyperbolic PDEs. As a result, 

high-order spatial discretizations are created, and when used in conjunction with the 

Euler time stepping approach, they provide the required nonlinear stability qualities that 

allow for the approximate approximation of discontinuous solutions. The SSP time 

discretization method is the most feasible method for a semi-discrete regime of PDE line 

approximation which was initially established in [86, 87], also named total variation 

diminishing (TVD). Further research on this group of approaches was done in [88-93]. 

The fundamental concept was to suppose that the forward Euler time discretization of 

first-order of the regime of ODE is highly stable for a specified norm where    (step size) 

is sufficiently constrained so that higher-order time discretization which preserves strong 

stability for a given norm or for a different time step can be obtained. SSP time 

discretization is the most appropriate form and worth achieving strong stability of 

specified norm. After discretizing the space derivatives of time-dependent PDEs, a 

system of ODEs is attained as: 

        (1.47) 

 The Runge-Kutta technique, also known as a strong stability-preserving time-

stepping Runge-Kutta (SSP-RK43) regime [94], will next be used to better clarify this 

scheme of ODEs, represented as follows: 
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(1.48) 

1.9. Stability of the proposed scheme 

We used matrix stability method to show the stability of proposed method [15, 95, 

96]. After the implementation of DQM, the respective PDE equation will get converted 

into an ODEs, which resolved further using the RK method. With the use of the matrix 

technique, it is possible to analyse the method‘s stability, which is dependent on the 

eigenvalues of the coefficient matrix of this system. After using the proposed scheme 

particular equation will be converted into: 

             (      )  (1.49) 

 here    stands for the coefficient matrix obtained from the particular equation,           

indicates the non-homogeneous part with boundary conditions. Stability conditions for 

computational methods that solve equation (1.47) depends on the stability of the ODE 

(1.49). The matrix    plays a crucial role since its eigenvalues have a direct impact on the 

precise solutions. Consequently, the coefficient matrix‘s eigenvalues can be used to 

accurately characterize the entire scenario. The stable exact solutions are displayed as 

    when all the eigenvalues of    have real component, that is        . The 

conditions [97] for the stable solution as     requires: 

a)              , if eigenvalues are real. 

b)               , if only complex eigenvalues exist. 
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c)       should be in that area as in Figure 1.1, if complex eigenvalues exist. 

 

 

Figure 1.1: Stability Region 

If real component of the complex eigenvalues are tiny positive integers, there will 

be some tolerance [97]. The eigenvalues of the matrix    are identified for the problems 

due to the coarse linearization. Also, as the prior explained conditions depend on the time 

step   . So, to attain the stable numerical solution of a particular problem, time step    

can be selected accordingly. 

1.10. Error norms 

The acquired findings are compared with precise as well as with numerical 

answers found in the literature by other researchers in order to assess the suggested 

method's correctness. For expressing the versatility of proposed numerical algorithm, 

different numerical examples are presented. For efficiency and accuracy check three error 

norms named Euclidian, maximum, and global relative error (GRE) are calculated, which 

are formulated as: 
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  (1.52) 
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 (1.53) 

 where    symbolizes the exact and    symbolizes the numerical solutions at     grid 

point. 

Additionally, to assess the convergence rate of the suggested technique the order 

of convergence is obtained, and the formula that has been employed is given: 

                         
   (

     
     

)

   (
  

  
)

 (1.54) 

The numerical solutions    and    each has N grid points and 2N grid points, 

respectively,     ) symbolizes the error with    grid points. 

1.11. Motivation and Objectives of the work 

1.11.1. Research motivation 

The present work is motivated by knowing the fact that PDEs have huge 

application in various fields, such as fluid mechanics, electromagnetism, heat transfer, 

and quantum mechanics. Numerical solutions enable the study and prediction of these 

phenomena. As numerous PDEs have no analytical solutions because of their complex 

nature, numerical methods provide a practical way to approximate solutions in such 
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cases. This motivated and forced me to explore numerical solution for some problems. 

We have used quintic B-splines with DQM. Quintic B-splines are higher-order 

interpolation method compared to lower-degree B-splines, which results in more accurate 

approximations, and provides smooth and continuous representations of functions. 

Moreover, DQM when combined with quintic B-splines, can help reduce numerical 

dispersion, and can be applied to a wide range of problems. 

1.11.2. Research Objectives 

1) Numerical solution of higher order differential equations will be obtained by 

using quintic Hyperbolic B-spline basis functions.  

2) Numerical solution of third or fourth order differential equations will be obtained 

by using Uniform Algebraic trigonometric [UAT] tension B-spline as basis 

function.  

3) To obtain the numerical solution, we will use differential quadrature method 

(DQM) along with quintic Uniform Algebraic Hyperbolic [UAH] tension B-

spline. 

4) The hyperbolic B-spline basis functions, UAT tension B-spline and UAH tension 

B-spline will be used to solve equations with two space dimensions. 
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Chapter 2  

Numerical Solution of Coupled Korteweg-de Vries 

Equation using quintic B-spline  

In this Chapter, numerical solution of Coupled Korteweg-de Vries equation is 

obtained using above mentioned three quintic B-splines. 

Research Objectives 

1) Numerical solution of higher order differential equations will be obtained by 

using quintic Hyperbolic B-spline basis functions.  

2) Numerical solution of third or fourth order differential equations will be obtained 

by using Uniform Algebraic trigonometric [UAT] tension B-spline as basis 

function.  

3) To obtain the numerical solution, we will use differential quadrature method 

(DQM) along with quintic Uniform Algebraic Hyperbolic [UAH] tension B-

spline. 

2.1. Introduction 

To apprehend or predict the behavior of natural phenomena, mathematical models 

have huge importance, which made researchers pay attention to the advancement of 

science and technology. For the modeling of various natural phenomena like sciences, 

there arise nonlinear partial differential equations. During the past few years, in order to 

get the solutions of models with higher dimensions having soliton-like structures are also 

considered [98]. Solitons are found with solutions for many equations including the 

Schr ̈dinger equation [13, 99, 100], CKdV equation [8, 13], sine-Gordon equation [101]. 

For reference, description of long-wave in deep oceans and shallow seas [102, 103], 

solutions of ion-acoustic [104-106]. Also to designate the concept of tidal waves, the 
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nonlinear Schr ̈dinger equation describes waves occurring in deep water, whereas the 

KdV system of equation designates the special effects in surface water. Even the 

collaboration of two extended waves having unlike dispersion affairs is defined with the 

coupled KdV equations. However, in physical situations, the idealization of KdV 

equations arises highly due to the supposition of persistent coefficients.  

Originally Korteweg-de Vries equation was obtained through a long process and 

has taken near about sixty years of period [107], which was begun by the trials of Scott-

Russell [108], the research of Boussinesq and Rayleigh nearby 1870 [109-113] then lastly 

concluding by the study of Korteweg and De Vries [114]. 

Korteweg-de Vries equation in simplified form is given by: 

  

  
   

  

  
 

   

     . (2.1) 

 This is the outcome of research about extensive waves in water having little 

depth, where position, time is signified by x, t respectively, and          represents 

the wave surface.  

Coupled Korteweg-de Vries equation, abbreviated as (CKdV), was given by 

Hirota and Satsuma  in 1981 [115]. They hosted the CKdV equation as: 

  

  
  (

   

      
  

  
)     

  

  
, 

  

  
  

   

      
  

  
,        . 

(2.2) 

with the initial conditions as 

            ,             ,          , (2.3) 

 and the boundary conditions as: 
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{
 

 
                                 

                                                 

                                    

                                                

, (2.4) 

where     are random parameters [115],             are given continuous functions, 

         defines the field of horizontal velocity,          defines the deviation of 

height from an ambient position of liquid and        defines the part of force on the 

KdV wave scheme along with the linear dispersion relation    
  

 
  respectively.  

The interaction between the long waves having different dispersive relations is 

described by these equations, which are first presented in 1981 [115]. Also, weak 

dispersive waves like acoustic, internal and planetary waves, etc. are allied with the 

CKdV system [116, 117]. CKdV has great importance in every field, because of which 

numerous researchers studied this system analytically as well as numerically. Jager [118] 

discuss the origin of the KdV equation and compare it with the Boussinesq equation. Zhu 

[107] gives a difference scheme for coupled KdV. Many researchers investigate this 

nonlinear CKdV system analytically [119-125]. Kaya and Inan [112] used the 

decomposition method along with symbolic computation to solve CKdV numerically. 

Fan [113] used symbolic computation with the Tanh method for the solutions of this 

nonlinear system. Ma et al. [126] obtained some analytical solutions of this system by 

using Jacobian elliptic function expansion. Assas [127] solve CKdV by using the 

iteration method. Halim et al. [116] solve it numerically by using the finite-difference 

method. Tam et al. [111] created a novel kind of soliton solution. The authors employed a 

variety of techniques, taking into consideration the significance of this system, to come 

up with solutions for the CKdV system, including the Hybrid method with QBS [8], 

pseudospectral method [130], Galerkin method [129], modified form of Khater method 

with BS [133], Collocation method along with QBS [142], perturbation approach [128], 

Masaaki presents the symmetry and law of conservation of CKdV [145], finite difference 

technique [131], (NIT) New Iterative method [136], Galerkin method with quadratic BS 
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[143], the Petrov-Galerkin approach and the cubic Bs approximation methodology [137], 

QBS along with collocation method [132], homotopy analysis scheme [144], sine-cosine 

method, tanh-expension method, Kudryashov-expansion method [134], q-HATM and 

Laplace transform method [139], Lagrange polynomial with DQM [146], Haar Wavelet 

scheme [141], (DTM) Differential transformation method [135], FD method and DQM 

with modified cubic BS [140], exp-function method [138], Guo et al. present an enhanced 

Physics Informed Neural Network (PINN) [147]. 

2.2. Integrability 

In recent years, study about soliton solutions of nonlocal integrable equations 

attracts great attention, as a result of which, much work has been done in this field by 

researchers. For instance, soliton solution for nonlocal reverse-time nonlinear 

Schr ̈dinger equation is obtained by establishing Riemann-Hilbert problems [148], 

nonlocal integrable equations are constructed for modified Korteweg-de Vries equation 

[149, 150], and Frobenius integrable decompositions are introduced for generalization of 

integrable time-space decompositions for partial differential equations [151]. Many 

dependable methods are engaged in the previous work to inspect the complete 

integrability of nonlinear coupled KdV equations, and it is very fascinating to note that 

there are such powerful methods for the integrability of coupled equations. In the theory 

of solitary waves, some of the nonlinear equations give just one soliton solution for 

example modified KdV equation having time-dependent coefficients and some equations 

have only two soliton solutions but not N-soliton solutions with N>2 for example KdV 

equation of order nine and Boussinesq equation of order six [152]. Most significantly, 

those solitonic equations are called integrable which have 3 soliton solutions, and more 

than 3 solitons soliton solutions. In other words, equations with N-soliton are integrable if 

they have soliton solution for    . Moreover in literature, for the construction of the 

N-soliton of the equations, firstly equations are transformed into the bilinear form [153]. 

So, for the conversion of CKdV system (2.2) let us consider the following 

transformations: 
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 . (2.5) 

 Substituting the above transformation (2.5) into (2.2) with the constants   
 

 
    , 

and integrating the obtained equation with respect to   by taking constant of integration 

as     , we obtain the equation as 

        

  
 

 

 
[
   

    

  
  (

  
    

  
)

 

  (
  

    

  
)

 

]  (
 

 
)

 

 (2.6) 

 
     

    *
  

    

    
     

  

  
    

  
+   

  
    

  

     

  , (2.7) 

 where           are Hirota bilinear operators. Concisely CKdV equation (2.2) can be 

written in a bilinear form as 

(
 

 
  

      )        

      
       . 

(2.8) 

Thus N-soliton of CKdV system (2.2) can be constructed with the implementation of the 

perturbation method [153].  For further calculation, expanding     as the power series 

with a small parameter   as  

                               

                                

(2.9) 

 Substituting equation (2.9) into (2.8) and collecting the like powers of   we get, 

 (
 

 
    

   
    

   
)           (2.10) 

  (
 

 
     

   
    

   
)   (

 

 
  

      ) (                             ) (2.11) 

  (
 

 
     

   
    

   
)   (

 

 
  

      ) (                              (2.12) 
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         ) 

             

  
   

     
   

   (2.13) 

   
   

     
   

        
            (2.14) 

   
   

     
   

        
                        (2.15) 

             

1) One-soliton solution. The solution of the equation (2.13) can be taken as [154] 

          , (2.16) 

with the dispersal relation as  

             
 , and      

   . 

2) Two-soliton solution. For two-solitons equation (2.13) retain solution [153] as 

            , (2.17) 

With the values              
 , and      

            

Substituting equation (2.17) into (2.10), we obtain 

 (
 

 
    

   
    

   
)                              (2.18) 

                                                  (2.19) 

 Where,          
 

        
    

    
  

           

Using equation (2.17) and (2.19) in equation (2.11), and with the further calculation for 

equation (2.12) and (2.15), and taking              , the functions     will 

reduced to 
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(2.20) 

Substituting equation (2.20) into equation (2.5), two-soliton solution of CKdV system 

(2.2) can be worked out.  

3) N-Soliton 

In general, for N-soliton we have 

        ∑       
∑      ∑        

  
     

  
   

     
  (2.21) 

         ∑       
∑      ∑        

  
     

  
          (2.22) 

  Where ∑       represents the summation over all conceivable combination of    

                . The summation ∑    
      means summation over all possible pairs 

      picked from the set            with the situation that    . The symbol       

stands for ∑   
 
    ∑     

 
    and       stands for ∑   

 
      ∑     

 
   , and 

         
 

            
    

  
                

             
    

    
                 

Substituting (2.21) and (2.22) in (2.5) leads to the general form of N-soliton solutions. 

Moreover, as in this manuscript soliton solution of CKdV system is presented 

numerically containg single soliton solution, double soliton and three-soliton interaction  

also, hence we can say that CKdV equation (2.2) is completely integrable. Other 

equations such as the modified KdV equation, the Gardner equation, and the sine-Gordon 

equation, also give multiple soliton solutions, hence known as completely integrable 

equations. 
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This Chapter aims to explore the applicability of ―quintic HBS, quintic UAH tension BS, 

and quintic UAT tension BS with DQM‖ to solve coupled KdV systems of equations in 

one dimension numerically. 

2.3. Impementation of quintic HBS with DQM 

Let‘s consider the mesh division system                of a closed 

interval [a,b], which is evenly distributed and has a step size          . To calculate 

numerical solution of CKdV system (2.2), we need to estimate the derivatives. So, for the 

further computation, we must compute the    ,    , and     order derivative for 

functions    . By DQM     order numerical derivative of     will be estimated as: 

  
        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

 

(2.23) 

By using the above equations, the approximate values of derivatives of 1
st
, 2

nd
 and 3

rd
 

order can be given as: 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

(2.24) 

So to obtain the following system of ODEs, we must apply the formulas from equation 

(2.24) to equation (2.2): 
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    [∑    

   
 (  )    ∑    

   
     

 

   

 

   

]     ∑    

   
     

 

   

 

    ∑    

   
 (  )    ∑    

   
     

 

   

 

   

 

(2.25) 

 The first order weighting factors    
   

 can be determined by using the quintic HBS, as 

explained in the section (1.7.1), and second or higher order weighting coefficient can be 

computed with the use of formulae given in the equation (1.40). The Runge-Kutta 

technique, also known as a (SSP-RK43) regime [155], will next be used to better clarify 

this scheme of ordinary differential equations. 

2.4. Impementation of quintic UAH tension B-spline with DQM 

Let‘s consider the mesh division system                of a closed 

interval [a,b], which is evenly distributed and has a step size          . To calculate 

the numerical solution of CKdV system (2.2), we need to estimate the derivatives. So, for 

the further computation, we must compute the needed derivative of the functions    . 

So, by DQM, the approximate values of derivatives of 1
st
, 2

nd
 and 3

rd
 order can be given 

as: 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

(2.26) 
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So to obtain the following system of ODEs, we must apply the formulas from equation 

(2.26) to equation (2.2): 

    [∑    

   
 (  )    ∑    

   
     

 

   

 

   

]     ∑    

   
     

 

   

 

    ∑    

   
 (  )    ∑    

   
     

 

   

 

   

 

(2.27) 

 The first order weighting factors    
   

 can be determined by using the quintic UAH, as 

explained in the section (1.7.2), and second or higher order weighting coefficient can be 

computed with the use of formulae given in the equation (1.40). The Runge-Kutta 

technique, also known as a SSP-RK43 regime [155], will next be used to better clarify 

this scheme of ordinary differential equations. 

2.5. Impementation of quintic UAT tension B-spline with DQM 

Let‘s consider the mesh division system                of a closed 

interval [a,b], which is evenly distributed and has a step size          . To calculate 

the numerical solution of CKdV system (2.2), we need to estimate the derivatives. So, for 

the further computation, we must compute the needed derivative of the function    . So, 

by DQM, the approximate values of derivatives of 1
st
, 2

nd
 and 3

rd
 order can be given as: 
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        ∑   

   
     

 

   

   
        ∑   
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        ∑   

   
     

 

   

 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

 

(2.28) 

So to obtain the following system of ODEs, we must apply the formulas from equation 

(2.28) to equation (2.2): 

    [∑    

   
 (  )    ∑    

   
     

 

   

 

   

]     ∑    

   
     

 

   

 

    ∑    

   
 (  )    ∑    

   
     

 

   

 

   

 

(2.29) 

 The first order weighting factors    
   

 can be calculated with the implementation of the 

quintic UAT as explained in the section (1.7.3), and second or higher order weighting 

coefficient can be computed with the use of formulae given in the equation (1.40). The 

Runge-Kutta technique, also known as a SSP-RK43 regime [155], will next be used to 

better clarify this scheme of ordinary differential equations. 

2.6. Numerical solution of CKdV employing three B-splines 

In this module different examples are solved to check the preciseness and 

accurateness of the proposed method. Two test problems N-soliton solution and Birth of 

soliton is represented for numerical simulations. To achieve this, different numerical tests 

are executed like the single soliton test, double soliton, three soliton interaction and the 
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birth of solitons. To know more about the reliability of the used method, the errors are 

evaluated using formulas: 

      √ ∑|  
        

         |
 

 

   

 

         
     

|  
        

         | 

(2.30) 

In the same way, 

      √ ∑|  
        

         |
 

 

   

 

         
     

|  
        

         | 

(2.31) 

Also, the conservation of the method is checked by evaluating the conserved values   ,   , 

    that is 

   ∫     
 

  
  and     ∫ (   

 

 
   )  

 

  
, 

    ∫ *     (   
 

 
  

 )          
  +   

 

  
 

Example 1: N-Soliton Solution 

N-soliton colabration of the CKdV can be disintegrated into N single soliton 

elements. The construction of N-Soliton solution of CKdV can generalised. Accordingly, 

generalised initial condition for N-Soliton solution can be framed as: 

       ∑         
   ,                      ∑         

    (2.32) 
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where,            
          ,                            

 

 √  
          

with              
 

         
,             

  

         
 ,              

where by assigning the finite value to N, the respective soliton interaction can be 

evaluated. Here, N-Soliton interaction are shown with the examples for the cases N=1, 2, 

3 named as single soliton, double soliton, three soliton interaction. Moreover birth of 

solitons with the progress in time is also formulated. As we are computing the numerical 

solution of CKdV equation, hence limiting the value of N-Soliton to a finite number 

because of the limitation in programming. So, N-soliton interaction is subdivided into 

three parts as 1(A) Single Soliton, 1(B) Double Solitons and 1(C) Three soliton 

interactions. Also, single soliton is represented in three different cases with different set 

of parameters. 

Example 1(A): Single Soliton 

For Single soliton with N=1 in equation (2.32), Coupled KdV equation has the 

exact solution as 

                                           
 

 √ 
           (2.33) 

 where            
 

        
,   

  

          

and initial condition as: 

                              
 

 √ 
          (2.34) 

 where      
 

        
,        

  

          

and boundary condition 
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(2.35) 

 To express a single soliton's numerically we have three sets of parameters [132] as: 

 (a):                  

(b):                     

(c):                  

A soliton is a name given to the solitary wave that behaves like a particle 

satisfying the condition that when it propagates with the constant velocity it must 

maintain its shape and also a soliton conserves its amplitude, speed, and shape after a 

collision with a different soliton. For single solitons numerical findings are acquired with 

                     to     , in domain [-25, 25] The graphical depiction of 

analytical and numerical findings for       at various times are shown in the figures 

using three splines HBS, UAH tension BS and UAT tension BS. 

(a) Let‘s take the CKdV equation (2.2) with values of parameters         

         with precise elucidation (2.33) and initial boundary conditions (2.34). In 

Figure 2.1 and Figure 2.2 compatibility of numerical findings with exact sol. is presented 

using HBS. Comparison for the same is depicted in Figure 2.3, Figure 2.4 with 

applicability of UAH tension BS and in Figure 2.5, Figure 2.6 using UAT tension BS. In 

Table 2.1 for soliton W, and in Table 2.2 for soliton Z error norms    and    are 

calculated, which are reasonably small and are also superior comparable to the earlier 

findings reported in the literature until    . Likewise conserved quantities       and    

for CKdV are also calculated and represented in Table 2.3. From the tabulated values of 

the invariants       and    it is very evident that they are almost constant and are 

congruent with the prior work. 
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Figure 2.1: Comparability of exact and num. sol. at several time values for case (a) of 

example 1(A) with HBS. 

(i) (ii) 

Figure 2.2: Comparability of exact and num. solutions for           ,             at 

various time values for case (a) of example 1(A) with HBS. 

 



56 

 

 

Figure 2.3: Comparability of exact and num. sol. at several time values for case (a) of 

example 1(A) with UAH tension B-spline. 

(i) (ii) 

Figure 2.4: Comparison of exact and num. solutions of           ,             at 

various time values for case (a) of example 1(A) with UAH tension B-spline. 
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Figure 2.5: Comparability of exact and num. sol. at several time values for case (a) of 

example 1(A) with UAT tension B-spline. 

 

(i) 
 

(ii) 

Figure 2.6: Comparison of exact and num. solutions of           ,             at 

various time values for case (a) of example 1(A) with UAT tension B-spline. 

Table 2.1: Comparability of error norms for single soliton W(x,t) with parameters 

         ,           ,       (single soliton case (a)). 

t             

 Başh-

an  

[140] 

Raslan et 

al. 

[142] 

HBS UAH 

tension 

B-

spline 

UAT 

tension 

B-

spline 

Başh-

an 

[140] 

Raslan 

et al. 

[142] 

HBS UAH 

tension 

B-

spline 

UAT 

tension 

B-

spline 

1 1.7000 6.06802E 2.5678 1.8347 1.8364 1.1000 3.97188 1.4709 1.0594 1.0597
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E-06 -07 E-07 E-07 E-07 E-06 E-07 E-07 E-07 E-07 

2 2.4000

E-06 

8.99862E

-07 

1.3685

E-06 

1.3695

E-06 

1.3696

E-06 

1.5000

E-06 

5.47651

E-07 

5.4758

E-07 

5.0850

E-07 

5.0868

E-07 

3 3.3000

E-06 

1.18161E

-06 

2.7038

E-06 

2.6507

E-06 

2.6506

E-06 

1.9000

E-06 

6.89839

E-07 

9.6544

E-07 

8.4958

E-07 

8.4987

E-07 

4 3.5000

E-06 

1.28135E

-06 

4.3591

E-06 

4.2195

E-06 

4.2191

E-06 

1.9000

E-06 

6.98286

E-06 

1.5686

E-06 

1.6331

E-06 

1.6333

E-06 

5 4.1000

E-06 

1.88599E

-06 

6.1971

E-06 

5.8549

E-06 

5.8538

E-06 

2.3000

E-06 

1.05770

E-06 

2.2274

E-06 

2.1317

E-06 

2.1312

E-06 

 

Table 2.2: Comparability of error norms for single soliton Z(x,t) with parameters 

         ,           ,       (single soliton case (a)). 

t             
 Başh-

an 

[140] 

Raslan 

et al. 

 [142] 

HBS UAH 

tension 

B-

spline 

UAT 

tension 

B-

spline 

Başh-

an 

[140] 

Raslan 

et al. 

[142] 

HBS UAH 

tension 

B-

spline 

UAT 

tension 

B-

spline 

1 7.3000

E-06 

4.43377

E-06 

2.2590

E-06 

2.2720

E-06 

2.2721

E-06 

4.8000

E-06 

3.02357

E-06 

1.2714

E-06 

1.1286

E-06 

1.1303

E-06 

2 7.6000

E-06 

6.08938

E-06 

2.5222

E-06 

2.5327

E-06 

2.5330

E-06 

4.4000

E-06 

3.83209

E-06 

1.4262

E-06 

1.2151

E-06 

1.2154

E-06 

3 7.9000

E-06 

7.21810

E-06 

2.7308

E-06 

2.7536

E-06 

2.7539

E-06 

3.7000

E-06 

4.73962

E-06 

1.3928

E-06 

1.3561

E-06 

1.3614

E-06 

4 8.3000

E-06 

1.06873

E-05 

3.0432

E-06 

3.0406

E-06 

3.0408

E-06 

3.9000

E-06 

2.21990

E-06 

1.3106

E-06 

1.3269

E-06 

1.3253

E-06 

5 8.4000

E-06 

2.95667

E-05 

3.4302

E-06 

3.4479

E-06 

3.4479

E-06 

3.3000

E-06 

8.57852

E-05 

1.7440

E-06 

1.9081

E-06 

1.9036

E-06 

 

Table 2.3: Conserved quantities for single soliton with                     
       and for the interval [-25, 25] till t=5. 

t          

 Başhan 
[140] 

HBS UAH 
tensio

n B-

spline 

UAT 
tensio

n B-

spline 

Başhan 
[140] 

HBS UAH 
tensio

n B-

spline 

UAT 
tensio

n B-

spline 

HBS UAH 
tensio

n B-

spline 

UAT 
tensio

n B-

spline 

1 1.999998 2.000

0 

2.000

0 

2.000

0 

-

0.33333

3 

-

0.333

3 

-

0.333

3 

-

0.333

3 

-

0.075

0 

-

0.075

0 

-

0.075

0 

2 2.000000

0 

2.000

0 

2.000

0 

2.000

0 

-

0.33333

3 

-

0.333

3 

-

0.333

3 

-

0.333

3 

-

0.075

0 

-

0.075

0 

-

0.075

0 

3 1.999999 2.000

0 

2.000

0 

2.000

0 

-

0.33333

-

0.333

-

0.333

-

0.333

-

0.075

-

0.075

-

0.075
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3 3 3 3 0 0 0 

4 2.000000

0 

2.000

0 

2.000

0 

2.000

0 

-

0.33333

5 

-

0.333

3 

-

0.333

3 

-

0.333

3 

-

0.075

0 

-

0.075

0 

-

0.075

0 

5 2.000000

0 

2.000

0 

2.000

0 

2.000

0 

-

0.33333
3 

-

0.333
3 

-

0.333
3 

-

0.333
3 

-

0.075
0 

-

0.075
0 

-

0.075
0 

 

(b) Let‘s take the CKdV equation (2.2) with values of parameters   

                  having precise elucidation (2.33) and initial boundary 

conditions (2.34). In Figure 2.7 and Figure 2.8 compatibility of numerical findings with 

precise sol. is presented using HBS. Comparison for the same is depicted in Figure 2.9, 

Figure 2.10 with applicability of UAH tension BS and in Figure 2.11, Figure 2.12 using 

UAT tension BS. In Table 2.4 for soliton W, and in Table 2.5 for soliton Z error norms 

   and    are calculated, which are reasonably small and are also superior comparable to 

the earlier findings reported in literature until     . Likewise conserved quantities       

and    for CKdV are also calculated and represented in Table 2.6. From the tabulated 

values of the invariants       and    it is very evident that they are almost constant and are 

congruent with the prior work. 

 

Figure 2.7: Comparison of exact and numerical solutions at different values of time for 

case (b) of example 1(A) with HBS. 
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(i) (ii) 

Figure 2.8: Comparison of exact and num. sol. of           ,             at various time 

values of time for  case (b) of example 1(A) with HBS. 

 

Figure 2.9: Comparability of exact and num. sol. at several time values for case (b) of 

example 1(A) with UAH tension B-spline. 
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(i) (ii) 

Figure 2.10: Comparison of exact and num. solutions of           ,             at 

various time values for  case (b) of example 1(A) with UAH tension B-spline. 

 

 

Figure 2.11: Comparability of exact and num. solutions at various time values for case 

(b) of example 1(A) with UAT tension B-spline. 
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Figure 2.12: Comparability of exact and num. solutions of           ,             at 

various time values for  case (b) of example 1(A) with UAT tension B-spline. 

Table 2.4: Comparability of error norms for single soliton W(x,t) with parameters 

         ,              ,       (single soliton case (b)). 

t             

 Başhan 

 [140] 

HBS UAH 

tension BS 

UAT 

tension 

BS 

Başhan 

[140] 

HBS UAH 

tension BS 

UAT 

tension 

BS 

2 8.0000E-

07 

1.7410

E-07 

1.1941E-

07 

1.1942E-

07 

5.0000E-

07 

1.3247E-

07 

7.0362E-

08 

7.0419E-

08 

4 1.1000E-

06 

4.0045

E-07 

3.2216E-

07 

3.2210E-

07 

7.0000E-

07 

2.4682E-

07 

1.5463E-

07 

1.5458E-

07 

6 9.0000E-

07 

6.1505

E-07 

5.3366E-

07 

5.3354E-

07 

5.0000E-

07 

2.7127E-

07 

2.0175E-

07 

2.0163E-

07 

8 1.6000E-

06 

8.5473

E-07 

7.6789E-

07 

7.6774E-

07 

1.0000E-

06 

3.7777E-

07 

2.9167E-

07 

2.9140E-

07 

10 1.3000E-

06 

1.1889

E-06 

1.1245E-

06 

1.1243E-

06 

8.0000E-

07 

5.0059E-

07 

4.5458E-

07 

4.5469E-

07 

15 2.2000E-

06 

2.8773

E-06 

2.6593E-

06 

2.6587E-

06 

1.3000E-

06 

1.875E-

06 

1.0184E-

06 

1.0181E-

06 

20 4.1000E-

06 

6.2955

E-06 

5.8143E-

06 

5.8128E-

06 

2.7000E-

06 

2.3245E-

06 

1.9279E-

06 

1.9271E-

06 

 

Table 2.5: Comparability of error norms for single soliton Z(x,t) with parameters 

         ,              ,       (single soliton case (b)). 
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t Başhan 

[140] 

HBS UAH 

tension BS 

UAT 

tension 

BS 

Başhan 

[140] 

HBS UAH 

tension BS 

UAT 

tension 

BS 

2 2.5000E-

06 

7.4631E-

07 

7.5720E-

07 

7.5728E-

07 

1.2000E-

06 

3.5384E-

07 

3.6552E-

07 

3.6532E-

07 

4 3.0000E-

06 

9.8153E-

07 

9.7824E-

07 

9.7823E-

07 

1.4000E-

06 

5.6291E-

07 

4.9960E-

07 

4.9884E-

07 

6 3.3000E-
06 

1.2688E-
06 

1.2494E-
06 

1.2491E-
06 

1.5000E-
06 

7.4539E-
07 

7.1415E-
07 

7.1599E-
07 

8 3.9000E-

06 

1.5424E-

06 

1.4879E-

06 

1.4875E-

06 

2.1000E-

06 

8.9148E-

07 

8.3063E-

07 

8.3237E-

07 

10 4.5000E-

06 

1.9168E-

06 

1.8894E-

06 

1.8891E-

06 

2.7000E-

06 

1.0857E-

06 

1.1851E-

06 

1.1888E-

06 

15 7.5000E-

06 

3.6618E-

06 

3.5386E-

06 

3.5384E-

06 

5.0000E-

06 

2.2573E-

06 

2.2127E-

06 

2.2129E-

06 

20 1.4000E-

05 

7.6306E-

06 

7.4228E-

06 

7.4221E-

06 

9.5000E-

06 

4.7940E-

06 

4.7203E-

06 

4.7046E-

06 

 

Table 2.6: Conserved quantities for single soliton with                 
              and for the interval [-25, 25] till t=20. 

t          

 Başh-

an 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

Başh-

an 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

HB

S 

UAH 

tension 

BS 

UAT 

tensio

n BS 

2 1.999

999 

2.000

0 

2.0000 2.0000 0.500

000 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

4 1.999

999 

2.000

0 

2.0000 2.0000 0.500

001 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

6 1.999

999 

2.000

0 

2.0000 2.0000 0.500

000 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

8 1.999

999 

2.000

0 

2.0000 2.0000 0.500

000 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

10 2.000
000 

2.000
0 

2.0000 2.0000 0.500
000 

0.500
0 

0.5000 0.5000 0.11
25 

0.1125 0.112
5 

15 1.999

999 

2.000

0 

2.0000 2.0000 0.500

000 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

20 2.000

000 

2.000

0 

2.0000 2.0000 0.500

000 

0.500

0 

0.5000 0.5000 0.11

25 

0.1125 0.112

5 

(c) Let‘s take the CKdV equation (2.2) with values of parameters          

        with precise elucidation (2.33) and initial boundary conditions (2.34). In 

Figure 2.13 and Figure 2.14 compatibility of numerical findings with precise sol. is 

presented using HBS. Comparison for the same is depicted in Figure 2.15, Figure 2.16 

with applicability of UAH tension B-spline and in Figure 2.17, Figure 2.18 using UAT 
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tension BS. In Table 2.7 for soliton W, and in Table 2.8 for soliton Z error norms    and 

   are calculated, which are reasonably small and are also superior comparable to the 

earlier findings reported in the literature until     . Likewise conserved quantities       

and    for CKdV are also calculated and represented in Table 2.9. From the tabulated 

values of the invariants       and    it is very evident that they are almost constant and are 

congruent with the prior work. 

 

Figure 2.13: Comparability of exact and num. sol. at several time values for case (c) of 

example 1(A) with HBS. 

(i) (ii) 

Figure 2.14: Comparability of exact and num. sol. of           ,             at various 

time values for case (c) of example 1(A) with HBS. 



65 

 

 

Figure 2.15: Comparability of exact and num. sol. at various time values for case (c) of 

example 1(A) with UAH tension B-spline. 

(i) (ii) 

Figure 2.16: Comparison of exact and num. sol. of           ,             at different 

values of time for  case (c) of example 1(A) with UAH tension B-spline. 
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Figure 2.17: Comparability of exact and num. sol. at several time values for case (c) of 

example 1(A) with UAT tension B-spline. 

 

(i) (ii) 

Figure 2.18: Comparison of exact and num. sol. of           ,             at various 

time values for  case (c) of example 1(A) with UAT tension B-spline. 
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Table 2.7: Comparability of error norms for single soliton W(x,t) with parameters 

         ,           ,       (single soliton case (c)). 

t             

 Raslan 

et al. 

 [142] 

Başha-

n 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

Raslan 

et al. 

[142] 

Başhan 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

0.5 4.1592

3E-07 

- 1.4567

E-07 

7.4375

E-08 

7.4360

E-08 

2.9676

1E-07 

- 1.0745

E-07 

3.2508

E-08 

3.2519

E-08 

1 5.5971
2E-07 

- 2.2510
E-07 

1.2296
E-07 

1.2294
E-07 

3.4258
8E-07 

- 1.4681
E-07 

5.9093
E-08 

5.9040
E-08 

1.5 6.4125

5E-07 

- 3.1563

E-07 

2.0746

E-07 

2.0743

E-07 

3.7505

8E-07 

- 1.9969

E-07 

8.7385

E-08 

8.7288

E-08 

2 7.0035

5E-07 

- 3.9617

E-07 

3.3488

E-07 

3.3496

E-07 

4.0978

4E-07 

- 2.6674

E-07 

1.7076

E-07 

1.7098

E-07 

5 - 3.0000

E-06 

1.4712

E-06 

1.3742

E-06 

1.3741

E-06 

- 2.0000E

-06 

6.6186

E-07 

6.1263

E-07 

6.1173

E-07 

10 - 4.0000 

E-06 

4.0015

E-06 

3.6695

E-06 

3.6684

E-06 

- 2.1000 

E-06 

1.2940

E-06 

1.2265

E-06 

1.2253

E-06 

15 - 5.3000 

E-06 

9.7901

E-06 

9.0598

E-06 

9.0573

E-06 

- 2.7000 

E-06 

3.0917

E-06 

2.6594

E-06 

2.6597

E-06 

20 - 6.7000 

E-06 

2.3964

E-05 

2.2217

E-05 

2.2211

E-05 

- 3.1000 

E-06 

6.8767

E-06 

7.2341

E-06 

7.2337

E-06 

 

Table 2.8: Comparability of error norms for single soliton Z(x,t) with parameters 

         ,           ,       (single soliton case (c)). 

t             
 Raslan 

et al. 

[142] 

Başha-

n 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

Raslan 

at al. 

[142] 

Başhan 

[140] 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

0.5 9.6420

9E-07 

- 8.9124

E-07 

8.7019

E-07 

8.7013

E-07 

7.9101

9E-07 

- 5.8314

E-07 

5.5990

E-07 

5.5993

E-07 

1 1.3432
9E-06 

- 1.0314
E-06 

1.0317
E-06 

1.0318
E-06 

1.0382
1E-06 

- 6.1459
E-07 

6.3185
E-07 

6.3283
E-07 

1.5 1.5795

7E-06 

- 1.0391

E-06 

1.0290

E-06 

1.0289

E-06 

1.1012

2E-06 

- 5.5395

E-07 

5.1346

E-07 

5.1210

E-07 

2 1.7764

7E-06 

- 1.0756

E-06 

1.0908

E-06 

1.0909

E-06 

1.3066

0E-06 

- 5.3859

E-07 

5.3237

E-07 

5.3198

E-07 

5 - 4.3000

E-06 

1.5746

E-06 

1.5715

E-06 

1.5714

E-06 

- 2.0000E

-06 

1.0087

E-06 

1.0153

E-06 

1.0148

E-06 

10 - 6.0000 

E-06 

2.1652

E-06 

2.1387

E-06 

2.1382

E-06 

- 3.9000 

E-06 

1.2671

E-06 

1.3922

E-06 

1.3983

E-06 

15 - 9.6000 

E-06 

2.6512

E-06 

2.5946

E-06 

2.5948

E-06 

- 6.4000 

E-06 

2.0182

E-06 

2.0387

E-06 

2.0562

E-06 

20 - 1.7900 
E-05 

3.5967
E-06 

3.5488
E-06 

3.5493
E-06 

- 1.2000 
E-05 

3.6167
E-06 

3.5783
E-06 

3.5955
E-06 
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Table 2.9: Conserved quantities for single soliton with                     
       and for the interval [-25, 25] till t=20. 

t          

 Başh-

an 

[140] 

HBS UAH UAT Başhan 

[140] 

HBS UAH UAT HBS UAH UAT 

5 2.000

001 
2.0000 

2.000

0 

2.000

0 

1.00000

0 

1.000

0 
1.0000 

1.000

0 

0.225

0 
0.2250 

0.225

0 

10 2.000

00 
2.0000 

2.000

0 

2.000

0 

1.0000 

01 

1.000

0 
1.0000 

1.000

0 

0.225

0 
0.2250 

0.225

0 

15 2.000

00 
2.0000 

2.000

0 

2.000

0 

1.0000 

01 

1.000

0 
1.0000 

1.000

0 

0.225

0 
0.2250 

0.225

0 

20 2.000

00 
2.0000 

2.000

0 

2.000

0 

1.0000 

00 

1.000

0 
1.0000 

1.000

0 

0.225

0 
0.2250 

0.225

0 

Example 1(B): Double Solitons 

Double solitons are the interaction of two different solitons in another way we can 

say the sum of two single solitons. To study double solitons, initial conditions [132] for 

    in equation (2.32) can be signified as: 

       ∑         
   ,                               ∑         

    (2.36) 

 where,            
          ,                            

 

 √  
          

with             
 

         
,             

  

         
 ,         

The exact solution for double solitons for the system of CKdV equation is 

specified by 

       ∑         
   ,                                   ∑         

    (2.37) 

 where, 

           
          ,                            

 

 √  
          

with               
    

 

         
,             

  

         
 ,       
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To acquire the numerical solutions for double solitons of both solitons W and Z, 

parameters [137] are chosen as:                                   

                                    For double solitons graphs are pictured 

for numerical and exact solution for above parameters using the three splines named 

HBS, UAH tension BS, UAT tension BS with differential quadrature method. In Figure 

2.19, Figure 2.20, and Figure 2.21 precise and numerical findings are compared of the 

double solitons, and are represented using HBS, UAH tension BS, and UAT tension BS 

respectively. From the figures, it is very evident that numerical solutions attained with the 

current scheme are congruent with the exact solutions. Furthermore the conserved 

quantities for double solitons of CKdV       and    are computed and given in the Table 

2.12 and also error norms in Table 2.10 for       , and in Table 2.11 for       . 

 

 

Figure 2.19: Graphical comparison of analytical and num. sol. for the simulation of 

double solitons at distinct values of time           for the system of CKdV. With HBS. 
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Figure 2.20: Graphical comparison of analytical and num. sol. for the simulation of 

double solitons at distinct values of time           for the system of CKdV. With UAH 

tension B-spline. 

 

 

Figure 2.21: Graphical comparison of analytical and num. sol. for the simulation of 

double solitons at distinct values of time           for the system of CKdV with UAT 

tension B-spline. 
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Table 2.10: The error norms for double solitons of soliton        at distinct time levels 

with                                                   
         . 

t             

 HBS 
UAH tension 

BS 

UAT tension 

BS 
HBS 

UAH 

tension BS 

UAT 

tension BS 

0.2 5.5747E-05 2.0309E-05 2.0246E-05 5.1281E-05 1.5947E-05 1.5872E-05 

0.4 8.7932E-05 4.0937E-05 4.0870E-05 7.4169E-05 2.5713E-05 2.5599E-05 

0.6 1.2653E-04 6.2282E-05 6.2183E-05 9.1608E-05 3.2219E-05 3.2080E-05 

0.8 1.6996E-04 8.5567E-05 8.5428E-05 1.0821E-04 4.2205E-05 4.2042E-05 

1 2.2368E-04 1.1672E-04 1.1652E-04 1.5463E-04 5.1418E-05 5.1314E-05 

2 8.1000E-04 4.8276E-04 4.8182E-04 4.6454E-04 1.9900E-04 1.9853E-04 

 

Table 2.11: The error norms for double solitons of soliton        at distinct time levels 

with                                                   
         . 

t             

 HBS 
UAH tension 

BS 

UAT tension 

BS 
HBS 

UAH tension 

BS 

UAT 

tension BS 

0.2 2.6682E-05 2.3542E-05 2.3536E-05 1.6759E-05 1.6267E-05 1.6265E-05 

0.4 3.4074E-05 2.6318E-05 2.6317E-05 2.0034E-05 1.5489E-05 1.5458E-05 

0.6 4.3950E-05 2.8666E-05 2.8659E-05 3.5558E-05 1.3724E-05 1.3727E-05 

0.8 5.8332E-05 3.2787E-05 3.2756E-05 4.7768E-05 1.5459E-05 1.5434E-05 

1 7.1582E-05 3.6115E-05 3.6078E-05 6.2229E-05 1.9597E-05 1.9441E-05 

2 1.6244E-04 8.8871E-05 8.8701E-05 1.2836E-04 5.6726E-05 5.6409E-05 
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Table 2.12: The invariants for double solitons at distinct time levels with          
                                                  . 

t          

 HBS UAH 

tension 

B-spline 

UAT 

tension 

B-spline 

HBS UAH 

tension 

B-spline 

UAT 

tension 

b-spline 

HBS UAH 

tension 

B-spline 

UAT 

tension 

B-spline 

0.2 6.4000 6.4000 6.4000 -3.2427 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

0.4 6.4000 6.4000 6.4000 -3.2427 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

0.6 6.4000 6.4000 6.4000 -3.2427 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

0.8 6.4000 6.4000 6.4000 -3.2427 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

1 6.4000 6.4000 6.4000 -3.2427 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

2 6.4001 6.3999 6.3999 -3.2426 -3.2427 -3.2427 -2.5866 -2.5866 -2.5866 

Example 1(C): Three Soliton interaction 

As the interaction of double solitons having same direction and different 

amplitude is illustrated in the above example. In the same way, the interaction of three 

solitons is presented. To study three soliton interaction, initial conditions is represented as 

addition of three well alienated single solitons formed by taking N=3 in equation (2.32) 

in the form given below: 

       ∑         
   ,                      ∑         

    (2.38) 

 where,            
          ,                            

 

 √  
          

with              
 

         
,             

  

         
 ,           

For the numerical simulation of three soliton interaction, the set parameters are choosen 

as:                                                     

                            . With the use of the above parameters and 

conditions for a sum of three single solitons, both solitons W and Z of the CKdV system 

are represented graphically in the three figures mentioned as Figure 2.22, Figure 2.23, 

and Figure 2.24 using HBS, UAH tension B-spline, and UAT tension B-psline 

respectively. Also, conserved quantities       and    for three soliton interaction of CKdV 

are also calculated and represented in Table 2.13. From the tabulated values of the 

invariants       and    it is very evident that they are almost constant. 
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Figure 2.22: : Graphical illustration of numerical solution for the simulation of three 

solitons at distinct values of time         with HBS. 

 

Figure 2.23: Graphical illustration of numerical solution for the simulation of three 

solitons at distinct values of time         with UAH tension B-spline. 
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Figure 2.24: Graphical illustration of numerical solution for the simulation of three 

solitons at distinct values of time         with UAT tension B-spline. 

Table 2.13: The conserved quantities for three soliton interaction for various time values 

with the parameters                                  . 

t          

 HBS UAH 

tension 

BS 

UAT 

tension 

BS 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

HBS UAH 

tension 

BS 

UAT 

tension 

BS 

0.1 10.8000 10.8000 10.8000 17.9280 17.9280 17.9280 13.8109 13.8108 13.8108 

1 10.8000 10.8000 10.8000 17.9280 17.9280 17.9280 13.8109 13.8108 13.8108 

2 10.8000 10.8000 10.8000 17.9280 17.9280 17.9280 13.8109 13.8108 13.8108 

3 10.8000 10.8000 10.8000 17.9280 17.9280 17.9280 13.8109 13.8108 13.8108 

4 10.8001 10.8001 10.8001 17.9281 17.9280 17.9280 13.8110 13.8109 13.8109 

5 10.8004 10.8001 10.8001 17.9285 17.9283 17.9283 13.8113 13.8110 13.8110 

Example 2: Birth of Solitons 

In this example CKdV equation will be considered with the initial condition taken 

as Gaussian initial condition [137] as: 

                    

                     

(2.39) 

 and boundary conditions 
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(2.40) 

with the parameters                                      

With the help of these conditions and parameters birth of solitons for the solitons, 

W and Z are represented graphically from Figure 2.25 to Figure 2.27 for distinct values 

of time (        ). Using three B-splines. From the below graphical representation, it 

can be observed that for     that is with the initial value of time, we are getting a single 

wave for both the solitons W, Z at the same amplitude near about 1 having location      

as well. And as we increase the time, there is increase in simulation also or we can 

conclude that there is an occurrence of new solitons with the increase of time. In other 

words, with the progress in time, there is an occurance of new solitons with different 

amplitudes which can lead to increase in number of soliton with the further increase in 

the value of time. Likewise conserved quantities       and    for birth of solitons of 

CKdV are also calculated and represented in Table 2.14. From the tabulated values of the 

invariants       and    it is very evident that they are almost constant. 
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Figure 2.25: Simulation of birth of solitons for both the solitons W and Z of coupled KdV 

equations at t=1 to t=5 with HBS. 

 
Figure 2.26: Simulation of birth of solitons for both the solitons W and Z of coupled KdV 

equations at t=1 to t=5 with UAH tension B-spline. 
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Figure 2.27: Simulation of birth of solitons for both the solitons W and Z of coupled KdV 

equations at t=1 to t=5 with UAT tension B-spline. 

Table 2.14: The conserved quantities for the birth of solitons for different time levels with 

the parameters                       ,                    . 

t          

 HBS 

UAH 

tension 

B-spline 

UAT 

tension 

BS 

HBS 

UAH 

tension 

BS 

UAT 

tension 

BS 

HBS 

UAH 

tension 

BS 

UAT 

tension 

BS 

1 17.7245 17.7245 17.7245 -12.5331 -12.5331 -12.5331 -15.0682 -15.0679 
-

15.0679 

2 17.7245 17.7245 17.7245 -12.5332 -12.5331 -12.5331 -15.0683 -15.0679 
-

15.0679 

3 17.7245 17.7245 17.7245 -12.5333 -12.5331 -12.5331 -15.0686 -15.0679 
-

15.0679 

4 17.7245 17.7245 17.7245 -12.5337 -12.5332 -12.5332 -15.0693 -15.0680 
-

15.0680 

5 17.7245 17.7246 17.7246 -12.5339 -12.5327 -12.5327 -15.0732 -15.0691 
-

15.0691 

2.7. Stability of the Scheme 

We used matrix stability method to show the stability of proposed method [15, 95, 

96] After discretization of equations (2.2), they will be transformed into the system of 

ODEs equation (2.25) in case of HBS. So, after converting the CKdV equation into 
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ODEs (2.25) and assuming the nonlinear term as constant the system (2.2) can be 

inscribed as: 

 

  
*
 
 

+                 (2.41) 

 where    [
    

   
 

     
   

] and        is nonlinear term of the equation,   is the null 

matrix. In a similar manner, this formation can be made with UAH tension BS, and with 

UAT tension BS. For the constancy of the proposed technique, eigen values will be 

computed for different grid points as shown in the figure from Figure 2.28 - Figure 2.30 

of the matrix    with different splines. It is found that all the eigenvalues of    are 

complex and lie within the stability region as explained in the section 1.9, so the 

proposed scheme is stable. 

  

  

Figure 2.28: Plot of eigen values with HBS. 
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Figure 2.29: Plot of eigen values with UAH tension B-spline. 

 
Figure 2.30: Plot of eigenvalues with UAT tension B-spline. 

 

2.8. Summary 

In this Chapter, numerical solution of the equation known as CKdV is provided, 

with the implementation of three B-splines of order six that is 

(a) Quintic Hyperbolic B-spline with DQM 



80 

 

(b) Quintic Uniform Algebraic Hyperbolic tension B-spline with DQM 

(c) Quintic Uniform Algebraic trigonometric tension B-spline with DQM 

With the implementation of DQM, the system of equation got converted into 

ODEs, and then calculated by using the SSP-Runge-Kutta method. Also, by calculating 

the error norms    and   , and conserved quantities   ,   , and    the method's performance 

and accuracy are measured. It has been perceived that conserved quantities almost remain 

constant during the interaction and error norms are reasonably small. Attained results are 

signified in figures, tabular forms, and findings are compared with precise solution where 

applicable. In conclusion, the CKdV system of equations as well as a variety of PDEs 

may be elucidate using the current approach, which has been proven to be efficient and 

successful. 
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Chapter 3  

Numerical Solution of Kuramoto-Sivashinsky Equation 

using quintic B-splines 

In this Chapter, numerical solution of Kuramoto-Sivashinsky equation is obtained 

using above mentioned three quintic B-splines. 

Research Objectives 

1) Numerical solution of higher order differential equations will be obtained by 

using quintic Hyperbolic B-spline basis functions.  

2) Numerical solution of third or fourth order differential equations will be obtained 

by using Uniform Algebraic trigonometric [UAT] tension B-spline as basis 

function.  

3) To obtain the numerical solution, we will use differential quadrature method 

(DQM) along with quintic Uniform Algebraic Hyperbolic [UAH] tension B-

spline. 

3.1. Introduction 

In a variety of science and engineering fields, the behaviour and effects of many 

phenomena are modelled by mathematical concepts, for which nonlinear partial 

differential equations are introduced, which play a huge role in describing such 

occurrences. In many cases, these PDEs are so complex, that their exact solutions are not 

available or it is impossible to evaluate exact solutions for these problems. So, in such 

cases, the evaluation of numerical solutions becomes important and profound to explain 

them. In the current study, the fourth-order nonlinear Kuramoto-Sivashinsky (KS) 

problem is solved numerically. In the 1970s, a nonlinear partial differential equation of 

order four was introduced known as Kuramoto-Sivashinsky (KS) equation, also known as 

the canonical evolution equation and explains the range of physical contexts. Also, it 
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designates about the turbulence in responsive system and model the disseminative 

uncertainties in a laminar flame front [156, 157].  

It reveals several novel solutions in a variety of circumstances, such as phase 

turbulence, plasma instabilities, flame front propagation in reaction-diffusion (RD) 

system [158], chaos and travelling waves of permanent shape [159, 160], mathematical 

modelling of various physical occurrences specifying reaction-diffusion systems, in 

plasma insecure drift waves, flame front instability, fluid flow on a verticle plate, 

longwaves among two viscous fluids, and in some homogeneous medium uniform 

oscillating chemical reaction [161, 162], plasmas drift waves, RD system [163], 

modelling of solitary pulses [164]. The KS equation with a muddled behaviour describes 

solutions like travelling waves having unchangeable finite spatial domains shape [165]. 

The KS equation is precisely defined mathematically and also has solution with rich 

dynamical characteristics [166-168] that have drawn the interest of numerous researchers. 

For numerical purpose, the traveling wave solutions of KS equation were classified in 

three different classes namely solitary waves, oscillatory and regular shocks [169], which 

further studied by Yang [170]. The KS model is one of the PDEs that reveal 

spatiotemporally chaotic behavior [164], this equation has also been investigated as a 

model for systems classified by clear organized patterns with spontaneous appearance 

[171], where the thermodynamic equilibrium of an unstructured system is driven away 

[172, 173]. Moreover, this equation has a great application in plasma physics [174], ion 

sputtering [175], and describes many other phenomena [163, 157, 176]. 

The equation for the generalised Kuramoto-Sivashinsky (GKS) system is 

provided by: 

                          , (3.1) 

 with an initial condition as: 

           , (3.2) 
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 plus having boundary conditions as: 

{
                                             

                                             
 (3.3) 

 where,          , and       are nonzero constants,                  are the 

specified functions. The linear terms of the above equation (3.1) with positive values of 

coefficients describes the equilibrium between long-wave instability and short-wave 

stability. The term     describes the instability at large scales and       is responsible for 

the small scale damping, and the term     which is nonlinear in nature has the ability to 

filter energy by transferring it between tiny and large sizes [25, 177]. 

Because of the huge application of the KS equation, phenomenal research work 

has been done in this field, and the KS equation in one dimension is solved numerically 

by numerous researchers [46, 129, 168, 178-184]. Over the past years, a computational 

approach seeking an approximate solution to the KS equation has become quite popular. 

Initially, to solve the KS problem numerically, Manickam et al. [166] first utilised the 

cubic spline collocation approach, followed by the quintic B-spline collocation method 

[185], the septic B-spline collocation method [186], the quintic B-spline based DQM 

[25], and the quintic trigonometric based DQM [187]. In the past several years, different 

methods are used to achieve the numerical solution to the KS problem including the B-

spline function based numerical method [46], the Galerkin method [129], the orthogonal  

spline of order four with method of collocation [166], the BDF approach [167], method 

which is mesh-free along with the function named radial basis function [184], the tanh-

function method [188], the Chebyshev spectral collocation method [189], Lattice 

Boltzmann Method [190], three classes of the wave solution and the posedness of the KS 

problem were quantitatively explained [169, 191], kernel Hilbert space method [192], 

variational iteration method [193], linear feedback controls and approach [194], 

polynomial scaling functions [195], Taylor approximation approach [196], Crank-

Nicolson approach with quintic B-spline [185], exponential cubic B-spline technique 

[197]. 
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3.2. Impementation of method 

Let‘s consider the mesh division system                of a  closed 

interval [a,b], which is evenly transmitted and has a step size          . To calculate 

the numerical solution of KS system (3.1), we need to approximate the derivatives. So, 

for the further computation, we must compute the    ,    ,    ,    order derivative of 

the function  . By DQM     order numerical derivative of   will be estimated as: 

  
        ∑    

   
     

 
   . (3.4) 

 By using the above equations, the approximate values of derivatives of 1
st
, 2

nd
, 3

rd
 and 4

th
 

order can be given as: 

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

  

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

  

(3.5) 

where,    
   

,    
   

,    
   

, and    
   

 are the weighting coefficients of respective order as the 

‗power‘ of these values . Consequently, system of equations as given below can be 

created with the applicability of the formulas from equation (3.5) to equation (3.1): 

    2 ∑   
      

 

   

  ∑    
      

 

   

  ∑   
      

 

   

  ∑   
      

 

   

3 (3.6) 

  

The first order weighting coefficients can be calculated by using the quintic HBS, quintic 

UAH tension BS, and quintic UAT tension BS as explained in the section (1.7.1), (1.7.2), 

and (1.7.3) respectively and second or higher order weighting coefficient can be 

computed with the use of the formulae given in the equation (1.40). The SSP-RK43 
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regime [155] is then utilized to calculate the resulting ordinary differential equations 

further. 

3.3. Numerical solution of KS employing three quintic B-splines 

For expressing the versatility of proposed numerical algorithm, four different 

numerical examples are presented. For efficiency and accuracy check three error norms 

named Euclidian, maximum and global relative error (GRE) are calculated, formulated 

as: 

      √ ∑|  
        

         |
 

 

   

 

         
     

|  
        

         | 

    
∑ |  

        
         | 

   

∑ |  
         | 

   

 

(3.7) 

Additionally, the order of convergence is obtained for the purpose to assess the rate of 

convergence of the suggested technique and the formula that has been employed is given 

by:  

                         
   (

     
     

)

   (
  

  
)

 (3.8) 

 The numerical solutions    and    each has N grid points and 2N grid points, 

respectively,     ) symbolizes the error with    grid points. 

 Example 1:  

Consider the KS equation below that is obtained by inserting the parameters [25, 129, 

184, 187, 190, 198]             in equation (3.1): 
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                        ,                 ,              (3.9) 

 having initial condition 

                                                        (3.10) 

 The analytical solution is given by 

             {
                

                                 
} (3.11) 

 where       
 

 
                 . 

For the numerical solution, the analytical solution (3.11) is used to obtain boundary 

conditions as: 

             {
                

                                 
} 

             {
                

                                 
} 

(3.12) 

 

In example 1, equation (3.1) is approximated numerically by assigning the values 

to the parameters as            , and            i.e.            at 

different values of time,          . Figures are used to display the outcomes that were 

discovered from Figure 3.1 to Figure 3.3 for the equation (3.9) with the implementation 

of three splines. The figures represent the solution numerically comparing with the exact 

solution for equation (3.9) and are presented graphically both in 2D and 3D form. From 

the graphical representation of approximate solution, it is very evident that acquired 

numerical findings are well-aligned with the exact solution. Global Relative Error has 

been shown for a range of node points and comparison is made with [25, 190, 198] at 

time levels           with           in Table 3.1. In Table 3.2, norms    and    

are calculated with grid points       and          , along with that comparison is 

made with [187]. And in Table 3.3 computaional time is given. 
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Figure 3.1: Comparability of exact and num. sol. for N=201,       ,           of 

example 1 with HBS spline. 

 

 

Figure 3.2: Comparability of exact and num. sol. for N=201,       ,         1 of 

example 1 with UAH tension B-spline. 
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Figure 3.3: Comparability of exact and num. sol. for N=201,       ,           of 

example 1 with UAT tension B-spline. 

Table 3.1: Comparability of GRE norm in the num. sol. of Example 1 at various time 

values with          . 
t HBS UAH 

tension 

B-spline 

UAT 

tension 

B-spline 

Iqbal et 

al. [198] 

Mittal 

& 

Dahiya 

[25] 

Lai & 

Ma 

[190] 

 N=201 N=401 N=201 N=401 N=201 N=401 N=150 N=200 N=600 

1 2.1652E

-04 

3.5346E

-06 

6.3245E

-06 

1.1086E

-07 

6.1706E

-06 

1.0862E

-07 

5.1400E

-04 

5.0414E

-04 

2.5945E

-02 

2 2.7129E

-04 

4.5140E

-06 

9.6672E

-06 

5.4581E

-07 

9.4902E

-06 

5.4402E

-07 

1.3900E

-03 

1.0017E

-03 

2.7959E

-02 

3 5.9746E

-04 

1.5727E

-05 

2.7462E

-05 

6.9284E

-06 

2.7152E

-05 

6.9170E

-06 

3.0200E

-03 

2.3313E

-03 

2.6701E

-02 

4 8.0000E
-03 

1.7965E
-04 

2.6545E
-04 

9.3505E
-05 

2.6341e-
04 

9.3335E
-05 

5.0300E
-03 

4.0021E
-03 

3.5172E
-02 

 

Table 3.2: Evaluation of           Error norms for example 1 with          
      . 

t             

 

Arora & 

Joshi 

[187] 

HBS 

UAH 

tension B-

spline 

UAT 

tension 

B-spline 

Arora & 

Joshi 

[187] 

HBS 

UAH 

tension B-

spline 

UAT 

tension 

B-spline 

1 
3.1300E-

05 

5.2927E

-05 

1.7468E-

06 

1.7099E-

06 

2.6200E-

05 

2.9878E-

05 

1.3698E-

06 

1.3513E-

06 

2 
3.8200E-

05 

6.8336E

-05 

6.2587E-

06 

6.2411E-

06 

3.7400E-

05 

5.5721E-

05 

3.9348E-

06 

3.8986E-

06 
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3 
1.1900E-

04 

1.8697E

-04 

8.0912E-

05 

8.0780E-

05 

7.5100E-

05 

1.3027E-

04 

2.6002E-

05 

2.5903E-

05 

4 
1.5400E-

03 

2.300E-

03 

1.2000E-

03 

1.2000E-

03 

4.6900E-

04 

7.9316E-

04 

3.4890E-

04 

3.4819E-

04 

 

Table 3.3: Computational time  

t HBS UAH UAT 

 CPU CPU CPU 

1 3.763978 seconds 2.975470 seconds 3.206847seconds 

2 4.97164 seconds 4.111641 seconds 4.545863 seconds 

3 6.579897 seconds 6.533581 seconds 6.841112 seconds 

4 8.065664 seconds 7.528215 seconds 7.666945seconds 

 

Example 2: 

Consider the KS equation below that is obtained by implanting the parameters [187] 

             in equation (3.1): 

                        ,                ,              (3.13) 

with the initial condition as: 

                                                   

      
(3.14) 

The analytical solution is given by 

              {
                

                                 
} (3.15) 

where        
 

 
                 . 

With the help of an analytical solution (3.15) boundary conditions for the equation (3.13) 

can be extracted as:  
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              {
                

                                 
} 

              {
                

                                 
} 

(3.16) 

In example 2, equation (3.1) is estimated numerically by assigning the values to the 

parameters as             , and            i.e.            at different 

values of time,              . Figures are used to display the outcomes that were 

discovered from Figure 3.4 to Figure 3.6 for the equation (3.13) with the implementation 

of three splines. The figures represent the solution numerically comparing with the exact 

solution for equation (3.13) and are presented graphically both in 2D and 3D form. From 

the graphical representation of approximate solution, it is very evident that acquired 

numerical findings are well-aligned with the exact solution. Global Relative Error has 

been shown for a range of node points in Table 3.4, and comparison is made with [187] at 

time levels               with          . In Table 3.5, error norms    and    are 

calculated for grid points       and          , along with that comparison is made 

with [187]. In Table 3.6 computational time is given. 

 

Figure 3.4: Comparison of exact and numerical solutions of example 2 for 

N=401,         ,         1 with HBS spline. 
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Figure 3.5: Comparability of exact and num. sol. for N=201,         ,         1 of 

example 2 with UAH tension B-spline. 

 

Figure 3.6: Comparison of exact and numerical solutions of example 2 for 

N=201,         ,         1 with UAT tension B-spline. 

Table 3.4: Comparison of GRE norm in the num. sol. of Example 2 at various time values 

with          . 

t HBS UAH tension BS UAT tension BS Arora & 

Joshi [187] 

 N=201 N=401 N=201 N=401 N=201 N=401 N=201 

0.5 1.7572E-04 2.8573E-06 5.5927E-06 7.8917E-08 5.4556E-

06 

7.6904E-

08 

1.5800E-06 



92 

 

1 2.2177E-04 3.6069E-06 6.5605E-06 9.1809E-08 6.4001E-

06 

8.9415E-

08 

1.7500E-06 

1.5 2.5451E-04 4.1303E-06 7.5900E-06 1.0623E-07 7.4186E-

06 

1.0374E-

07 

1.9100E-06 

2 2.9297E-04 4.8067E-06 9.8116E-06 1.8741E-07 9.6213E-

06 

1.8466E-

07 

2.0900E-06 

 

Table 3.5: Evaluation of           Error norms for example 2 with          
      . 

t             

 

Arora & 

Joshi 

[187] 

HBS 

UAH 

tension 

BS 

UAT 

tension 

BS 

Arora & 

Joshi 

[187] 

HBS 

UAH 

tension 

BS 

UAT 

tension 

BS 

0.5 
3.0300E-

05 
5.0139E-05 

1.6976E-

06 

1.6595E-

06 

2.3600E-

05 

3.1509E-

05 

1.4919E-

06 

1.4604E-

06 

1 
3.1300E-

05 
5.2972E-05 

1.7024E-

06 

1.6646E-

06 

2.4100E-

05 

2.9614E-

05 

1.2958E-

06 

1.2667E-

06 

1.5 
3.3600E-

05 
5.7130E-05 

1.8099E-

06 

1.7748E-

06 

2.8800E-

05 

4.0067E-

05 

1.7108E-

06 

1.6875E-

06 

2 
3.7600E-

05 
6.8753E-05 

3.1344E-

06 

3.1072E-

06 

3.4000E-

05 

5.3711E-

05 

2.6903E-

06 

2.6900E-

06 

 

Table 3.6:Computational time 

t HBS UAH UAT 

 CPU CPU CPU 

0.5 2.343775 seconds 2.047269 seconds 2.044348 seconds 

1 2.986916 seconds 3.053471 seconds 3.039848 seconds 

1.5 3.763580 seconds 3.747244 seconds 3.720020 seconds 

2 5.494263 seconds 4.625891 seconds 4.326531 seconds 

 

Example 3:  

Consider KS equation attained by implanting             in (3.1): 

                   (3.17) 
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 Because it has an advantage in displaying chaotic behaviour over a confined area with 

periodic boundary conditions, this particular KS equation has fascinating behaviour that 

attracts a lot of interest. Taking a Gaussian condition into account now [25, 187] as: 

               ,            (3.18) 

 and with the boundary conditions as: 

          , and           (3.19) 

 

In example 3, the numerical solution of eq. (3.17) is approximately represented by setting 

the parameters of eq. (3.1) to the values            , and           , i.e. 

          ,       for various time values            , and time-discretization 

as         . With the aid of Figure 3.7 to Figure 3.10 the solutions are displayed for 

the equation (3.17). It is evident from the approximate solution's graphical representation 

that the numerical findings obtained are well-aligned with results found in the previous 

work [25, 185, 187]. In Table 3.7, and Table 3.8 the convergence rate of example 3 with 

the implementation of the present method is portrayed for           . 
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Figure 3.7: KS equation having Chaotic behaviour with “Gaussian condition” of 

example 3 for “N=201,          at t=1, 5, 10, 20” with HBS. 

 

Figure 3.8: KS equation having Chaotic behaviour with “Gaussian condition” of 

example 3 for “N=201,          at t=1, 5, 10, 20” with UAH B-spline. 
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Figure 3.9: KS equation having Chaotic behaviour with “Gaussian condition” of 

example 3 for “N=201,          at t=1, 5, 10, 20” with UAT B-spline. 

 

Figure 3.10: The 3d view of the erratic behavior of the KS equation of example 3 for 

N=201,          at t=1, 5, 10, 20 

Table 3.7: Calculation of order of convergence (O) of        in example 3 at different 

values of t, and for         .with HBS. 

t N    O    O CPU(s) 

0.5 
20 4.07E-03 - 7.33E-02 - 0.109434 

40 1.27E-02 1.642968 3.79E-01 2.371256 0.113129 

1 
20 8.16E-03 - 1.43E-01 - 0.128449 

40 1.57E-02 0.939795 4.76E-01 1.730729 0.136115 
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1.5 
20 1.22E-02 - 2.05E-01 - 0.139052 

40 1.78E-02 0.554219 5.44E-01 1.404565 0.156126 

2 
20 1.58E-02 - 2.52E-01 - 0.161702 

40 1.96E-02 0.303673 5.91E-01 1.231399 0.192165 

2.5 
20 1.91E-02 - 2.71E-01 - 0.179398 

40 2.08E-02 0.124938 6.12E-02 1.173179 0.209498 

3 
20 2.19E-02 - 2.77E-01 - 0.190595 

40 2.17E-02 0.01224 5.95E-01 1.104771 0.227749 

 

Table 3.8: Calculation of order of convergence (O) of        in example 3 at different 

values of  , and for         . 

t N UAH tension B-spline UAT tension B-spline 

  
   O    O    O    O 

0.5 
20 9.70E-03 - 1.63E-01 - 9.86E-03 - 1.66E-01 - 

40 8.51E-03 0.18942 2.21E-01 0.437736 8.44E-03 0.22312 2.19E-01 0.393545 

1 
20 1.69E-02 - 2.90E-01 - 1.71E-02 - 2.95E-01 - 

40 7.98E-03 1.07844 1.93E-01 0.59246 7.92E-03 1.10871 1.90E-01 0.6370 

1.5 
20 2.36E-02 - 4.10E-01 - 2.39E-02 - 4.16E-01 - 

40 7.56E-03 1.64387 1.65E-01 1.31581 7.51E-03 1.67162 1.62E-01 1.35863 

2 
20 3.15E-02 - 5.41E-01 - 3.19E-02 - 5.49E-01 - 

40 7.24E-03 2.11952 1.41E-01 1.9451 7.20E-03 2.14664 1.39E-01 1.98535 

2.5 
20 4.17E-02 - 7.01E-01 - 4.23E-02 - 7.11E-01 - 

40 7.02E-03 2.56981 1.19E-01 2.55374 6.99E-03 2.59896 1.18E-01 2.59097 

3 
20 5.59E-02 - 9.11E-01 - 5.70E-02 - 9.27E-01 - 

40 6.96E-03 3.00762 1.17E-01 2.96413 6.94E-03 3.03855 1.16E-01 2.99289 

 

Example 4:  

Consider the following KS equation obtained by substituting         with different 

values of   as   
   

   
   

  . 

                    (3.20) 

  

and initial and boundary [185, 25] conditions as: 
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                         (3.21) 

                             (3.22) 

                    (3.23) 

 To perceive the approximate solution, values of parameters are taken as    

       ,                            ,   
   

   
   

  . 

In example 4, equation (3.1) is estimated numerically by setting the parameters values to 

        with varying values of ‗ ‘, and for          that is          at 

varying           and time-discretization as           . In Figure 3.11, the 

numerical output of equation (3.20) is displayed for          and in Figure 3.12 for 

         with           ,     , at various values of time 

                          with the implementation of the splines named HBS, UAH 

tension BS and quintic UAT tension BS. It is extremely obvious from the graphical 

depiction that the obtained numerical findings are well-aligned with the outcomes 

reported in the previous work [25, 185]. From Table 3.9 to Table 3.12, the convergence 

rate of example 4 with the implementation of the present method is portrayed for 

              with         , and         . 

 

Table 3.9: Calculation of order of convergence with    error        in example 4 at 

different values of   with         . 

  HBS UAH tension BS UAT tension BS 

t N    
Order of 

Convergence 
   

Order of 

Convergence 
   

Order of 

Convergence 

0.5 
20 4.02E-01 - 3.91E-01 - 3.91E-01 - 

40 1.06E-01 1.92749 1.05E-01 1.90013 1.05E-01 1.90008 

1 
20 6.80E-01 - 6.65E-01 - 6.65E-01 - 

40 1.74E-01 1.96657 1.72E-01 1.94966 1.72E-01 1.94965 

1.5 
20 6.84E-01 - 6.70E-01 - 6.70E-01 - 

40 1.79E-01 1.93554 1.77E-01 1.91977 1.77E-01 1.91977 

2 
20 6.84E-01 - 6.74E-01 - 6.74E-01 - 

40 2.96E-01 1.20999 1.97E-01 1.77594 2.02E-01 1.73675 
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Figure 3.11: The time-dependent profile of        of KS equation versus   for   
       

 

Figure 3.12: The time-dependent profile of        of KS equation versus   for   
   

  . 
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Table 3.10: Calculation of order of convergence with    error        in example 4 at 

different values of   with         . 

  HBS UAH tension BS UAT tension BS 

t N    
Order of 

Convergence 
   

Order of 

Convergence 
   

Order of 

Convergence 

0.5 
20 3.52E-00 - 3.40E+00 - 3.40E+00 - 

40 1.42E-00 1.30602 1.41E+00 1.27241 1.41E+00 1.27233 

1 
20 5.68E-00 - 5.52E+00 - 5.52E+00 - 

40 2.19E-00 1.37591 2.17E+00 1.34778 2.17E+00 1.34772 

1.5 
20 5.73E-00 - 5.57E+00 - 5.57E+00 - 

40 2.25E-00 1.35001 2.22E+00 1.32314 2.22E+00 1.32307 

2 
20 5.74E-00 - 5.63E+00 - 5.63E+00 - 

40 3.99E-00 0.52496 2.54E+00 1.1519 2.57E+00 1.1301 

 

Table 3.11: Calculation of order of convergence with    error        in example 4 at 

different values of   with         . 

  HBS UAH tension BS UAT tension BS 

t N    
Order of 

Convergence 
   

Order of 

Convergence 
   

Order of 

Convergence 

0.5 

10 1.02E-01 - 1.06E-01 - 1.06E-01 - 

20 5.95E-02 0.89311 5.79E-02 0.87309 5.79E-02 0.873 

40 2.60E-02 1.19549 2.57E-02 1.17381 2.57E-02 1.1738 

1 

10 8.05E-02 - 8.04E-02 - 8.04E-02 - 

20 1.58E-02 2.3455 1.54E-02 2.38555 1.54E-02 2.38499 

40 1.08E-02 0.54221 1.07E-02 0.52349 1.07E-02 0.52349 

1.5 

10 9.45E-02 - 9.32E-02 - 9.31E-02 - 

20 7.19E-03 3.4523 6.97E-03 3.74147 6.97E-03 3.74105 

40 5.65E-03 0.3495 5.55E-03 0.32781 5.55E-03 0.32772 

2 

10 9.54E-02 - 9.33E-02 - 9.33E-02 - 

20 7.33E-03 3.6732 6.76E-03 3.78809 6.76E-03 3.78768 

40 5.60E-03 0.38884 5.36E-03 0.33306 5.36E-03 0.33295 

 

Table 3.12: Calculation of order of convergence with    error        in example 4 at 

different values of   with         . 

  HBS UAH tension BS UAT tension BS 

t N    
Order of 

Convergence 
   

Order of 

Convergence 
   

Order of 

Convergence 

0.5 10 5.75E-01 - 5.65E-01 - 5.65E-01 - 
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20 4.48E-01 0.3045 4.35E-01 0.37574 4.35E-01 0.37554 

40 2.70E-01 0.7277 2.67E-01 0.7051 2.67E-01 0.70508 

1 

10 4.74E-02 - 4.72E-01 - 4.72E-01 - 

20 1.26E-01 1.94323 1.23E-01 1.93868 1.23E-01 1.93805 

40 1.26E-01 0.09851 1.16E-01 0.08365 1.16E-01 0.0837 

1.5 

10 5.62E-02 - 5.44E-01 - 5.43E-01 - 

20 4.82E-02 3.44342 4.64E-02 3.55095 4.64E-01 3.55048 

40 5.76E-02 0.259253 5.66E-02 0.285684 5.65E-01 0.285735 

2 

10 5.54E-02 - 5.45E-01 - 5.44E-01 - 

20 4.64E-02 3.5821 4.51E-02 3.59421 4.51E-01 3.59371 

40 5.52E-02 0.249642 5.41E-02 0.263287 5.41E-01 0.263306 

  

3.4. Stability of the Scheme 

The literature has covered both matrix stability and energy stability approaches 

extensively for stability analysis purposes [15, 199-201]. Take into account the time-

dependent issue listed below using a collection of appropriate beginning and boundary 

values. 

  

  
      . (3.24) 

Here,    is the spatial operator, with the accompanying initial and boundary value 

conditions. With the process of discretization, equation (3.24) gets condensed into a set of 

ODEs:  

  

  
          , (3.25) 

where      indicates the non-homogeneous section with boundary conditions,   denotes 

the coefficient matrix, and   symbolizes the unknown vector at the knot locations 

excluding the border, here   takes the values as: 

    . ∑    
 

 

   

  ∑   
   ∑   

 

 

   

 

   

/  (3.26) 
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As exact solution of equation (3.25) is defined by the eigenvalues of the matrix  , the 

stability of equation (3.25) is dependent on these values. The matrix Q plays a crucial 

role since its eigenvalues have a direct impact on the precise solutions. Consequently, the 

coefficient matrix‘s eigenvalues can be used to accurately characterize the entire 

scenario. The stable exact solutions are displayed as     when all the eigenvalues of Q 

have real component, that is        . If the eigenvalues of the aforementioned matrix 

  meet the criteria outlined in [15, 97]. 

It is shown that the suggested approach is reliable because the eigenvalues of matrix   at 

various node positions occupy the stability region, the region that is explained in section 

1.9. For various grid sizes, eigenvalues have been determined and are shown in the 

figures from Figure 3.13 to Figure 3.15. 

 
Figure 3.13: Plot of eigen values with HBS. 
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Figure 3.14: Plot of eigen values with UAH tension B-spline. 

 
Figure 3.15: Plot of eigen values with UAT tension B-spline. 

3.5. Summary 

In this Chapter, numerical solution of the equation known as Kuramoto-

Sivashinsky (KS) equation is provided, with implementation of three B-splines of order 

six that is 

(d) Quintic Hyperbolic B-spline with DQM 
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(e) Quintic Uniform Algebraic Hyperbolic tension B-spline with DQM 

(f) Quintic Uniform Algebraic trigonometric tension B-spline with DQM 

With the implementation of DQM, the system of equation got converted into 

ODEs, then calculated by using the SSP Runge-Kutta method. It is witnessed that with 

the rise of time, the accuracy of solution is getting reduced which is because of the time 

truncation issues in the time derivative term. Also obtained approximations exhibit the 

same behavior as in the literature and are graphically displayed at different time intervals. 

Moreover, solutions that are obtained numerically are matched with the precise solution 

and are in excellent agreement with them. To assess the applicability of the suggested 

approach, four different test problems are resolved and different error norms   ,   , and 

GRE are calculated for the comparison purposes, which are appeared to be very less. 

Additionally, it is demonstrated that the approach is invariably stable. 
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Chapter 4  

Numerical Solution of Extended Fisher-Kolmogorov 

Equation using quintic B-splines 

In this Chapter, numerical solution of Extended Fisher-Kolmogorov equation in 

one and two dimension is obtained using above mentioned three quintic B-splines. 

Research Objectives 

1) Numerical solution of higher order differential equations will be obtained by 

using quintic Hyperbolic B-spline basis functions.  

2) Numerical solution of third or fourth order differential equations will be obtained 

by using Uniform Algebraic trigonometric [UAT] tension B-spline as basis 

function.  

3) To obtain the numerical solution, we will use differential quadrature method 

(DQM) along with quintic Uniform Algebraic Hyperbolic [UAH] tension B-

spline. 

4) The hyperbolic B-spline basis functions, UAT tension B-spline and UAH tension 

B-spline will be used to solve equations with two space dimensions. 

4.1. Introduction 

Many problems in different fields are demonstrated by nonlinear partial differential 

equations. Nonlinear equations can be shown by various renowned examples, which 

includes in quantum mechanics Schrödinger and Klein-Gordon equations, in biology 

nonlinear reaction-diffusion system, moreover generalized Zakharov system, and Gross-

Pitaevskii equation. In fluid mechanics the Euler and Navier-Stokes equations, the Cahn-

Hilliard equation from material sciences [202, 203]. In order to find solutions to PDEs 

that are nonlinear, researchers have consistently sought out effective techniques. In this 
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chapter, fourth order one and two dimension Extended Fisher-Kolmogorov (EFK) 

equation is examined by implementing the quintic splines based DQM. 

The one dimension (1D) EFK equation can be given in the following form 

                      ,           and        , (4.1) 

with drichlet boundary conditions as 

                                                     (4.2) 

and initial condition as 

            , (4.3) 

where,              , and    . 

The two dimension (2D) EFK equation is given by: 

                        , (4.4) 

 or this can be written as: 

    (                   )  (       )                 (4.5) 

 with initial and boundary problems, 

                  

        , on boundary, 

(4.6) 

where.          , the functions    and    are well-known and   is a constant 

which has positive values. 

The EFK equation given in (4.1), and (4.4), that was proposed by Coullet et al. [204], 

also by Dee and Van Saarlos [205-207]. By keeping     in equation (4.1) the standard 

Fisher-Kolmogorov (FK) equation can be obtained. Or, we can say that EFK equation 

can be obtained by adding forth-order stabilizing derivative to the FK equation [208, 

209]. 

The equation EFK contains huge significant applications in various fields including in 

physics formation of pattern for bi-stable systems [206], transmission of domain wall in 
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liquid crystals [210], description about dynamics of brain tumors [211], around Lipschitz 

points phase transition mezoscopic model [212], for reaction-diffusion systems, travelling 

waves [213, 214], EFK extensively used in variety of physical phenomena including 

plasma physics, population growth, hydrodynamics, spread of infectious diseases, 

thermonuclear reaction etc. [213]. 

Recently, the steady state of this equation has received some attention, which 

exhibits periodic, heteroclinic or homoclinic solution depending on  . Numerous 

numerical approaches have been applied to analyse the 1D as well as 2D EFK problem 

numerically including orthogonal cubic spline based collocation method [215], Crank-

Nicolson based finite difference method [208], quintic B-spline collocation technique 

[216, 14],   -conforming finite element method [217], Fourier pseudo-spectral 

technique, finite difference method for 2D EFK [218, 209], Four meshless techniques 

[219], finite element Galerkin method [217]. 

4.2. Implementation of method 

4.2.1. Implementation of method for 1D EFK equation 

Let‘s consider the mesh division system                of a  closed 

interval [a,b], which is evenly transmitted and has a step size          . To calculate 

the numerical solution of EFK system (4.1), we need to approximate the derivatives. So, 

for the further computation, we must compute the    ,    ,    ,     order derivative of 

the function  . By DQM     order numerical derivative of   will be estimated as: 

  
        ∑   

   
     

 

   

 (4.7) 

 By using the above equations, the approximate values of derivatives of 1
st
, 2

nd
, 3

rd
 and 4

th
 

order can be given as: 
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        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

  

  
        ∑   

   
     

 

   

   
        ∑   

   
     

 

   

  

(4.8) 

 where,    
   

,    
   

,    
   

, and    
   

 are the weighting coefficients of respective order as the 

‗power‘ of these values. Consequently, system of equations as given below can be 

created with the applicability of the formulas from equation (4.8) to equation (4.1): 

    2 ∑   
  (  )

 

   

  ∑   
  (  )

 

   

         
        3 (4.9) 

 The weighting factors of order     may be determined with the use of the quintic 

HBS, quintic UAH tension BS, and quintic UAT tension BS as explained in the section 

(1.7.1), (1.7.2), and (1.7.3) respectively and     or higher order weighting coefficient 

may be computed with the use of the formulae given in the equation (1.40). The SSP-

RK43 regime [155] is then utilized to calculate the resulting ordinary differential 

equations further. 

4.2.2. Implementation of method for 2D EFK equation 

Let us consider the mesh division system                and 

               with a uniform step size           , and         

   respectively in   and   directions, where          ,           of a definite 

period            . By DQM     order derivative of   w.r.t   and w.r.t   can be 

approximated as: 
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   (       )

   
 ∑    

   
 (       )

 

   

 

   (       )

   
 ∑    

   
          

 

   

 

(4.10) 

where,    
   

    
   

 are weighting coefficeients of     order derivatives w.r.t   and   

respectively. By using the above equations, the approximate values of derivatives of 1
st
, 

2
nd

, 3
rd

 and 4
th
 order w.rt.   can be given as: 

  (       )

  
 ∑    

   
 (       )

 

   

 
   (       )

   
 ∑    

   
 (       )

 

   

 

   (       )

   
 ∑    

   
 (       )

 

   

 
   (       )

   
 ∑    

   
 (       )

 

   

 

(4.11) 

 In a similar manner, the approximate values of derivatives of 1
st
, 2

nd
, 3

rd
 and 4

th
 order 

w.rt.   can be given as: 

  (       )

  
 ∑    

   
          

 

   

 
   (       )

   
 ∑    

   
          

 

   

 

   (       )

   
 ∑    

   
          

 

   

 
   (       )

   
 ∑    

   
          

 

   

 

(4.12) 

Consequently, system of equations as given below can be created with the applicability of 

formulas from equation (4.18), and (4.19) to equation (4.5): 
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 ∑    
   

        

 

   

)  (∑    
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 ∑    
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 (( (     ))
 

  (     ))}           

(4.13) 

The weighting factors of order     may be determined with the use of the quintic HBS, 

quintic UAH tension BS, and quintic UAT tension BS as explained in the section (1.7.1), 

(1.7.2), and (1.7.3) respectively and     or higher order weighting coefficient can be 

computed with the use of the formulae given in the equation (1.10), (1.11). The SSP-

RK43 regime [155] is then utilized to calculate the resulting ordinary differential 

equations further. 

4.3. Numerical solution of EFK employing three quintic B-splines 

4.3.1. Numerical Solution one-dimension EFK equation 

Example 1: 

Consider one dimension EFK equation (4.1) with initial condition [14, 187, 220] as 

                     , (4.14) 

and boundary condition as: 

          ,          ,            ,           . (4.15) 

To perceive the approximate solution, parameters are taken as 

        ,                             . The profiles of        that depend on 

time at            are figured for various time values. 

In example 1, equation (4.1) is approximated numerically with varying values of   , and 

with a domain          at varying            and time-discretization as    
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     . From Figure 4.1 to Figure 4.3, the numerical output of equation (4.1) with initial 

condition (4.14) is displayed for            at various values of time with the 

implementation of the splines named quintic HBS, quintic UAH tension BS and quintic 

UAT tension BS. It is extremely obvious from the graphical depiction that the numerical 

findings obtained are well-aligned with findings found in the previous work [14, 187, 

219]. From the figures, it is evident that as time goes on solution decays and finally 

approaches to     

 

Figure 4.1: For various values of time, the num. sol. to Example 1 with         , 

N=101, and              with HBS. 
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Figure 4.2: For various values of time, the num. sol. to Example 1 with         , 

N=101, and              with UAH tension B-spline. 

 

Figure 4.3: For various values of time, the num. sol. to Example 1 with          , 

N=101, and              with UAT tension B-spline. 
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Example 2: 

Consider one dimension EFK equation (4.1) with initial condition [14, 187, 220] as: 

                    , (4.16) 

 and boundary condition as:  

         ,         ,            ,           . (4.17) 

To perceive the approximate solution, parameters are taken as 

        ,                            . The profiles of        that depend on 

time at          are figured for various time values. 

In example 2, equation (4.1) is approximated numerically for         , and with a 

domain          at varying            and time-discretization as         . From 

Figure 4.4 to Figure 4.6, the numerical output of (4.1) with initial condition (4.16) is 

displayed for          at various values of time with the implementation of the 

splines named quintic HBS, quintic UAH tension BS and quintic UAT tension BS. It is 

extremely obvious from the graphical depiction that the numerical findings obtained are 

well-aligned with findings found in the previous work [14, 187, 219]. From the figures, it 

is evident that as time goes solution decays and finally approaches to    

 

 

Figure 4.4: For various values of time, the num. sol. to Example 2 with           , 

N=51, and           with HBS. 
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Figure 4.5: For various values of time, the num. sol. to Example 2 with           , 

N=51, and           with UAH tension B-spline. 

 

Figure 4.6: For various values of time, the num. sol. to Example 2 with           , 

N=51, and           with UAT tension B-spline. 

Example 3: 

Consider one dimension EFK equation (4.1) with initial [14, 187, 220, 221] and boundary 

condition as: 

                , 

         ,         ,            ,            

(4.18) 
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To perceive the approximate solution, values of parameters are taken as    

      ,                             . The profiles of        that depends on 

time at            are figured for various time values. 

In example 3, equation (4.1) is approximated numerically for varying values of   , and 

with a domain          at varying               and time-discretization as    

      . From Figure 4.7 to Figure 4.9, the numerical output of equation (4.1) with initial 

condition (4.18) is displayed for            at various values of time with the 

implementation of the splines named quintic HBS, quintic UAH tension BS and quintic 

UAT tension BS. It is extremely obvious from the graphical depiction that the numerical 

findings obtained are well-aligned with findings found in the previous work [14, 187, 

219, 221]. 

 

Figure 4.7: Num. sol. of example 3 having distinct time values,           , N=421, 

and               with HBS. 
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Figure 4.8: Num. sol. of example 3 having distinct time values,           , N=421, 

and               with UAH tension B-spline. 

 

Figure 4.9: Num. sol. of example 3 having distinct time values,           , N=421, 

and               with UAT tension B-spline. 
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4.3.2. Numerical Solution two-dimension EFK equation 

Example 4: 

Consider two dimension EFK equation (4.4) for            with initial condition 

[220, 209] as:  

                          with the domain                  , (4.19) 

 and boundary condition as:           

To perceive the approximate solution with          , values of parameters are 

taken as          ,                            . The profiles of        that 

depends on time at          are figured for various time values. 

In example 4, the 2D EFK equation (4.5) is approximated numerically for          , 

and with a domain                   at varying           and time-discretization as 

         . From Figure 4.10 to Figure 4.15, the numerical output of equation (4.5) 

with initial condition (4.19) is displayed for          at various values of time with 

the implementation of the splines named quintic HBS, quintic UAH tension BS and 

quintic UAT tension BS. It is extremely obvious from the graphical depiction that the 

numerical findings obtained are well-aligned with findings found in the previous work. 
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Figure 4.10: Num. sol. of EFK equation (example 4) at time            and    
            with          with HBS. 

 

Figure 4.11: Num. sol. of EFK equation (example 4) at time         and    
            with          with HBS. 
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Figure 4.12: Num. sol. of EFK equation (example 4) at time            and    
            with          with UAH tension B-spline. 

 

Figure 4.13: Num. sol. of EFK equation (example 4) at time         and    
            with          with UAH tension B-spline. 

 



119 

 

 

Figure 4.14: Num. sol. of EFK equation (example 4) at time            and    
            with          with UAT tension B-spline. 

 

Figure 4.15: Num. sol. of EFK equation (example 4) at time         and    
            with          with UAT tension B-spline. 

Example 5: 

Consider two dimension EFK equation (4.4) with  



120 

 

                              (                                

      ) 
(4.20) 

 Analytical solution [209] is defined by: 

                              . (4.21) 

From the analytical solution initial and boundary conditions can be extracted for the 

problem. 

To perceive the approximate solution with          , values of parameters are 

taken as           ,                            . The profiles of        that 

depens on time at          are figured for various time values. 

In example 5, the 2D EFK equation (4.5) is approximated numerically for varying values 

of          , and with a domain                   at varying           and time-

discretization as          . Numerical solution of equation (4.5) with exact solution 

(4.21) is displayed for          at various values of time with the implementation of 

the splines named quintic HBS, quintic UAH tension BS and quintic UAT tension BS. 

From Figure 4.16 to Figure 4.18, the evaluation of numerical and precise solutions of the 

EFK, are represented using HBS, UAH tension BS, and UAT tension BS. It is extremely 

obvious from the graphical depiction that the numerical findings obtained are well-

aligned with findings found in the previous work and with exact solutions. From Table 

4.1 to Table 4.3 norms   ,    and average norm are calculated with grid points      

and           , along with that comparison is made with [222]. 
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Figure 4.16: Evaluation of numerical and precise solutions of EFK equation (example 5) 

for time     and                 with          with HBS. 

 

Figure 4.17: Evaluation of numerical and precise solutions of EFK equation (example 5) 

for time        and                 with          with UAH tension B-

spline. 
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Figure 4.18: Evaluation of numerical and precise solutions of EFK equation (example 5) 

for time t    and                 with          with UAT tension B-spline. 

Table 4.1: Comparison of Maximum error norm    with parameters              
  , and           of example 5 for different time values. 

t HBS UAH tension 

B-spline 

UAT tension 

B-spline 
Joshi [222] 

0.1 1.51E-02 1.51E-02 1.43E-02 - 

0.25 1.30E-02 1.31E-02 1.21E-02 1.60E-02 

0.75 7.90E-03 8.00E-03 9.40E-03 9.72E-03 

1 6.20E-03 7.40E-03 7.40E-03 7.58E-03 

Table 4.2: Comparison of Average error norm with parameters                , 

and          of example 5  for different time values. 

t HBS UAH tension 

B-spline 

UAT tension 

B-spline 
Joshi [222] 

0.1 6.50E-03 6.50E-03 4.80E-03 - 

0.25 5.60E-03 5.60E-03 4.50E-03 4.64E-03 

0.75 3.40E-03 3.40E-03 3.10E-03 2.81E-03 

1 2.70E-03 2.60E-03 2.60E-03 2.19E-03 

 

Table 4.3: Comparison of error norm    with parameters                , and 

         of example 5 for different time values. 

t HBS UAH tension B-

spline 

UAT tension B-

spline 
Joshi [222] 

0.1 1.16E-02 1.15E-02 1.43E-02 - 

0.25 9.90E-03 9.90E-03 1.21E-02 6.70E-03 
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0.75 6.00E-03 6.00E-03 9.40E-03 4.07E-03 

1 4.70E-03 7.40E-03 7.40E-03 3.17E-03 

 

4.4. Stability of the Scheme 

We used matrix stability method to show the stability of proposed method [15, 95, 

96]. Discretizing the equation (4.1), that will be transformed into the system of ODEs 

equation (4.9) in case of HBS. So, after converting the EFK equation into a system of 

ODEs (4.9) and assuming the nonlinear term as constant the equation (4.1) can be 

inscribed as: 

  

  
           (4.22) 

  

where      indicates the non-homogeneous section of equation (4.1) with boundary 

conditions,   denotes the coefficient matrix, and   symbolizes the unknown vector at the 

knot locations excluding the border, here   takes the values as:: 

    . ∑   
 

 

   

 ∑   
 

 

   

/  (4.23) 

 In a similar manner, this formation can be made with UAH, and with UAT tension B-

spline. For the constancy of the proposed technique, eigen values of the matrix   are 

calculated for various grid points as shown in the figure from Figure 4.19-Figure 4.21 

with different splines in 1D It is found that all the eigenvalues of   are complex and lie 

within the stability region as explained in the section 1.9, hence it is possible to conclude 

that the suggested approach is stable.. In 2D it is found that all the eigenvalues of   are 

real and lie within the stability region as explained in the section 1.9, which are shown 

from Figure 4.22 to Figure 4.24. 
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Figure 4.19: Plot of eigen values of EFK with HBS in one dimension. 

 

Figure 4.20: Plot of eigen values of EFK with UAH tension B-spline in one dimension. 
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Figure 4.21: Plot of eigen values of EFK with UAT tension B-spline in one dimension. 

 

Figure 4.22: Plot of eigen values of EFK with HBS in two dimension. 
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Figure 4.23: Plot of eigen values of EFK with UAH tension B-spline in two dimension. 

 

Figure 4.24: Plot of eigen values of EFK with UAT tension B-spline in two dimension. 
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4.5. Summary 

In this Chapter, numerical solution of equation known as the Extended Fisher-

Kolmogorov (EFK) equation for 1D and 2D is provided, with the implementation of three 

B-splines of order six that is 

(a) Quintic Hyperbolic B-spline with DQM 

(b) Quintic Uniform Algebraic Hyperbolic tension B-spline with DQM 

(c) Quintic Uniform Algebraic trigonometric tension B-spline with DQM 

With the implementation of DQM, the system of equation got converted into 

ODEs, then calculated by using the SSP Runge-Kutta method. Also obtained 

approximations exhibit the same behavior as in the literature and are graphically 

displayed at different time intervals. Moreover, solutions that are obtained numerically 

are matched with the precise solution and are in excellent agreement with them. To assess 

the applicability of the suggested approach, five different test problems in one as well as 

in two dimensions are resolved. Additionally, it is demonstrated that the approach is 

invariably stable. 
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Chapter 5  

Conclusion 

This thesis emphasizes depicting the computational numerical elucidation of 

partial differential equations that are nonlinear in nature by evolving the new regime of 

sixth-order with differential quadrature method. In this thesis, three novel techniques 

which are developed to get the numerical approximation of PDEs are: 

(a) Quintic Hyperbolic B-spline with DQM 

(b) Quintic Uniform Algebraic Hyperbolic tension B-spline with DQM 

(c) Quintic Uniform Algebraic Trigonometric tension B-spline with DQM 

Firstly, the above mentioned B-splines with DQM are utilised to compute the 

weighting factors. The basis function then transforms the initial boundary value issue into 

an ODEs after computing the weighting coefficients. This equation is then solved using 

the strong preserving Runge-Kutta 43 regime. Exactness and modification for suggested 

approach are then verified by numerically resolving a variety of test problems and 

calculating the    and    error norms. For quick and simple access, calculated results are 

shown visually and in tabular format. 

Quintic B-spline curves are commonly employed in computer graphics and CAD 

applications because they create smooth and continuous curves. Additionally, they 

calculate quickly and are simple to modify using computer techniques. 

Hyperbolic B-spline functions produce numerical approximations that are 

piecewise continuous and in closed form. UAT and UAH tension B-splines are created 

over a space covered by hybrid functions like algebraic and trigonometric or hyperbolic 

and algebraic. According to the comparison of numerical findings, each of these 

strategies reduces the computational complexity. 
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The equations which are solved for the numerical solution have huge application 

in several scientific and technical domains. The proposed approaches are used to 

elucidate three PDEs that are nonlinear in nature named Coupled Korteweg-de Vries 

equation (CKdV), Kuramoto-Sivashinsky (KS) equation, and Extended Fisher-

Kolmogorov (EFK) equation. 

Chapter 1 contains, brief introduction about the proposed work including 

literature survey, and the formulas of used splines, errors, introduction about stability. 

Chapter 2 demonstrated the attained solution of CKdV equation numerically using 

the three proposed B-spline functions with DQM. Method‘s efficiency is demonstrated by 

applying it on N-soliton solution of CKdV equation which are further subdivided into 

three sections (single soliton, double solitons, and three soliton interaction). And in other 

example birth of solitons of CKdV is discussed. The numerical solutions are successfully 

obtained and are represented graphically in the figures for all the test problems, which are 

quite accurate, and in good agreement with the exact solution or with the results present 

in the literature. Also for the accuracy of the proposed scheme error norms    and     

and preserved quantities are calculated which are coming out to be reasonably small In 

conclusion, the CKdV system of equations as well as a variety of PDEs may be elucidate 

using the current approach, which has been proven to be efficient and successful. 

Chapter 3 is devoted to solve KS equation numerically by employing the 

proposed method. All three splines with DQM are applied to solve KS equation 

numerically. For efficiency check of the suggested approach, four different examples are 

solved to obtain KS equation's numerical solution. The derived approximations 

demonstrate the same behaviour as described in the literature and are perfectly matched 

to the exact solution where available. To evaluate the applicability of the recommended 

approach, different error norms, convergence order and also global relative error is 

calculated. 
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Chapter 4 is devoted to solve EFK equation numerically in 1D and 2D with the 

implementation of three different quintic B-splines with DQM as test function. There are 

five separate test problems that are solved numerically for efficiency and accuracy  check 

of the presented approach. The derived approximations demonstrate the same behaviour 

as described in the previous work by another researchers and are perfectly matched with 

the precise solution where available. Furthermore, it is shown that the method is 

consistently stable. 

However, it is important to note that the choice of numerical method and basis 

function depends on the specific characteristic of the problem we are trying to solve, so 

careful consideration of the problem is essential. Also, to solve the PDEs of sixth or 

higher order, quantic B-spline may not be suitable, we need higher order B-spline for this 

purpose. While DQM with quintic has its own advantages as it give us more accurate 

approximations than lower degree B-splines, provide smooth and continuous 

representation of functions, reduces numerical dispersion, use of higher order B-splines 

leads to faster convergence of numerical methods, DQM with presented quintic B-splines 

can be applied to a wide range of problems, and is relatively easy to implement compared 

to some other numerical techniques for solving PDEs, making it aacessible to a wider 

range of researchers and engineers. 

In conclusion, it is envisaged that the current numerical approach will be useful 

for researchers in the field in order to discover highly accurate numerical solutions to 

additional significant partial differential equations that arise in numerous scientific 

branches. 

Future Scope 

 The suggested approach can also be applicable to obtain the solution of 

fractional order PDEs. 

 With the help of suggested scheme solution of integro-differential equations 

can also be approximated. 
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 The proposed scheme can also be applicable for the solution of higher order 

3D partial differential equations. 
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