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ABSTRACT 

 

An intelligent transportation system has a potential to save human lives by safely 

disseminating the information amongst the moving vehicles. The research “An Improved 

Security Algorithm for V2V Communication using Machine Learning” aims at 

proposing an algorithm which has the capability to securely send messages in a vehicle to 

vehicle communication model. An extensive literature review has been presented which 

elaborates the advancements by the researchers for differentiating by trusted & untrusted 

vehicles and their evaluation. Various communication based models are analyzed & 

compared using machine learning. Various QoS like throughput, PDR, Jitter and TDR are 

used to assess the quality of the proposed algorithms. The research gaps have been 

studied well and objectives have been drawn according to the analytical survey done 

during the phase of review of extensive literature proposed and available on the given 

area. 

 

The major objectives of the research are to device an improved algorithm which 

efficiently differentiates between the nodes which are trusted and the ones which are un-

trusted nodes. Further, packet efficient prevention architecture was developed to enhance 

the security aspect  of the communication over V2V, having  Machine Learning aspects 

incorporated to it. In order to implement this, a cluster head based Ad-hoc on demand 

distance vector algorithm has been generated which uses dragon fly for the optimization 

on the basis of previous behavior. The concept has been introduced based on the reactive 

routing in VANET and its implementation has been done in MATLAB. The deployment 

node, communication architecture, and simulation properties has been described. Ten 

thousand rounds of simulations have been observed and used for the research. The 

proposed architecture is such that it addresses more than one attack. K-means clustering 

has been used to create clusters of the hit data. Fuzzy inference system has been used to 

identify the three types of attacks amongst the simulated hit data.  



xvii 
 

 

The architecture of the proposed work is dependent upon the establishment of the trust 

via machine learning among the vehicular nodes in order to attain maximum QoS values. 

Jitter, PDR, TDR and Throughput have been observed in the simulated data and the 

results are discussed and compared with the existing work of other researchers and 

significant improvement has been observed. The proposed algorithm has used training 

and classification architecture, the evaluation of this section has been made based on the 

quantitative parameters viz. true positive rate and false positive rate. The proposed 

algorithm architecture has been also compared with other state of art classification 

algorithms such as Naïve Bayes, Random Forest. Further, the evaluation has been done 

considering the 70:30, 80:20, and 90:10 distribution ratio.  

For 70:30 distribution ratio, TPR and FPR results are compared with the existing 

techniques such as Naïve Bayes and Random Forest. The average value for TPR and FPR 

using the proposed technique is 0.96 and 0.064 respectively while existing technique 

shows TPR of about 0.93 for both Naïve Bayes and 0.95 for Random Forest. 

Consequently, FPR using the existing technique such as Naïve Bayes and Random Forest 

is 0.084 and 0.08 respectively. Thus, proposed technique shows prominent FPR and TPR 

in comparison to Naïve Bayes and Random Forest.  

For 80:20 distribution ratios, the average value of TPR and FPR using the proposed 

technique is about 0.96 and 0.064 respectively while existing technique shows TPR of 

about 0.93 for both Naïve Bayes and 0.95 for Random Forest. Consequently, FPR using 

the existing technique such as Naïve Bayes and Random Forest is 0.09 and 0.07 

respectively. Thus, proposed technique shows prominent FPR and TPR for 80:20 ratios in 

comparison to Naïve Bayes and Random Forest.  

For 90:10 distribution ratios, the average value of TPR and FPR using the proposed 

technique is about 0.97 and 0.053 respectively while existing technique shows TPR of 

about 0.950 for both Naïve Bayes and 0.958 for Random Forest. Consequently, FPR 

using the existing technique such as Naïve Bayes and Random Forest is 0.079 and 0.071 
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respectively. Thus, proposed technique shows prominent FPR and TPR using 90:10 ratio 

in comparison to Naïve Bayes and Random Forest.  

For QoS measurement, throughput analysis using the proposed approach and the existing 

techniques has been presented. It is clearly visible that the average throughput value by 

Yuvraj et al. and Kim et al. is 18969.4 kbps and 18545.4 Kbps respectively. The 

proposed technique shows average throughput of about 19219.39 kbps. In comparison to 

the Yuvraj et al. and Kim et al., the improvement of the proposed approach is 1.32 % and 

2.42 % respectively  

Further, PDR analysis using the proposed approach and the existing techniques has been 

presented. It is seen that PDR using the proposed approach is 0.94 while PDR with Naïve 

Bayes Gaussian is 0.91. Consequently, PDR using the Random Forest is 0.93. Thus, PDR 

using the proposed technique is much more efficient than the previously existing 

mechanisms. The improvement of the proposed approach to the Yuvraj et al. and Kim et 

al. is 4.44% and 6.6%.  

TDR observed using proposed work is 94.65% while the TDR exhibited by Yuvraj et al. 

and Kim et al. is 89.016% and 90.86%, respectively. The TDR improvement of the 

proposed approach to the Yuvraj et al. and Kim et al. is 6.5% and 4.3%.  

The Jitter value for 100000 nodes by Yuvraj et al. and Kim et al. is 31.51 and 29.79 

respectively. The improvement of the proposed approach to the Yuvraj et al. and Kim et 

al. is 16.92% and 11.24% respectively. The improvement analysis shows the robustness 

of the proposed technique.  
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Chapter 1: Introduction 

VANETs are robust and multidisciplinary networks used for communication and 

powered with the its potential as a result of technological advancements in the 

transportation sector (VANET). This chapter is dedicated to introducing the basic 

concepts, techniques, and routing protocols that form the basis of communication in 

VANET.  

1.1 Vehicular Ad-Hoc Network (VANET) 

In VANET, nodes are used to monitor the environmental conditions such as temperature, 

sensitivity, sound, humidity, and direction. The concentration of nutrients in the air is 

also determined along with the pollutants and many other levels [1]. The sensor devices 

can be equipped with actuators, allowing them to "act" in reaction to specific 

circumstances [2]. VANET is used in a variety of projects, such as Chryler etc. 

Communication is possible spontaneously and wirelessly through various technology 

vehicles. With the use of intelligent transportation technologies, travellers can travel in 

greater safety and comfort. Many academics and industry researchers are interested in 

VANET communications. As long as, at least one of the sending and the receiving units 

is a vehicle and may be a routing node, it is described as communication between the 

vehicles and possibly with the road side units [3]. Mobile ad hoc networks (MANETs), 

particularly vehicular ad hoc networks (VANET), become increasingly common. 

MANET is a part of VANET which is a collection of SNs used to connect the user 

without any central connection through the network and it generally has enough 

information and all the capabilities to connect with the network. In the case of VANET, it 

is difficult to make a reliable and feasible connection with the variation of nodes. 

Additionally, different RP’s have been used to make the network error-free and load free 

[4]. This inter-vehicle communication allows the data to be passed back and forth, 

improving the efficiency of the traffic, detecting road conditions, reducing the number of 

crashes, detecting emergency situations, and overall efficiency of the network. With the 
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use of multi-hops, VANET also transmits data to distant devices [5]. This work presented 

comparison and contrast between the VANET and MANET environments, as well as the 

protocols used in these two sectors. 

1.2 Vehicular Networks (VANETs) 

The notion of VANET has gained popularity, allowing for new applications to be used in 

the field of safety. VANET has various applications used in distinct fields and is known 

for moving vehicles and used for other connecting equipment. Communication is possible 

with one another and it shares crucial information through a wireless medium. A small 

network is developed at the same time, with vehicles and other devices acting as network 

nodes. The nodes have the ability and are equipped with enough battery power to send 

any information they have to the other nodes. Similarly, all nodes associated with and 

indulged in the network have been used to receive the data sent by other nodes after 

delivering their own set of data. Nodes work to generate useful information from this data 

after gathering it all, which they then broadcast to other devices. [6-7]. 
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Vehicle to Vehicle

RSU to RSU

 

Figure 1.1 VANET Communications [6] 

It is an open-source network in which nodes have enough ability to join or connect and 

disconnect from the network at any time. On-board sensors have been used for 

connection purposes in which VANET’s benefits have been accessed by connecting and 

merging into the network. 

1.2.1 Concept 

Although VANET is a MANET application, it has its own special properties that can be 

summarised- 

● High Mobility: VANET nodes are typically having high speed are used to send 

the data with efficient capability. It is more difficult to predict the position in the 

network where the position of the vehicle node is changing rapidly [8]. 

● Network Topology: The position of the node changes frequently due to high node 

mobility and erratic vehicle speeds. 
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● Size of the Network (unbounded): The set-up of a VANET has been designed in a 

single city, a group of cities, or even a whole country. As a result, the VANET 

network's scalability is not constrained. 

● Exchanging the information on a frequent basis: VANET encourages nodes to 

collect data from other vehicles and roadside equipment. As a result, node-to-

node communication becomes more frequent. [9]. 

1.2.2 Comparison of VANET and MANET 

The important difference between the VANET and MANET is the behaviour and sharing 

properties. The other one is the cost of initial production when compared to MANET; the 

VANET production cost is higher. The VANET network topology is frequent, rapid, and 

mobile due to the high speed of cars, but the MANET network topology is sluggish and 

slow. In comparison to Mobile Ad-hoc networks, VANET has a higher bandwidth. In 

MANET, nodes move at random, whereas in VANET, nodes move in a predictable 

pattern. 

 

Table 1.1 Comparison between VANET and MANET [4] 

Sr. No. Components VANET MANET 

1 Production Cost High Inexpensive 

2 
Network Topology 
Charge 

Frequent and very 
fast 

Slow 

3 Mobility High Low 

4 Density in Node 
Frequent Variable 
and Dense 

Sparse 

5 Bandwidth Thousand Kps Hundred Kps 

6 Range Up to 600 mtr Up to 100 mtr 

7 Node Lifetime 
It is Depended 
Vehicle Life time 

It is Depended on the 
Power Source 

8 Reliability High Medium 
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9 Nodes Moving Pattern Regular Random 

 

1.3 Components of VANET 

In this section, the components of VANET have been discussed. The vehicle-to-vehicle 

communication and information transmission using the node locations and routing tables 

has been detailed. The interaction using the communication architecture and VANET 

components has been detailed.  

1.3.1 Important Component 

The vehicles have been categorized into three domains viz Mobile, Generic, and 

infrastructure, in which the first one uses the vehicle as a mobile device. The second one 

uses the internet and private network for connection and the last one is the central 

connection for infrastructure and roadside interconnections.  

The vehicle area and the cell phone space are the two components of the versatile area. A 

wide range of convenient gadgets, like individual route gadgets and cell phones, are 

widely used for the data transfer in the specified domain [10-12]. 
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Figure 1.2 VANET System Architecture [5] 

The side of the road foundation area and the local framework space are two areas inside 

the infrastructure domain. In other words, traffic signals have been used and other side-

of-the-road unit substances are important for the side-of-the-road foundation area. The 

central domain is specified as an infrastructure domain that contains a framework for the 

board communities, for example, traffic management centres (TMCs), and are also used 

for vehicle management centres [13]. Each of these components is having their own 

utility and specifications and collectively contributes to the formation of VANET 

architecture 
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● Mobile domain: The vehicle domain and mobile device domain are the two main 

components of the Mobile Domain. The vehicle domain is used for moving 

vehicles that includes any car, truck, etc. and the second domain is for mobile 

devices which include laptops, cell phones, and so on. In today’s era, with the 

extensive span of mobile devices, this category stands as the most prominent and 

most potential for research purposes.  

● Generic domain: It belongs to the infrastructure that makes the network private 

and contains several nodes and interconnecting devices that worked in a VANET 

for indiscipline computing resources. This can be categorised into two sub 

categories each having their own specifications. The first one is Internet 

Infrastructure Domain, which spans the entire internet.  Whereas the second one is 

Private Infrastructure Domain which deals with the privatised network systems. 

● Infrastructure domain: There are two components to it as well. The first one is 

roadside infrastructure domain and the second is central infrastructure domain. 

This includes roadside elements and other infrastructure required to establish the 

transfer. 

The mobile domain communicates and exchanges data with the other domain to analyse 

and manage the information to perform certain actions. The infrastructure domain then 

talks with the generic domain and shares information with it in the second stage. This 

data flow between stationary and mobile resources allows users to make more efficient 

and productive use of the route. 

The on-board unit (OBU) and application units belong to the in-vehicle domain as shown 

in Figure 1.3. The connections are used to connect the devices using linkages that can be 

wired or non-wired. The system is made up of different vehicles used to link through a 

static node and a dynamic node. A wide range of convenient gadgets, like individual 

route gadgets and cell phones, are widely used for the cell phone in the specified domain 

using the static node. The linking of the RSU using the cellular network and OBU has 

been done to communicate the information and linkages between the nodes [14]. 



8 
 

 

Figure 1.3 Architecture for C2C-CC [15] 

1.3.2 Types of Communication 

The communication architecture of the VANET has been categorized into four different 

types [6] which are depicted as follows: 

1.3.2.1 In Vehicle Communication 

This type of communication is used to measure the performance of the system such as a 

driver’s driving a car and there is a drowsiness that is intense. The identification of such 

signs indicates that magnitude is very critical and intense for both driver and the safety of 

the vehicle. 

1.3.2.2 Vehicle to Vehicle (V2V) 

The transmission process between the vehicles has been carried out in order to help and 

assist the drivers in case of emergency and provide essential information. Nevertheless, it 
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does not require a fixed infrastructure for data sharing and is useful for applications such 

as data dissemination, safety, and security. 

1.3.2.3 Vehicle to Broadband Cloud (V2B) 

It is used for communication purposes using the vehicle and there is a need for broadband 

devices to share the information and different networks such as 3G or 4G that has been 

used for determining the statistics of the traffic, this improves driver assistance and 

vehicle tracking.  

 Data Processing 
 Power Consuming in 

Vehicle

Wireless 
Communication

Vehicle Condition 
GPS 

 V2V spacing 
 Lane Passing

Obstacle
Detection

V2V 
Entertainment

DSRC Driver 
Assistance

Traffic 
Control

V2B
 Data Processing 
 Power Consuming 

V2I
 Data Collection
 Environment/weather
 Road condition

Figure 1.4 Salient Features of VANET Communication [5, 6] 
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1.3.2.4 Vehicle to Infrastructure (V2I) 

This communication takes place along the roadside in order to equip with the information 

for communication from one place to another. It is widely used for delivering protective 

information and others such as real-time information. 

All of the communication kinds outlined above have taken place in VANETs 

architecture. Information sharing begins as vehicles move to transmit the information as 

long as the vehicle remains in the VANET; it functions and benefits from it 

1.4 Challenges in VANETs 

Traditional VANETs suffer different issues and challenges related to the management 

and technological devices along with flexibility issues and scalability. However, poor 

connection and lack of intelligence devices are added challenges suffered during the 

communication process. There are a number of technological issues that must be 

addressed prior to the deployment of VANET [16]. Some challenges are given below: 

1. Network Management: The system is based on the network topology and it is the 

connection with channel state that varies rapidly due to high mobility. As a result,  

tree structures can't be employed because of the change in topological 

infrastructure. 

2. Congestion and Collision Control: A problem is also posed by the network's 

infinite size. Rural locations have low traffic loads, and even urban areas have 

minimal traffic loads at night. As a result, network partitions are common during 

rush hours, when traffic loads are extremely high it causes the network to become 

congested and forces collisions to occur. 

3. Environmental Impact: Electromagnetic waves are used to perform 

communication in VANETs. The environment has an impact on these waves. As a 

result, the environmental impact of deploying the VANET is added. 

4. MAC Design: A MAC address, short for Media Access Control address, is a 

unique identifier assigned to a network interface card by the manufacturer. It is a 

hardware address that is used to uniquely identify devices on a network at the data 
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link layer of the OSI model. It is unique and has distinct phases to connect with 

the other devices.  

5. Security: As a result of VANET's provision of life-saving road safety apps, the 

security of these messages must be ensured. 

Vehicular Network Challenges

Addressing

Risk Analysis

Secure Localization

Data Trust

Delay Constraints

Privacy

Efficient Routing

Reliability

Packet Congestion 

 

Figure 1.5 VANET Challenges [16] 
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1.5 Routing (routing protocols and their challenges) 

Due to the high mobility of VANET, choosing the right routing protocol is crucial. The 

packets in the network have been transferred from one device to another using the 

number of cars which are increasing and decreasing, posing new issues for routing 

protocols. Also, because of the complex nature of VANET, the practitioners used 

different protocols as described in the below sections [7]. In addition, Figure 1.6 depicts 

the routing protocol classification. 

 

Figure 1.6 Routing Protocol Classification [7] 

1.5.1 Protocols Based on Geographical Information 

The geographical locations have been used to connect the end-to-end communication 

using the network address in these protocols. The Load Balancing Routing Protocol 

(LBRP) calculates and configures routes based on information from node locations. As a 

result, there is no need to create routing tables. Beacons, position, and service of 

transferring the information are the main protocols of geographical positioning. 

Furthermore, as the car travels through a region such as a tunnel, satellite signals become 

poor. However, when it comes to the highway environment, it performs well. It also has 

the benefit of being efficient and works well in a complex system. 

1.5.2 Broadcast Based Routing Protocols 

This protocol sends data packets to the neighbour nodes using the broadcast channel 

across the entire VANET. When the service of a particular node is out of range or 

inefficient, the said protocol is applied. Typically, different condition has been employed 

to warn the users against safety protocols such as conditional alarms, warning systems, 

and so on. There are different examples of broadcasting routing protocols for instance 
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Decentralized Congestion Awareness (DECA) based on position, density, etc. The 

reliability of the aforementioned procedures is a plus. However, these protocols use more 

bandwidth, and a large number of packets that are redundant reach the destination which 

badly impacts the performance of the network. 

1.5.3 Cluster Based Routing Protocols 

Vehicles having similar properties are grouped in terms of energy, speed and so on under 

this protocol. Furthermore, communication via local node is possible using the vehicle 

nodes that are communicated using the cluster node through a direct path. Furthermore, 

communication is possible when the interaction has been done with the usage of Cluster 

Head (CH), it will need the assistance of its (CH) to get there. It is a fantastic choice for 

network builders because of the scalability factors. However, one of its disadvantages is 

traffic congestion. This protocol is best shown by an open interaction network in which 

communication is possible through the clustering process. 

1.5.4 Geo-cast Routing Protocols 

The Zone of Relevance (ZOR) and Zone of Forwarding (ZOF) are the two key parts of 

the Geo-cast protocol. The former part is used to reserve the area for the regional nodes. 

The major objective of this protocol is to allow vehicles in ZOR to communicate with 

one another. Furthermore, the communication between the vehicles has taken place when 

the interaction is especially within the ZOR rather than ZOF on a regular basis. The 

communication between the nodes has been carried out considering the ZOR, and this 

point falls into the category of downsides. 

1.5.5 Routing Protocols Based on the Topology 

This section throws light on the RP’s based on the topology. The three types of protocols 

are there such namely reactive, proactive, and hybrid. Figure 1.7 also shows the parts of 

RP’s that interacted with the nodes in an interactive environment. 
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Figure 1.7 Architecture of RP’s [7] 

1.5.6 Proactive Protocols 

The protocols where the route is decided before the actual data transfer come under this 

category. Because the protocols compute the route on a regular basis, the routing table 

changes or updates often. The Bellman-Ford Algorithm (BFA) is a well-known protocol 

that is used to keep the data and information safe and thus, transfer the information 

further by establishing robust routes. Optimized Link State Routing (OLSR) and 

Destination Sequenced Distance Vector (DSDV) are two examples of these protocols. 

The OLSR protocol is essentially a more polished and improved form of the link state 

protocol. This protocol works in such a manner that changes in the topological network 

broadcast the messages to all the connected nodes, thus increasing the cost of the 

network. The Destination Sequence Distance Vector (DSDV) RP works on the basis of 

an algorithm of Bellman-Ford. The information is in the form of a sequence number that 

has been maintained to avoid the looping problem in the routing architecture. 

1.5.6.1 Destination Sequenced Distance Vector (DSDV) Routing 

The goal of the DSDV protocol is to construct routes that are loop-free and available 

while using end-to-end communication and the technique based on distance vector is also 

used to determine the shortest path. The protocol sends two sorts of packets namely, the 

incremental and the other is full dump. The routing information is bestowed in full dump 

packets and the updates are present in the incremental packets. Full dump packets 

consume more bandwidth, while incremental packets are sent more frequently, increasing 
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network overhead. Due to bandwidth usage and update methods, the DSDV protocol is 

not appropriate for large networks [17]. 

1.5.6.2 Optimized Link State Routing Protocol (OLSRP) 

OLSR is a robust protocol used for point-to-point communication using the traditional RP 

that falls under the category of proactive. For route establishment or route maintenance, it 

employs a technology known as multipoint relaying, which optimizes the message and 

flooding process. Multi-Point Relays (MPR) [18] is an algorithm that reduces the number 

of active relays required to cover the neighbours. The protocol was created to ensure the 

accuracy and stability of data routing in a network. Neighbours such as optimized state 

and multipoint relays are well-established protocols that maintain the routing information 

and two-hop links. These are two fundamental principles in the Optimized Link State 

Routing protocol (OLSR). Updates are only received once per node, and unselected 

packets are unable to retransmit updates. 

1.5.7 Protocols Based on the Reactive Nature 

Such protocols have no access to all of the nodes' information [19]. It simply saves 

information about the nodes that pass via the route. AODV, DSR, and DYMO are 

examples of reactive protocols. 

In VANET, if the information about the route is present in a table, it will be forwarded to 

the destination. If this is not the case, the overhead of broadcasting is decreased, thanks to 

the protocols mentioned. Furthermore, as per [20] the route discovery procedure would 

be done on demand. After AODV, DYMO work in two modes [21], and route finding 

approach is available on demand anytime.  

1.5.7.1 Dynamic Source Routing (DSR) 

The working of Dynamic Source Routing is similar to AODV in the sense that it also 

creates the routes on demand rather than tables to do so. DSR does not use beacons and 

does not require hello packets to be sent on a regular basis. DSR works by flooding route 

request packets into the network dynamically, then having the destination node respond 
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to carry the route-traversed packet in its header. The complete order list of nodes allows 

packets to be routed, eliminating intermediary location checking. Using this technology, a 

route is now included to access the information about the packets transferred from one 

location to another in static mapping [22]. 

1.5.7.2 Ad-hoc On-Demand Distance Vector (AODV) 

AODV creates routes on demand and relies on source routing rather than tables to do so. 

The AODV protocol is a demand-based reactive protocol. DSDV and DSR algorithms 

are used in AODV protocols. The discovery process has been initiated using these 

protocols in which routing tables had been used and requests are processed based on the 

demand of the user. Further, the process is reached in the discovery process until all the 

request has been met successfully. Before transmitting the packet to their neighbours, the 

RREQ packets are unaware of the active route for the requested target. [23]. 

1.5.8 Protocols Based on Hybridization 

It is a combination of two or more protocols working effectively to reduce overhead and 

energy consumption by sharing topological information on a regular basis [24]. The 

network's efficiency and scalability have improved, thanks to the hybrid approach. The 

disadvantage of the hybrid technique, on the other hand, is the high latency when 

navigating new routes. ZRP is a typical protocol that uses a hybrid method (ZRP). 

1.5.8.1 Zone Routing Protocol (ZRP) 

This protocol is used to reduce the extra overhead and late delivery of packets associated 

with the discovery of the route. Furthermore, this is used to split a collection of nodes 

into zone distinct and overlapping zones, and the nodes are present within the zone 

radius. The zones are created based on hop distance and selected based on the topological 

distribution of nodes. The nodes at the zone's edge are known as peripheral nodes. The 

radius of length determines the size which is accomplished via a protocol that falls inside 

the zone [25]. 
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1.6 Applications of VANETs 

Various applications of VANETs are discussed in terms of road safety applications, 

traffic, and environmental control.  

1.6.1 Traffic Application for Safe Road 

The VANET is primarily used to decrease traffic accidents that result in the death of 

passengers. These apps provide information and assistance to drivers by exchanging data 

(intersection position, speed, and distance) between automobiles and RSU in order to 

avoid crashes with other vehicles and detect dangerous locations via exchanging 

information. As illustrated in Figure 1.8, some application models are given below [26-

28]. 

a. Accident due to crossing and vehicle intersection: There is a chance of risk of 

the collision of the two vehicles which results in intensive damage to the 

humans. 

b. Support mismatch due to alteration of the lane: It is a common phenomenon 

on the road to witness vehicles changing lanes. But, not many riders do it 

carefully considering the person coming from the other side. In case of 

support mismatch, there is a severe danger to the vehicles that are changing 

paths from one side to the other. 

c. Overtaking vehicle: There is a risk in a mode such as a bypass in which a 

vehicle overtakes the other vehicle without giving any prior information to the 

other driver. For example, there is a risk of vehicle 3 damage as vehicle 1 

overtakes vehicle 2 but vehicle 3 without any sign overtakes both, then an 

accident assure in such a place that results from vehicle crashes.  

d. Emergency vehicle: There are different vehicles that have emergencies such 

as ambulances,that can pass information to the adjacent vehicles to give way 

to the emergency vehicles. Such useful messages can be replayed by other 

vehicles or RSUs. 
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e. Taking the wrong direction: There is a probability that a car passes from one 

to another place using an erroneous direction that leads to serious accidents 

and crashes. 

f. Conditions (traffic): The vehicles used are driven by the driver in a very fast 

mode rather than following the speed limits prone to accidents and crashes. 

g. Omitting the laws: RSU is feasible to detect and monitor the violation of 

signals by collecting the information about the vehicles omitting the signal 

violation in a hurry. 

h. Risk of collision: There is a risk of collision during the movement of vehicles. 

So, RSU is feasible and viable to transfer the information to the neighbouring 

cars. There is a need to follow the traffic rules and need to improve the flow 

of traffic and control the speeds of the cars. Some models of applications are 

in [29-30]. 

1.6.2 Applications for Informative Purposes 

“Information is a key resource for successful decision-making” says Bill Gates. The 

transfer of correct information at right point of time can lead to great achievements. 

Information sharing stands as one of the most significant applications of VANET. While 

driving on road if the information regarding the road quality, traffic and the status of 

congestion is shared securely and timely it can result in saving time, energy and 

resources.  

It can be broadly classified as: 

a. Services supported locally: The information used to convey a viable 

message and accessed locally by e-commerce [31-32]. 

b. Services supported globally: The information via the internet and using 

different applications such as Skype and other platforms to manage the 

financial filings and other support globally [33-34]. 
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Figure 1.8 Applications Based on VANETs [31-34] 

1.6.3 Attacks and Threats 

It has been observed that a vehicle can cheat the designed security system with its 

position to escape the liabilities. Thus, a secure position verification of the vehicle holds 

great significance. Before discussing the behaviour of the type of threats posed by the 

VANETs, the attackers need to be classified for addressing the threat. 

1.6.3.1 Categories of Security Threats in VANETs 

The attackers can be broadly classified based on the capacities of the attack [35-37]. 

● Insider or Outsider:  Within the network under study, the insider is the legitimate 

member of the defined network that can communicate with other members of the 

network. While the outsider is considered an intruder by the network members 

that limits the attacks that can be mounted by the outsider.  
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● Active or Passive: The attacker is referred to as an active attacker when it can 

generate signals or packets while the passive attacker is a type of eavesdropping 

in the network.  

● Rational or Malicious:  The attacker is termed a malicious attacker when the 

attacker is aimed at causing harm to the network members to alter the 

functionality of the network. While the rational attacker has some motive behind 

the attack and is usually predictable.  

● Local or Extended: Some attackers have limited scope despite the fact that they 

can control several entities. Such attackers are called local attackers. In contrast to 

this, the extended attacker can control a number of entities that may be scattered 

over the network. This extends the area and scope of an attacker and hence is 

named an extended attacker.  

Security is no doubt a key aspect of any communication system and knowhow of the 

attacker is very important to design security solutions.  

1.7 Machine Learning  

Two of the most common approaches to machine learning are supervised and 

unsupervised learning. Both options enable the user to supply the computer with a vast 

amount of data records in order for it to understand and establish relationships. This 

collected data is commonly referred to as a “feature vector”. There are two 

categorizations in supervised learning viz. regression and classification. The essence of 

their production vector is the distinction between the two. If the output variable is in the 

form of a real value, it is referred to as regression. For example size, weight, height, 

economic value, etc. Classification, on the other hand, is when the output variable is in 

the form of a class or category. Labelling the input data into exactly two categories is a 

binary classification. Marking in more than two classes is a multi-class classification. In 

the Unsupervised ML technique, the data is not labelled. The machine must find the 

correct target without any prior knowledge, and therefore detect unknown patterns in the 

data. For this reason, algorithms must be designed in such a way that they can find the 

appropriate patterns and structures for themselves in the data. In recent times a 

tremendous amount of research has been presented by researchers for reward-based 
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analysis. This type of learning involves reinforcement learning for improving the 

performance of VANET-based communication architecture [38-39]. A more detailed 

survey based on machine learning techniques is presented in the next chapter. 

1.8 Organization of the Thesis 

Chapter 1 provides the background of VANETs, important routing protocols, potential 

attacks, and the impact of machine learning in improving various applications of 

VANETs. 

Chapter 2 summarizes the detailed literature survey conducted while studying the status 

of existing research in relation to VANETs. 

Chapter 3 discusses the problem formulation and the drawn objectives of the current 

research.  

Chapter 4 is dedicated to the identification of the trusted and untrusted nodes in V2V 

communication while describing the implemented design.  

Chapter 5 outlines the packet-efficient architecture aimed to enhance V2V 

communication. Here, fuzzy logic is utilized for designing the rule set.  

Chapter 6 is dedicated to the evaluation of the designed architectures in terms of QoS 

namely throughput, packet delivery ratio, true detection rate, and jitter. 

Chapter 7 finally draws conclusions and discusses the scope of future research.  

1.9 Summary 

In this chapter, VANET is introduced along with its components, and type of 

communication. Further, the architecture of routing protocols has been detailed and each 

protocol is explained well. This is followed by the applications of VANET such as safe 

road applications. The threats and attacks in VANET are also categorized and finally, the 

organization of the thesis is detailed.  
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Chapter 2: Literature Review 

This chapter is dedicated to the detailed analysis of the existing and past research 

pertaining to the field of VANETs aimed at enhancing V2V communication. It has been 

observed that despite numerous applications such as traffic management, data 

communication, dissemination of warning messages, providing information on real-time 

road conditions, and diversions to impart driver safety, sometimes there also arise some 

security concerns. The literature review summarized in this chapter covers the success 

stories of various researchers available in authenticated publications to lay the foundation 

of the present research work.  

2.1 Survey of Existing Research 

(Kulkarni et al, 2010) VANETs have distinct applications used to model the problems 

related to scalability and others. A simulation-based study is critical in achieving the 

successful deployment of cars in actual circumstances and its associated influence on 

routing protocols in order to understand the complex problem. The author uses 

appropriate mobility measures to assess the performance of different mobility models and 

tries to link their influence on routing protocol performance. In the construction of these 

sorts of networks, routing protocols are crucial. The authors investigate the applicability 

of a reinforcement learning-based routing system to fulfill the demanding needs of 

vehicle networks [38]. 

(Desjardins, 2011) studies presented an increased capability in sensing, communication, 

and processing technologies have resulted in the development of driver-assistance 

technology (DASs). Systems like this are designed to assist drivers by either offering a 

warning to lessen the likelihood of a collision or performing part of the control chores to 

relieve a driver of repetitive and tedious jobs. For example, adaptive cruise control 

(ACC) is designed to relieve a driver of the responsibility of manually altering the speed 

in order to keep a steady speed or a safe distance from the car. Right now, improving the 

performance of ACC may be accomplished by vehicle-to-vehicle communication, in 
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which the current speed and acceleration of a vehicle can be relayed to the following cars 

through intervehicle communication. As a result, communication between vehicles and 

adaptive cruise control may be merged into a single system known as cooperative 

adaptive cruise control (CACC) [39]. 

(Dogru, 2012), the study used the person's signature behaviour to identify biometric 

activity. Authentication and authorization are two of the most common uses for it in legal 

documents. Dynamic or online recognition and static or offline recognition are two 

methods of verifying a signature. By using Artificial Neural Network, the author analyses 

signature photos using the offline recognition technique. The author employed machine 

learning using a supervised learning algorithm for offline signature recognition. The goal 

of employing an artificial neural network is to identify signatures that match the owners 

of the signatures automatically. Based on the present study, it was shown that cascade-

forward had the maximum accuracy of 100% and the lowest mean square error of 0 when 

compared to feed-forward back propagation [40]. 

(Bento, 2013) The legacy algorithm allows the intelligent intersection to handle cars that 

are used for Vehicle to Vehicle communication in a small number of cases. The created 

system approaches are designed to reduce the chances of failure, as a result, road traffic's 

environmental costs. Three intelligent traffic management algorithms are evaluated for 

use at road junctions, roundabouts, and crossroads. The experimental outcomes show that 

the proposed system was efficient and reduced the chances of failure and congestion by 

managing the output flux thus when compared to traditional traffic management 

techniques, the traffic rate was comparatively very low. When traffic is high, this drop is 

much more noticeable [41]. 

(Lai, 2015) Because of the great mobility of cars, the network architecture and 

communication connections in VANETs are subject to rapid modification. One of the 

most difficult tasks is determining how to reduce transmission delays while 

simultaneously increasing transmission stability. The authors used to detect the traffic by 

selecting the congested routes and vehicles having higher densities that can transmit the 

packets, and thus focussed on reducing the transmission delay, and is the focus of most 
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research in routing path establishment. The paper has presented the machine learning-

assisted route selection (MARS) system, which estimated the information required by 

routing protocols to improve their performance [42]. 

(Perfecto, 2017) The author proposes a unique method for a wireless communication 

system. The channel state information (CSI) and the queue state information (QSI) were 

taken into account together while constructing vehicle-to-vehicle (V2V) connections to 

accomplish this goal. The simulation analysis proved the success of the proposed 

framework in terms of throughput and latency/reliability trade-offs, as well as how it 

compares to numerous baseline techniques recently provided in the literature, in order to 

validate the proposed framework. Results from the proposed research demonstrate that 

ultra-dense vehicular scenarios may achieve performance benefits in terms of reliability 

and latency of up to 25%, with an average of 50% more paired cars than some of the 

baseline scenarios [43]. 

(Peng, 2018) Vehicle communications, manually driven cars, and autonomous vehicles 

all have the potential to gather valuable information that may be used to enhance traffic 

safety and support infotainment services, among other things. From the standpoint of the 

network layer, the author presents a complete summary of current research on allowing 

effective vehicular communications from a variety of perspectives. First, the author 

discusses the basic uses and distinctive properties of vehicular networks, as well as the 

categories that are used to categorize them. The authors first distinguish between manual 

and automated systems and then highlight the different techniques used for hand-off and 

structural networks that can be used in these vehicular networks. The authors then discuss 

the handoff strategies that can be used in these vehicular networks [44]. 

(Sim, 2018) Using fast machine learning (FML), the author offers a lightweight, context-

aware online learning method with demonstrated performance bounds and assurance of 

convergence. FML makes advantage of incoming data in order to learn about and adapt 

to its surroundings. Also, show that a real-world implementation of FML is feasible by 

offering a standard-compliant protocol that takes use of the current architecture of 

cellular networks and the capabilities that will be available in 5G in the future. Also 
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included is the ability to conduct a thorough review using actual traffic patterns collected 

from Google Maps. Using FML, there is a probability to access the information related to 

deployment time and it is provided with a learning rate, according to the results of the 

assessment [45]. Furthermore, by responding quickly to system changes, FML maintains 

performance within 5% of its ideal level of performance (i.e., blockage, traffic). 

(Uchida, 2018) With the advancements, it is believed that communication using the V2V 

will become more important for new types of distinct applications. However, cars that are 

generated by the rapid motions of the vehicles or noisy vehicles may create severe 

problems. When using a technique to adjust the effect of a noisy vehicle in its path, which 

in turn influences antenna direction. The research was focussed on using the control 

system that was implemented for direction controls that were developed based on the 

experimental findings. The results demonstrate the efficacy of the handoff strategies that 

can be used in these vehicular networks, which is encouraging [46]. 

(Yuvraj et al. 2018) had presented a cross-layer approach that could handle link 

asymmetry in order to maintain the quality of service. He has linked the quality of service 

with congestion avoidance or congestion control-aware routing. The simulation analysis 

evaluated the effectiveness of the proposed work in terms of reduction in the end-to-end 

delay with minimal overheads and better throughput. The work successfully defended the 

maintaining the quality of service to overcome the service deteriorating condition which 

was congestion in this case. However, the major drawback of this work was that only 40 

nodes were considered for the analysis of the congestion control mechanism in a network 

size of 1500m2 [47]. 

(Atallah, 2018) Because of the rapid development of the IoT, traditional systems had 

been evolved to use vehicles using the internet facility. Because of the fast growth of 

processing, the IoT offers enormous economic interest as well as significant academic 

value, drawing various advantageous alike that ensure the safety of drivers and the need 

for continuous connection to the vehicles connected via the internet. The proposed 

technique solves complex problems in an environmentally friendly manner. The deep 

reinforcement learning model, namely the deep Q-network, is exploited in this paper, 
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taking advantage of recent advancements in deep neural network training and analysis 

[48].  

(Kumar, 2019) A machine learning-based Delimited Anti-Jamming system for vehicle 

traffic conditions that is aimed toward efficiency. The research is focused on jamming 

cars, and it employs differentiated signal recognition and filtering to disclose the specific 

position of jamming-affected vehicles. For the purpose of examining frequency 

fluctuations induced by signal strength changes caused by jamming or other external 

threats, a foster rationalizer is utilized.  A machine learning open-source method was 

used to forecast the locations of the jamming vehicle. The approach was based on a 

decision tree that was based on an algorithm to anticipate the locations of the jamming 

vehicle. The suggested anti-jammer strategy is tested in comparison to current state-of-

the-art approaches to determine its overall performance [49]. 

(Wu, 2019) the author made a suggestion that the increase in the complexity and 

connectedness of contemporary vehicles has resulted in a significant increase in the 

security vulnerabilities associated with in-vehicle networks (IVNs). In spite of this, 

current IVN designs (for example, the controller area network) do not take cyber security 

into mind. This problem is addressed by intrusion detection, which is a very effective 

means of guarding against cyber-attacks on IVNs while also guaranteeing functional 

safety and real-time communication assurances. As a result, it has become necessary to 

do more investigation. Finally, the current trend, outstanding concerns, and upcoming 

research avenues are discussed in further detail [50]. 

(Yee et al, 2019) When operating in a single perspective, many autonomous vehicle 

systems are unable to take use of extra scene information obtained from the viewpoint of 

other cars on the road utilizing vehicle-to-vehicle communication technology, which is a 

significant drawback. The author investigates how enhanced data sharing might improve 

the perceptual capacities of autonomous cars in his paper. Using a 3D sensor fusion 

approach, the methodology distributes sensor data and objects recognized by state-of-the-

art deep learning networks amongst cars in order to boost the confidence of autonomous 

driving systems in identifying objects. An advantage of this strategy is that it may be used 
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in cases when an item is obscured (totally or partly) or positioned too far away to be 

adequately classified by a single-vehicle [51]. 

(Souhir, 2019) When communicating between vehicles (V2V), there is a difficulty with 

RRM. The authors used to propose a dynamic model using the Q-learning technique in 

which the algorithm is based on the sharing of resources and other processes of resource 

allocation introduces. The results of the simulations show the suggested technique 

provides a solution that is viable and fit while successfully improving the network 

performance. The authors further used the device-to-device technology which is a new 

technology that offers numerous benefits, including improved spectral efficiency. D2D 

communication is becoming more popular, it is being applied in a variety of domains 

such as privacy, and managing the network traffic for unloading, among others [52]. 

(Huang, 2019) Machine learning has lately received a great deal of interest for a wide 

range of applications, mostly because it works superior in managing the issues related to 

identification and recognition. There is a crucial use is the study using the channels, 

which is described below. These are the problems and possibilities associated with using 

algorithms for the assessment, which are discussed further in this article. A number of 

cutting-edge constraints, including the detection of channel line-of-sight circumstances, 

and the MPCs, are discussed in this article. The information collected via these 

procedures is used to develop accurate channel models, among other things. Furthermore, 

several difficulties associated with machine-learning-based data processing for the V2V 

channel are discussed [53]. 

(Gyawali, 2019) Automobile networks are vulnerable to a wide range of assaults, 

including denial-of-service (DoS) attacks, Sybil attacks, and false alarm generation 

attacks, among others. There have been a variety of cryptographic approaches suggested 

to defend vehicle networks from these types of cyber attacks. However, it has been 

shown that cryptographic approaches are less successful when it comes to protecting 

against insider assaults that originate inside the vehicle network system. It has been 

discovered that a misbehaviour detection system is more successful in detecting and 

preventing insider assaults. Machine learning-based misbehaviour detection system that 
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is trained on datasets created via intensive simulation in a realistic vehicular network 

environment [54]. 

(Kim et al., 2020) employed multi-criteria-based decision-making to overcome the 

limitations of the single metric routing protocols. This involved extending the existing 

AODV and OLSR protocols. In the AODV protocol strategies are applied to modify root 

request and reply mechanisms, while in the case of OLSR, a multi-path relay selection 

was proposed. The simulation study showed that a 15% overhead reduction was observed 

with a 21% lower end-to-end delay in comparison to other geographical routing 

protocols. However, the work badly suffered from the limited number of nodes (40 

nodes) being deployed in a large network size of 6000m2 which was not enough to justify 

the effectiveness of the approach [55].  

(Patel and Ajmeri, 2020) Vehicular networks are on their way to being the most widely 

used and applied of all mobile ad hoc networks by the end of this century. Vehicular ad-

hoc networking (VAN) is a new technology that will be used for on-the-road 

communications in the future. Automobile networks were expected to enable a wide 

range of communication applications due to the virtues of vehicle-to-vehicle and vehicle-

to-infrastructure communications. These applications were expected to include diverse 

on-road applications in addition to deploying various road safety services. A powerful 

method of artificial intelligence, machine learning, may give a rich set of tools for 

networks to use to exploit such data for their own gain if done correctly. Specifically, in 

this research, the simulation will be carried out on the Road Traffic Simulator in order to 

offer secure communication between cars while avoiding traffic congestion [56]. 

(Ullah, 2020) The primary goal of this research is to examine how artificial intelligence 

(AI), machine learning (ML), and deep reinforcement-learning (DRL) are being used to 

accelerate the development of smart cities. The strategies described above are effective in 

the construction of optimum policies for a variety of complicated challenges relating to 

smart cities and urban planning. Specifically, they discussed a number of current and 

future research issues and areas in which the aforementioned methodologies may play a 

significant role in the realization of the notion of a smart city [57]. 
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(Turan, 2021) It is the goal of heterogeneous vehicular communications to enhance 

security, and reliability, and reduce the delay of vehicle-based communications by 

incorporating numerous different communication technologies into a single 

communication system. Conventional fitting-based models for route loss prediction and 

rule-based models for radio frequency (RF) jamming detection of various communication 

systems both fall short of addressing the full range of mobility and jamming situations. 

Technologies such as Vehicular Visible Light Communications (V-VLC) provide 

dependable V2V communications. With the use of measurement data, the authors 

proposed research to employ Random Forest regression and classifier-based methods, in 

which numerous learners with diversity are trained and the outcome is computed by 

averaging the outputs of all learners [58]. 

(Khatri, 2021) Intelligent Transportation Systems are primarily concerned with reducing 

communication delays between cars and remote sensing units (RSUs), ensuring smooth 

traffic flow, and ensuring road safety. The VANETs have attracted the interest of several 

academic groups because of their use in such situations. These systems need continual 

monitoring to ensure correct operation, opening the door to the use of Machine Learning 

techniques on the large amounts of data created by various VANET applications (for 

example, crowd sourcing, pollution control, environment monitoring, etc.). Machine 

Learning is a technique in which a machine automatically learns and improves itself 

depending on data that has already been processed. Safety, communication, and traffic-

related difficulties, as well as the infeasibility of implementing VANET systems, were 

discussed in detail by the author, who also studied how machine learning algorithms may 

be used to solve these challenges [29]. 

(Kang Kim et al, 2021) A neuro evolution of augmenting topologies-based adaptive beam 

forming technique was presented by the author to manage the radiation pattern of an 

antenna array and, as a result, limit the impacts induced by shadowing in urban V2V 

communication at intersection situations. Additional factors such as the sizes of adjacent 

cars and weather conditions may have an impact on communication. Communication in 

urban V2V communication settings becomes incredibly challenging as a result of this. 

Because the failure to report vehicles or accidents in time may result in the loss of human 
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lives, this study focuses on enhancing urban vehicle-to-vehicle (V2V) communications at 

junctions by using a transmission method that is capable of adjusting to the surrounding 

environment [59]. 

(Wong, 2021) For real-time on board traffic forecasts, vehicle-to-vehicle (V2V) 

communication is used in conjunction with satellite navigation. A hybrid strategy is 

presented, in which physics-based models are complemented with deep learning 

techniques, rather than deep learning alone. It is possible to increase the prediction 

accuracy by using a recurrent neural network. The hybrid model developed by the author 

is capable of predicting velocity up to 40 seconds in the future with higher accuracy than 

physics-based baselines in the field. Detailed research is being done to examine the many 

approaches to merging physics with deep learning that are currently available [60]. 

(Presses, 2021) Vehicle-to-Vehicle Communication (V2V) has made transportation safer 

and more efficient by enabling wireless communication among moving automobiles. The 

V2V physical and medium access control (MAC) layers are specified by this technology, 

which is the primary enabler. V2V networks are built on an ad hoc basis from vehicular 

stations that depend on the delivery of broadcast transmissions in order to provide the 

services and applications that they are envisioned to provide. When used in dense 

topologies, such as those seen in metropolitan networks, an appropriate MAC must be 

able to provide sufficient capacity for V2V communications [61]. 

(Bahramnejad, 2022) In the transportation business, vehicular ad-hoc networks 

(VANETs) are a developing technology. In order to assure road safety, vehicle 

communications must be reliable. In this study, an analytical approach for estimating the 

dependability of Vehicle-to-Vehicle (V2V) communications in Cognitive Radio (CR)-

VANETs is described. The proposed framework takes into account node reliability as 

well as various physical, MAC, and network layer challenges for communications 

reliability, such as the likelihood of channel availability for CR-enabled vehicles, channel 

fading, transmitting vehicle contention, hidden terminal problem, and transmission 

redundancy. Additionally, the suggested analytical framework is used to construct a 



31 
 

dataset, and the reliability estimate of V2V communications is automated using an 

Artificial Neural Network (ANN) model [62]. 

(Zheng, 2022) The author studies the use of full-duplex technology in vehicular networks 

and develops a unique decentralized resource allocation system for full-duplex vehicle-

to-vehicle (V2V) communications that is based on deep reinforcement learning and based 

on deep reinforcement learning. An agent is viewed as everything that exists outside of a 

specific V2V connection, and everything else is treated as the environment, in accordance 

with the mechanism. Each agent may autonomously learn about its surroundings and 

satisfy the needs of V2V delay limitations, all while reducing interference in the V2I 

communication procedure. According to the simulation findings, the total capacity of the 

full-duplex is greater than that of the half-duplex in terms of data transmission [63]. 

2.2 V2V Communication Based on Machine Learning 

(Aznar Poveda et al, 2021) proposed an analytical model that balances transmission 

power and data rate in a non-cooperative network. The authors specifically train a Deep 

Neural Network (DNN) to exactly optimize both parameters for each vehicle without 

relying on extra data from neighbours or deploying any new roadside infrastructure. The 

results show that the proposed method not only reduces congestion but also offers 

adequate transmission power to satisfy the application layer needs at a given coverage 

distance. Last, the proposed method is thoroughly tested and assessed in three actual 

scenarios and under various channel circumstances, confirming its durability and superior 

performance in contrast to alternative solutions. The outcome in terms of PDR is 0.9, the 

number of decoded packets is 0.7, and the transmitter power is above 10 dBm [90].  

(Choi et al, 2021) used the random forest (RF) algorithm and the long short-term memory 

(LSTM) method to develop a trajectory prediction method and architecture for encoders 

and decoders in this study. The target vehicle's row and column will be calculated using 

the RF algorithm and the LSTM encoder-decoder architecture, respectively, after an 

occupancy grid map is first created for the area surrounding the target vehicle. The test 

vehicle was outfitted with a camera, LIDAR sensors, and vehicular wireless 

communication devices for the gathering of training data, and the experiments were 
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carried out in a variety of driving situations. The results of the vehicle tests show that the 

suggested method offers more reliable trajectory prediction when compared to current 

trajectory prediction techniques [91]. 

Chbib et al, 2022 proposed an energy efficient two algorithms to secure the routing 

protocols against a variety of threats that aim to compromise secrecy, authentication, 

security, and integrity in a vehicle-to-vehicle scenario. By computing the percentage of 

updated destination addresses, the first algorithm determines whether each vehicle is 

engaging in malicious activities. This vehicle is labelled as harmful if it exceeds a set 

threshold. Other than that, it is a typical vehicle. The second method monitors the Signal 

to Interference Ratio (SIR) value, modifies the distance, modifies the power received, and 

modifies the sent power value in order to identify fraudulent adjustments. The authors 

computed the end-to-end delay, PDR, and overhead. The PDR for the Dest-anti attack is 

65% while overhead is 15 for 120 vehicles [92].  

(Kaur and Kakkar 2022), this research develops an attack-focused hybrid optimization-

based Deep Maxout Network (DMN) in VANET. A hybrid network is used for the 

Cluster Head (CH) selection and routing procedure by optimizing software. To carry out 

an efficient classification procedure, the feature selection method is very important. 

Additionally, DMN is used to carry out attack classification, and it is demonstrated by 

optimizing software. The precision and recall of the proposed technique are 0.9395 and 

0.9462 respectively while routing performance with energy and trust is about 0.25J, and 

0.402 [93]. 

(Paranjothi and Atiquzzaman 2022) presented a framework using the statistical technique 

to detect rogue nodes for vehicular scenarios. The authors used the on board unit in 

conjunction with the fog computing model to analyse the information from different 

vehicles. The authors further presented an extensive simulation to create a dynamic layer 

and presented a network model, traffic flow model, and attack model. The outcomes in 

terms of TPR, FPR, throughput, overhead, and data processing time had been computed. 

The average throughput is 8.987Mbps while the data processing time is about 2.34ms 

[94].  
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(Cárdenas et al. 2022) presented a gradient decision tree-based routing protocol for 

VANET. The authors present the route map and build the model in three different steps 

considering the urban VANET scenario. The authors consider the different metrics such 

as Euclidean Distance, Trajectory Metric, Vehicle density, available bandwidth, and 

losses in the MAC layer. The validation accuracy is almost 100% for 20 to 50 tree depth 

in the training phase and 0.87 during the testing phase. The performance metrics in terms 

of TPR, FPR, kappa coefficient, and F-score was computed. The cohen’s Kappa is 0.735 

while F-score is 0.845. Further, the authors compute the packet loss ratio which is more 

than 20% for 150 vehicles/km, and end-to-end delay is more than 20 msec for the same. 

The study is limited to providing the desired results due to an increase in delay [95]. 

(Türkoğlu et al, 2022)  has on hand an extensive catalogue of machine learning base 

classifiers in this regard to identify DDoS attacks directed at SD-VANETs. Primarily, a 

dataset with characteristics of both regular network traffic and DDoS network traffic was 

acquired using an SD-VANET topology that was developed experimentally. Then, the 

dataset's most distinctive characteristics were chosen using the Minimum Redundancy 

Maximum Relevance (MRMR), a selection algorithm for feature selection. Additionally, 

during the learning phase, the Bayesian optimization method was used to optimize the 

classifiers' hyperparameter. According to the experimental findings, the Bayesian 

optimization-based decision tree classifier and MRMR feature selection produced a 

99.35% accuracy score [96]. 

2.3 Survey of Existing Routing Protocols 

The most difficult task for the routing protocol is to decide the best route that is both 

adaptable and safe. Basically, a routing protocol is defined as a rule set that assists the 

packets to move from the source towards the destination within the network. There are 

lots of routing protocols that are used in VANET and applied according to the 

circumstances. Figure 2.1 shows the most widely used protocols. 
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Figure 2.1 Routing Protocols [97] 

2.3.1 Reactive (On-Demand) Protocols 

The term “on-demand” says that the route is built only when it is required by the source 

node. It keeps these routes open for as long as the sources demand. Knowledge does not 

need to be disseminated in reactive protocols. When data is transmitted from the source 

to the destination, it absorbs bandwidth. The AODV (ad-hoc on-demand distance vector), 

DSR (distance vector routing), and ABR (Associatively Based Routing) protocols are all 

reactive protocols. On request, this routing protocol needs a route determination process. 

A kind of global search procedure is used if a route is needed [98].  

2.3.1.1 Ad-hoc On-Demand Distance Vector (AODV) Routing Protocol 

The communication protocols in wireless systems are developing. The protocol, 

named AODV as on demand routing protocol/ reactive protocol as a union of DSDV as 

well as DSR. A route in AODV is calculated in the same way as DSR through the route 

discovery process [92]. The routing table is maintained by AODV for one entry per 

destination, but DSR has a number of entries of route cache for every destination. [99].  

The control messages in AODV are mentioned below: 

VANET Routing Protocol 

REACTIVE (on-

demand) 

PROACTIVE (table 

driven) 

HYBRID 

ZRP 
AOD

V 

DS

R 

TORA DSD

V 

WRP OLSR 



35 
 

 RREQ (Route Request) 

 RREP (Route Reply) 

 RRER (Route Error Message) 

The intermediate nodes register their route tables at the address of the neighbour, 

from whom the first copy of the broadcast package was obtained during the RREQ pass, 

thus creating a reverse direction. These packages would be discarded if more copies of 

the same RREQ are obtained later [100]. When RREQ arrives at a destination or 

intermediate node with a sufficiently fresh path, the destination or intermediate node 

responds by uploading a route response packet (RREP) to the neighbours from whom it 

got the RREQ as shown in Figure 2.2. 

 

Propagation of PREQ 

 

Figure 2.2 The Discovery Process 
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By reversing the route of RREP along with the back path, nodes in this path have 

set up their forward path entry into the route table pointing to the node through which the 

RREP arrives. The route entry also deletes any routes that haven't been used in the given 

amount of time. AODV only supports the utilization of symmetric links since RREP is 

passed on the route set by RREQ. 

2.3.1.2 Dynamic Source Routing (DSR) 

The initial node generates Route Request (RREQ) that is forwarded over the data 

packets that further specify the destination as well as the source node. The salient feature 

of DSR is the utilization of the concept of source routing. In the source routing technique, 

the sender node from where the data packet is sent computes the complete sequence of 

nodes by which the data packet should be transferred to the destination node. That detects 

each forwarding “hop” through the address of the consequence node by which 

transmission of the packet takes place [101].  

2.3.1.3 Temporarily Ordered Routing Algorithm (TORA) 

It is adaptive in nature, distributed routing algorithm, and is loop-free on the basis 

of the link exchange concept. It works with an approach that is based on source adaption 

to deliver multipath and loop-free routing. In this algorithm, the link reversal plays a very 

significant role as it controls the message flow within the formulated network and 

segregates them according to the topology. It mainly functions dynamically in three 

phases, first, it creates a route, then it maintains the created route for the data 

transmission and then finally it erases the route. It regularly communicates with the nodes 

and also assures that problems do not arise to infinity. 

2.3.2 Proactive Protocols 

It is a table-driven protocol that regularly accepts and is up to date for the series of 

nodes in the route. Proactive protocols attempt to determine the route in a continuous 

manner inside the network by which while packet forwarding requires, the route is 

already known so that it can be consumed immediately. The working of the protocol is 

maintained by using a table to take care of the current nodes inside the network. The 
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advantage of reactive routing protocol is that once a route is required there is little 

amount of delay until the route is analysed.  

2.3.2.1 Optimized Link State Routing Protocol (OLSR) 

Over the last few years, the OLSR has grown in popularity as one of the most 

popular proactive routing schemes. For mobile ad-hoc networks, the OLSR is developed. 

It is a constructive table-driven protocol, which ensures that topology information is 

shared with other network nodes on a regular basis. The optimization achieved with 

Multipoint Relay (MPRs) works well in this sense, making it well suited for large and 

dense mobile networks. In comparison to the classic switching state algorithm, the larger 

and denser a network is, the more optimization can be accomplished. OLSR uses hop-by-

hop routing, which means that each node routes packets based on its local information. 

OLSR is better suited for networks where traffic is intermittent and random through a 

larger number of nodes, rather than almost exclusively between a small set of nodes. 

OLSR is also ideal as a proactive protocol in situations where contact pairs change over 

time: in this case, no additional control traffic is created because all known destinations' 

routes are maintained at all times. Only selected nodes, known as MPRs, are used to 

retransmit control messages in OLSR, which decreases the overhead stream of control 

traffic. The number of retransmissions needed to transmit a message to all nodes in the 

network is greatly reduced using this technique. Each node in the network chooses a 

group of nodes in its symmetric 1-hop environment from which the messages are sent. 

The MPR, or set of the node, is a list of selected neighbour nodes [102]. 

As one of the most popular proactive routing schemes, the Optimized Link State 

Routing protocol (OLSR) has been attracting more and more attention in recent years. 

The Optimized Link State Routing Protocol (OLSR) is developed for mobile ad hoc net- 

works. It operates as a table-driven, proactive protocol that exchanges topology 

information with other nodes of the network regularly. It minimizes the overhead from 

flooding of control traffic by using only selected nodes. This technique significantly 

reduces the number of retransmissions required to flood a message to all nodes in the 
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network. Each node in the network selects a set of nodes in its symmetric 1-hop 

neighbourhood which may retransmit its messages. 

2.3.2.2 DSDV 

The concept behind this routing protocol is based on the classical Bellman-Ford Routing 

Algorithm with a few enhancements like making it loop-free. The said routing strategy is 

less robust as compared to the link state routing mechanism. The two major reasons 

behind the same are the effect of bouncing and counting to infinity.  

Under this routing protocol, the information is disseminated at a particular time 

interval which is the same with every node present inside the network for maintaining the 

changes within the routing table [103]. 

2.3.2.3 WRP 

Murthy and Garcia-Luna-Aceves [105] introduced the wireless routing protocol. 

The main goal is to keep track of the shortest distance between each destination and all 

nodes in the network. WRP stands for Wireless Routing Protocols and is known as a 

loop-free routing protocol. WRP is a path-finding algorithm that avoids the count-to-

infinity problem by requiring each node to verify the accuracy of predecessor information 

recorded by all of its neighbours. To keep more accurate details, a set of four tables are 

used by each node within the network. These are the Message Return Table (MRL), Call 

Cost Table (LCT), Routing Table (RT), and Distance Table (DT) [104]. 

2.3.3 Hybrid 

This type of protocol is formed by overcoming the disadvantages of both 

proactive and reactive protocols. Reactive protocol is economic whereas proactive 

protocol’s latency rate is small. Therefore by using these two advantages, a hybrid 

routing protocol is developed. This protocol is a combination of proactive as well as 

reactive routing protocols. It uses a mechanism that requires a jet protocol and a proactive 

protocol table mechanism to eliminate overlap network problems. The hybrid protocol is 

best suitable for large size of networks. In addition, routing in a large region of the 
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network is done outside of the proactive approach and the zone routing is done through a 

reactive approach and divided into several zones among them Zone Routing Protocol 

(ZRP) is the most important routing protocol [104].  

Out of the studied routing protocols made in the literature survey [38, 42, 51, 53, 55, 66], 

AODV has been studied as one the most suitable routing architectures to be implemented 

in VANET. A detailed comparative analysis of the existing studies for addressing various 

types of attacks in VANETs is summarized in table 2.1. The table also highlights the 

machine learning techniques used by the authors with the possible limitations of their 

studies.  

Table 2.1 Comparative Analysis of Approaches for Addressing Attacks in VANETs 

Authors and 
citation 

Technique Attack  Dataset  Findings Limitations  

Kang, I.,  
(2012) [106] 

SVM 
DoS, U2L 
R2L, 
Probe 

DARPA 1999 

Higher 
capabilities 
in terms of 
accuracy for 
attack 
detection  

Suitable for 
specific 
types of 
attacks and 
face 
difficulty in 
the 
detection of 
unknown 
attacks 

Hu, W.,  
(2014). 
[107] 

GMM+ 
PSO+SVM 

DoS, U2L 
R2L, 
Probe 

KDD Cup 
1999 

Higher 
accuracy 
with lower 
FAR during 
anomaly 
detection 

Models 
consume 
more time in 
computation 

Alom, M. 
Z.,(2015) 
[108] 

DL 
DoS, U2L 
R2L, 
Probe 

NSL-KDD 

The model 
has a higher 
rate of attack 
detection 
and 
classification 
accuracy  

In complex 
scenarios 
model 
becomes 
expensive 

Leandros, 
A., M. 
(2015) [109] 

SVM+KNN DoS,  
Open-source 
real-time 
traffic flow 

Higher 
anomaly 
detection 

Higher FAR 
in dense 
traffic flow 
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dataset accuracy and 
lower 
computation 
time 

scenarios 

Aburomman, 
A. A., 
(2016) [110] 

SVM + KNN 
+ PSO 

DoS, 
Probe, 
R2L, U2L 

KDD Cup 99, 

Higher 
accuracy of 
attack 
classification 

High 
computation 
cost 

Jabbar, M. 
A.,  
(2017) [111] 

DT 
DoS, U2L 
R2L, 
Probe 

Kyoto 

Higher 
accuracy 
with a 
minimum 
error rate 

The model 
has Low 
computation 
speed in a 
heavy traffic 
scenario 

Shone, N.,  
(2018) [112] 

DL 
DoS, U2L 
R2L, 
Probe 

KDDCup99 
and NSL-KDD 

the proposed 
model shows 
promising 
results in 
terms of 
accuracy and 
time 
reduction 

The model 
is weak in 
real-world 
zero-day 
attacks 

Liang, J., 
(2019) [113] 

Feature 
extraction and 
I-GHSOM-
based 
classifier 

Sybil 
attacks 

Open-source 
vehicle BSM 
and map road 
data 

Higher 
attack 
detection 
accuracy, 
processing 
efficiency 

Performance 
of the 
proposed 
model 
affected in a 
dense traffic 
scenario 

Boukerche, 
A., (2020) 
[114] 

DL model 
using GCN 

DoS 

Real-time 
39000 
individuals 
dataset 

Higher 
accuracy in 
anomaly 
prediction 

Model is 
expensive in 
practical 
scenarios 

Batchu, R. 
K., (2021) 
[115] 

LR+DT +GB+ 
KNN and 
SVM. 

Distributed 
DoS 

CICDDoS2019 
dataset 

High 
classification 
accuracy 
upto 99.97% 

In practical 
scenarios, 
the model 
consumes 
time for 
computation 

Türkoğlu, 
M., (2022) 
[116] 

Bayesian 
optimization-
based DT 
classifier 

 
Distributed 
DoS 

42-feature 
dataset 

Higher 
accuracy 
upto 99.35 
% for attack 
detection in 
VANET 

Higher 
computation 
time 
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Chen, Y. 
(2023), 
[117] 

MDFD 
framework 
with ML 
classifier 

Sybil 
attacks 
with Dos 

Open-source 
vehicle BSM 
data, map road 
data, and road 
detector 
feedback 
dataset 

Higher 
average 
attack 
detection 
accuracy 
upto 97.69% 
in VANET 

Detection 
performance 
is affected 
in the case 
of multi-
variable 
dense traffic 
flow 

GMM: “Gaussian mixture model” FAR: “False alarm ratio”, DL: “Deep learning”, LR: 

“Logistic regression”, DT: “Decision tree”, GB: “Gradient boost”, MDFD: “A multi-

source data fusion detection”, I-GHSOM: “improved growing hierarchical self-

organizing map”, GCN: “Graph Convolutional Network” 

2.4 Research Gaps 

The architecture of the proposed work is dependent upon the establishment of trust via 

machine learning among the vehicular nodes to attain maximum QoS values. The 

presented literature demonstrates various types of models and methods that utilize 

machine learning for trust generation and evaluation. Machine learning-oriented trust 

generation requires training in bulk amounts and hence correct labelling of the data 

against defined trust is also an important step to be observed. The studied literature has 

inspired the proposed work to quite a good extent but there is always a scope for 

improvement. Based on the studied literature, the following gaps have been identified. 

A) Machine learning-based training and classification architecture have been 

proposed for trust generation using the Random Forest regression model but no 

preliminary analysis of the best suitable routes for each category has been done 

[58]. 

B) Neuro-based learning mechanism has been presented for V2V communication 

prevention that utilized deep learning straight forward. The regression model that 

is opted for by [58] could have been a part to improve the training that would 

have eventually reduced the prediction time and also would have increased the 

QoS [60]. 

C) Machine learning is oriented towards better training and classification 

mechanism. In order to train the system, data aggregation is one of the most 



42 
 

preliminary steps to be processed. The authors aggregated the dataset through a 

simulation environment and passed it to a neural network but did not disclose the 

labelling architecture of the attacks [62].  

D) The authors proposed a machine learning-oriented anti-jamming system and also 

utilized multi-input and multi-objective training and classification modules. The 

proposed work by the author is only limited to jamming and the authors do not 

consider the possibility of jamming due to security attacks [49]. 

 

2.5 Summary of the Chapter 

This chapter highlights the existing research work on VANET using the different routing 

protocols. A survey has been presented based on Machine learning, DDoS attacks, 

threats, and literature represented in tabular form to describe the techniques and the type 

of attacks addressed by the researcher in the recent past. Based on this review the next 

chapter will present the research methodology involved in the proposed work.  
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Chapter 3: Research Methodology 

The chapter is dedicated to presenting an overview of the research methodology that is 

followed in the proposed work to improve the security of V2V communication in 

VANETs. The process takes advantage of the machine learning algorithm to learn and 

define trust level.  

3.1 Research Methodology 

VANET involves communication architecture that involves routing strategies and 

communication protocols that exists between multiple vehicles in the network. In order to 

communicate the data from source to destination, it becomes necessary to add 

intermediate hops to prevent loss in time and packets as the terminal might be quite far 

from the source. When VANET is concerned, the vehicles are allowed to roam freely in 

the network, and in such a scenario, it becomes vital to choose the nodes that can be 

relied upon for communication. Taking advantage of the mobility in the network, 

malicious nodes may also affect communication. Holding the communication for a long 

interval to analyse the path every time, will increase the computation complexity of the 

network as well. The labelling of the nodes has been done on the base of QoS parameters. 

A node that performs consistently well in all the contributed routes viz. the routes in 

which the node is participating, results in higher throughput and less delay. Even if a 

single node is affected by any physical failure or network failure in the route, it will result 

in degraded QoS. The overall network performance has been computed by calculating the 

normalized average of the parameters and hence, a node can be labelled as a trusted 

node,which results in secure route formation, when the QoS parameters involving the 

node attain more than a specific threshold of network QoS. For the proposed work 

scenario, four QoS parameters have been considered namely Throughput, Packet 

Delivery Ratio(PDR), Jitter, and True Detection Rate(TDR) and they can be 

mathematically explained as follows. 
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a) Throughput= It is the total received packets per second and can be mathematically 

defined as follows  

Throughput =
ୖ౦

୲
        (3.1) 

Where R୮  is the total received packets in a ‘t’ time interval.  

b) PDR: It is the ratio of the delivered packets to the sent packets and 

mathematically it can be presented as follows. 

PDR = R/S୮         (3.2) 

where S_p is the sent packets. 

c) Jitter: It is the total delay in the communication for the discovered routes. 

Mathematically, it can be defined as follows. 

Jitter =  ∑ d
୮
୧ୀଵ          (3.3) 

where d is the route delay       

d) TDR: It is the True Detection Rate of the affected node and mathematically it can 

be defined as follows. 

𝑇𝐷𝑅 =   ∫  
௧ᇱ

௧ୀଵ
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙௧ೝೌೞೞೞ

   (3.4) 

 A communication network is dependent upon a lot of factors and it is not necessary that 

the power consumption rises only due to the issues in the route. A buffer jam in the 

communication buffer of the VANET node may also increase power consumption. This 

dissertation views the VANET as a node architecture of 𝑛 ×  𝑚 where n is the total 

number of nodes in the network and ‘m’ is the total number of QoS parameters that are 

evaluated with the establishment of the route.  

The problem of this research work is to segregate the communication route into 

multiple class labels to signify the trust value of the network. A high trust worthy node 

will be preferred when the route is to be established. Machine learning architectures have 

put a significant mark in the world for the efficacy of the modern world. This research 

work also aims to dignify the usage of machine learning for the improvement of the QoS 

parameters of communication. VANET architecture may involve multiple types of 

communication systems and multiple types of intrusion in the network. DoS is one of the 

most common attacks that have been identified in VANETs. There are similar type of 
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attacks that follows the pattern of DDoS attack with alterations in the threat architecture 

and hence the problem formulation extends to the development of a generic solution. 

Proposed work aims to design a generic solution for the prevention of DDoS and similar 

kind of security threats. A generic solution refers to an algorithmic solution that can 

identify multiple attacks that possesses a similar kind of nature as that of a DDoS attack. 

For example, the proposed work can also be utilized on replay attacks wherein the ground 

truth values have to be marked with the aggregated data against replay attacks. As any 

novelty requires significant proof of improvement, the problem statement extends to 

compare the proposed work with another state of art algorithms and techniques. 

3.2 Objectives 

Below are the overall objectives of the proposed work which are derived on the basis of a 

thorough literature survey. 

 To find out an improved methodology to differentiate between trusted and un-

trusted nodes. 

 To propose a packet efficient prevention architecture to enhance the secure 

V2V communication based on  Machine Learning 

 To propose an architecture which  is not restricted to only DoS related attacks 

 To evaluate and compare the proposed architecture with previous prevention 

architectures based on Quality of Service (QoS) like Jitter, PDR, TDR and 

Throughput. 

 

3.3 Graphical Representation of the Work 

To achieve the above-listed objectives a graphical representation of the whole 

methodology is presented in figure 3.1. In the initial stages, the network is deployed by 

defining the network nodes, network area, road side units, source, destination, etc. in 

MATLAB. The cluster head is defined to pursue with the communication using AODV 

protocol and dragon fly based optimization. This is followed by the identification of the 

trust worthy nodes among the available nodes to form clusters. These clusters are again 
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labelled based on a fuzzy rule set followed by the multilayer neural architecture. The 

performance of this trust worthy V2V communication is evaluated in terms of 

throughput, PDR, TDR, and jitter. All the steps of this research are shared in the form of 

a flowchart and the implementation of the same is elaborated in the upcoming chapters. 
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Figure 3.1 Graphical Abstract of the Proposed Work 
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3.4 Summary of the Chapter 

The present chapter discusses the problem and challenges that need to be addressed. 

Based on the problem statement the objectives designed for the present research are listed 

in the chapter. A graphical representation of the implementation is shared which 

simplifies the understanding of the work done in this research.  
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Chapter 4: Trust Identification 

4.1 Introduction 

A node or vehicle is said to be trustworthy in V2V communication if the node transfers 

the desired data to the desired terminal in provided time slab. V2V communication refers 

to the establishment of the channel between one user vehicle and another user vehicle. 

The vehicles share information in order to make communication more convenient and 

fruitful. A V2V communication will contain the following set of objects or elements. 

a) Vehicle  

b) Road Side Units (RSUs) 

c) Communication Channel  

The vehicles transfer the information through the communication channel. The evaluation 

of the channel can only be done once the data is transferred from the source vehicle to the 

terminal vehicle. The proposed research work has utilized MATLAB as the simulation 

tool for the implementation of the designed algorithmic architectures. In order to simulate 

a communication model, routing protocols have been implemented in MATLAB. 

4.2 Implementation Design 

The AODV protocol has been designed and developed on MATLAB. The 

implementation design is illustrated as follows. 

a) Node deployment and simulation setup  

An increasing set of communication nodes have been designed to be used in the 

implementation behaviour. As the AODV routing protocol, broadcasts its requirement to 

the neighbouring nodes, a coverage set calculation has also been implemented. As the 

proposed work architecture considers two-dimensional pattern analysis, the distance 

between the vehicle and the communication center has been calculated using the distance 

formula given by eq (4.1) 
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dcc୧ =  ඥ(nx(i) − cx)ଶ + (ny(i) − cy)ଶమ        (4.1)  

where,  

nx = vehicle’s x location 

ny = vehicle’s y location 

cx = communication centre’s x location 

cy  = communication center’s y location 

Calculation of RSU Count: In order to propose an optimum model, following formula is 

used for calculating the count of required RSUs 

When vehicle<50, 

Count of RSU = ቀ
୵୧ୢ

√୬୭ ୭ ୴ୣ୦୧ୡ୪ୣୱ
∗ ∑

ୈ୧ୱେେ



୬
୧ୀଵ ቚඥ2πspd  ∗ Lenቁ  + k   (4. 2) 

otherwise, 

Count of RSU = ቀwid ∗ ∑
ୈ୧ୱେେ



୬
୧ୀଵ ቚඥ2πspd  ∗ lenቁ +  k +

୬

୬ౡ
        (4. 3) 

where 

𝐷𝑖𝑠𝐶𝐶: distance of the vehicle from the communication center 

𝑤𝑖𝑑:  width of the transmission area 

𝑙𝑒𝑛: length of the transmission area 

In order to validate the provided formulas in (4.2) and (4.3) the following scenarios have 

been created and the formula is validated accordingly.  

The value of k is kept constant where k=2 and 𝑛/𝑛 =2; 

Table 4.1 RSU Formula Validation 

Deployment 
Area 

Avg 
Velocity  

Number 
of 
Vehicles  

Avg distance from 
the communication 
center  

RSU 
Count 

Scenario  
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1000 -1000  40 km/h 40 167.32 4 
Area=1000, 
V=40 

2000-2000 40 km/h 80 190.22 7 

Area, Vehicles 
increased by 
50% 

2000-2000 40 km/h 40 220.11 5 

Only Area 
Increased, 
Vehicles are 
kept constant  

1000-1000 40 km/h 80 123.32 4 

Vehicles 
increased area 
is constant  

 
The proposed algorithm encapsulated a mechanism based on ranking in route discovery 

which is defined in the “algorithm route discovery” later in the same chapter. It considers 

that every kind of delay has a certain reason and every particular delay is just another 

setback to the already existing challenges mentioned in Sections I and II. Since RSUs are 

specifically accountable for the smooth circulation of the shared data, the considered 

delays are for Road Side Units. 

 

fn(i) = ∫ log2{Dr୬(i) + Drୢ(i)|Dly୬(i) + Dlyୢ(i)}
ୖి౫౪

୧ୀଵ
    (4.4)          

where,  

𝐷𝑟 = Drop in normal mode 

𝐷𝑟ௗ= Drop in distortion mode 

𝐷𝑙𝑦= Delay in normal mode 

𝐷𝑙𝑦ௗ= Delay in distortion mode 
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Figure 4.1 Node Deployment 

To deploy the nodes, a random hybrid generation model is designed. The total network 

length as shown in Figure 4.1 is set to be 1000 meters which in further implementation 

has been varied to an extent of 3000 meters in both width and height for more simulation 

records. Random selection of source and random selection of destination has been made 

in the proposed architecture. The route discovery process will follow the broadcast 

mechanism in which each vehicle broadcasts its requirements to its neighbouring 

vehicles. If the vehicle is interested in sending responses, its response is counted as R-

REP against the route request R-REQ. As trust has been counted as a primary objective 

of this research, a route will also contain network disruption to justify the trust factor in 

the network. In order to compute the Cluster Heads, the entire region is divided into C 

clusters. The total number of clusters depends upon the total length of the network and 

the total deployed nodes in the network. As the proposed algorithm is a cluster and 
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broadcast-supported routing architecture, the nodes are initially categorized based on the 

location of the vehicles. To do so, the nodes have been initiated with a 10% CH value viz. 

the total CH count will be 10% of the total vehicles. If the distribution density increases 

by 20% viz. total nodes/total deployment area increase by 20%, there will be an addition 

to 1 more CH. That satisfies 5 CHs background for 50 vehicles i.e. if the density 

increases by 100%, 5 more CHs will be deployed.  

 

Figure 4.2 The Vehicle Distribution 

The 3d portion illustrates the x, and y location of the vehicle and initial velocity of the 

vehicles. As the vehicles are mobile, they might enter into another cluster at the very 

initial instance of communication and hence the CHs are only chosen on the base of the 

initial velocity of the vehicle. The least velocity will represent a stable node to be suitable 

for communication. In order to calculate the velocity of the vehicle, the proposed work 

uses the last known location. 
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Figure 4.3 The Communication Network 

In order to understand the discovery procedure, route V23-V85-V64-V65 can be 

observed. The procedure involves broadcast requests from all the participating nodes. As 

a distributed attack system is considered, multiple attackers are placed at multiple 

locations to disrupt the communication procedure as also observed in this route. The 

transfer mechanism considers the following attribute aspects illustrated in table 4.2. 

Table 4.2 Simulation Architecture  

Total number of nodes  50 – 100 

Area Size  1000-3000 meters  

Sensing range  200 meters  

Communication Channel used  Rayleigh  
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Packet Injection Rate (PIR) 10,000 packets/second  

Attack Models  DDoS, Replay  

Evaluation Criteria  
Throughput, Packet Delivery Ratio, Jitter 
, TDR 

Software/Hardware Requirements 

a) CPU : I3 and Above , M1 and 
above for MAC  

b) RAM: 4 GB and above  
c) Cache: 2MB and above  
d) Cores: 2 and above 
e) Operating System: Windows 10 

and above / MAC 2.0 and above  

Simulation Tool  MATLAB 2016 and above 

The proposed route discovery algorithm is inspired by Yuvraj et al. and Kim et al. The 

base description is as follows.  

Yuvraj et al. They focus on handling quality of service (QoS), congestion avoidance, and 

congestion aware routing in the presence of asymmetry. Asymmetry refers to the unequal 

channel characteristics experienced by wireless devices, such as differences in 

bandwidth, delay, and error rates between the uplink and downlink directions. The 

authors' proposed work aims to improve network performance and resource utilization in 

the presence of asymmetric channels. They propose a cross-layer framework that 

incorporates QoS provisioning, congestion avoidance, and congestion aware routing 

mechanisms. By leveraging information from multiple layers of the protocol stack, their 

approach can adaptively adjust the network parameters based on the asymmetry 

characteristics and traffic conditions. 

The methodology employed in this work involves the following steps: 

1. Characterization of Asymmetry: The authors first analyse the asymmetry 

characteristics in the wireless channel, including bandwidth, delay, and error 

rates. This step provides insights into the nature and extent of the asymmetry 

present in the network. 
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2. Cross-Layer Framework Design: Based on the asymmetry analysis, the authors 

design a cross-layer framework that integrates QoS provisioning, congestion 

avoidance, and congestion aware routing mechanisms. This framework enables 

efficient resource allocation and routing decisions, taking into account the 

asymmetry characteristics. 

3. Quality of Service Provisioning: The proposed approach incorporates QoS 

provisioning techniques to ensure that the desired performance requirements are 

met for different types of traffic. QoS parameters such as delay, jitter, and 

throughput are considered to provide differentiated services based on application 

requirements. 

4. Congestion Avoidance: The authors introduce congestion avoidance mechanisms 

to prevent network congestion, especially in asymmetric scenarios. These 

mechanisms dynamically adjust the transmission rates, buffer sizes, and 

congestion control parameters to regulate the flow of traffic and maintain optimal 

network performance. 

5. Congestion Aware Routing: The proposed approach also addresses congestion 

aware routing, where routing decisions are made based on the current congestion 

levels in the network. By considering the asymmetry characteristics and 

congestion information, the routing algorithm can choose the most suitable paths 

for data transmission. The outcome of the research is an extended cross-layer 

approach that effectively handles asymmetry in wireless networks. By integrating 

QoS, congestion avoidance, and congestion aware routing mechanisms, the 

proposed approach improves network performance, enhances resource utilization, 

and provides better service differentiation for different traffic types. The 

methodology used in this work enables adaptive adjustments based on the 

asymmetry characteristics and current network conditions. 

Kim et al. presents an extension OLSR and AODV protocols using a multi-criteria 

decision-making method. The authors aim to enhance the routing performance of these 

protocols by considering multiple criteria, such as energy efficiency, throughput, and 

delay, during route selection. The proposed work focuses on improving the efficiency and 
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effectiveness of routing decisions in ad hoc networks. Traditional routing protocols often 

consider only a single metric, such as hop count, to determine the best route. However, 

this approach may not always result in the optimal choice, especially when multiple 

criteria need to be taken into account. 

The methodology employed in this work involves the following steps:  

1. Identification of Routing Metrics: The authors identify multiple criteria, including 

energy efficiency, throughput, and delay, that are crucial for determining the 

performance of the routing protocols. These metrics reflect different aspects of 

network performance and user requirements. 

2. Multi-Criteria Decision-Making Method: The proposed approach incorporates a 

multi-criteria decision-making method, such as the Analytic Hierarchy Process 

(AHP) or the Technique for Order of Preference by Similarity to Ideal Solution 

(TOPSIS). These methods enable the evaluation and comparison of different 

routes based on the identified metrics. 

3. Extension to OLSR and AODV: The authors extend the OLSR and AODV 

routing protocols to incorporate the multi-criteria decision-making method. By 

considering multiple metrics, the extended protocols can select routes that 

optimize the overall network performance, taking into account the preferences of 

different users and the network conditions. 

4. Route Selection and Maintenance: The extended protocols make use of the multi-

criteria decision-making method to select routes that satisfy the desired criteria. 

Additionally, mechanisms are implemented to handle route maintenance, ensuring 

that the selected routes remain valid and efficient. 

The outcome of this research is the extension of the OLSR and AODV routing protocols 

to incorporate a multi-criteria decision-making method. By considering multiple metrics 

during route selection, the extended protocols can make more informed decisions that 

result in improved overall network performance. The methodology used in this work 

enables the selection of routes that satisfy user preferences and network conditions, 

leading to enhanced energy efficiency, throughput, and delay in ad hoc networks. 
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The proposed route discovery mechanism combines the algorithmic approach of AODV 

combined with Swarm intelligence (SI) based dragonfly algorithm (DFA). The dragon fly 

algorithm was proposed in 2015 and has been utilized in route discovery policies for a 

long time now. The general architecture of the dragon fly algorithm comprises of the 

food search behaviour of the dragon flies or the behaviour that is observed when the 

dragon flies migrate from one region to another region. The dragon algorithm is based on 

the optimization policy that every group of dragon flies will have a local best solution 

and the flies will have to find ways to reach the global best food in order to remain 

updated about the best food value. A set of dragon flies is divided into multiple swarm 

sizes in which every dragonfly is paired with several other dragonflies in a repeated 

number of simulations. The paired dragon fly may get old members from any previous 

group or may get a completely new set of pairs. It is referred to as Random Walk 

Model(RDM) and is defined in terms of Levy flights.  The dragon fly algorithm is 

evaluated on the base of three factors as follows. 

A) Cohesion: It is defined as the tendency of the dragon fly to reach the global best 

solution  

B) Alignment: It is defined as the change in velocity or direction of a dragon fly. 

C) Separation: It is defined as the total distance from other flies that may collide with 

the evaluated dragon fly. The measurement can be both inter and intra.  

The proposed DFA algorithm can be illustrated using the following Algorithmic 

representation. The proposed DFA algorithm starts once the broadcaster or RREQ gets R-

REP from the nearby CHs. Each CH checks its packet buffer that defines the total 

number of packets in a buffer of existing data type. The CH calculates the total idle time 

based on the execution rate of the sensor and returns the total idle cost. The replicant 

node does not send its current velocity to the broadcaster node and hence the broadcaster 

will have to evaluate the possible location of the CH.  

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑅𝑜𝑢𝑡𝑒𝐷𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑦 
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Input: 𝑅ୌ୧ୱ୲୭୰୷ୗ୦ୣୣ୲ (ୖୌୗ୦), Destination (Dn), Source (Sr) and  Output: Optimal Route 

//RSUHistory contains the history belonging to the previously occurred communication 

between any given RSU and a vehicle that needs to send the data. The delays listed in 

Eq(4.4) are calculated according to the RDM model discussed previously.//  

1. Route = []; 

2. Src୍୬ୢୣ୶ = Identify the source from RHSh //Identify the index of the sources in 
the record history sheet// 

3. Dstn୍୬ୢୣ୶ =  Identify the destination // Identify the index of the destination in 
the record history sheet// 

4. Route[1]  =  Src. Id 
5. Link୧ୱ୲(୪ୗ) =

Identify the shared links between Sr and Dn from previous communication involving RSUs 
6. Calculate all the drop patterns as per Eq(4)and calculate the rating factor by using the same equation  

7. Src୧୬୭(Si)  =  RSh. Source. History();//Fetching the history of the Source 

8. Destn୧୬୭୰୫ୟ୲୧୭୬ (Di)  =  RSh. Dstn. Hstry() // Follow step 7 

9. Average_Info =
ଵ

ଶ
× [

ଵ

୲
× (∑ Sri୲

୮ୀଵ ) +  
ଵ

୲
× (∑ Dsi୲

୮ୀଵ )] ]       Eq (4.5 ) 

10. In order to create an information list, the proposed work has utilized the Dragon 
Fly Algorithm(DFA), and the illustration of the route discovery is provided as 
follows.  

11. D୰ = [ ]// Initialize and empty root 

12. flagୢ = 0  // Indicates whether the destination has been found or not, 0 for no and 

1 for yes 

13. D୰[0] = S // First node of the route is a source  

14. D୰[1] =  CHୗ  // Second node of the route is CH of the source  

15. Tୗ = CHs // Create a temporary source  

16. whileଵ (flagୢ == 0) 

a. Response = Broadcast(Tୱ). RREP // Start broadcast from a temporary 

source  

17. D = Responses  // Consider each response as one Dragon fly  

18. L = Df. count  // Consider 5 levy flights  

19. D౩౫ౢ౪
= [0, L] // Create a matrix for the dragon result  

20. For j = 1: D 
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21. E୴ =
∑

ీ౩
ైౙ౪షిౙ౪


ೖసభ

௧
where Dୱis the total distance of Dౠ

 from its co-ordinates 

measured at the time Lୡ౪
 and current time Cୡ౪

 

22. 𝐸ொௌ =
∑ ൣ|ೕ.்௨௨ ,ೕ.ோ|൧

ೖసభ

௧
 // Extract the QoS service parameters of the 

old t number of communications 

The value of E୴  is unknown if there is no previous communication between the 

current respondent dragonfly and the broadcaster and hence in such a scenario, E୴ 

is set to be maximum 

23. 𝐸௩௨  =  |𝐸ொௌ  −  𝐸𝑣|  

24. Alignment = E୴ୟ୪୳ୣ  

25. In case, there is no communication history, there would be no response sheet, and 

hence the value of 𝐸௩and 𝐸ொௌ will be 0. In such a scenario, if each CH is 

unknown, they all fall into the same trust value which is referred to as alignment.  

26. Cohesion=1    if  Dౠ
 holds destination in a coverage list filegୢ = 1 

27. Cohesion=1/Dీౠ

 where Dీౠ

   is the distance between the temporary source 

and the broadcaster  

28. Dragon୧୲ = norm |
୪୧୬୫ୣ୬୲

େ୭୦ୣୱ୧୭୬
| 

29. D౩౫ౢ౪
[j]=Dragon_fit  

30. End For 

31. D୰. Add(Index. max D౩౫ౢ౪
) // Add CH with maximum index 

32. end whileଵ 

33. Return 𝐷 

By the end of the simulation architecture, a total of 10,000 simulation results have been 

collected. As a result of the proposed dragon fly algorithm, a route will be discovered 

consisting of the routes in the network, total network hits, and QoS parameters that are 

represented in table 4.3. Due to its huge size, it cannot be represented entirely in this 

report but a sample size of 100 simulations is represented in the Table 4.3. In the drawn 

table, vehicle 26 has CH1 and CH1 finds CH6 using the firefly algorithm discussed in the 

algorithm route discovery.  
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1. 'Route': The 'Route' column represents the nodes visited in the order of the route. 

For the first route, the nodes visited are 26, 1, 6, and 36, while for the second 

route, the nodes visited are 18, 8, 4, and 25. 

2. 'Hits': The 'Hits' column represents the number of times each node is hit. For the 

first route, nodes 26 and 1 are visited 9 & 10 times each, while nodes 6 and 36 are 

hit 0 times each. For the second route, node 18 is visited once, node 8 is hit twice 

and 4 & 25 are not hit at all. 

3. 'RSUs': The 'RSUs' column represents the Road Side Units (RSUs) utilized by the 

route. For the first route, RSUs 1 and 6 are utilized, while for the second route, 

RSUs 8 and 4 are utilized. 

4. 'Vehicles': The 'Vehicles' column represents the vehicles used for the route. For 

the first route, vehicles 26 and 36 are used, while for the second route, vehicles 18 

and 25 are used. 

5. 'Total Packets': The 'Total Packets' column represents the total number of packets 

transmitted during the simulation. In both routes, 6000 packets are transmitted. 

6. 'Throughput': The 'Throughput' column represents the amount of data transmitted 

per unit of time. The first route has a throughput of 2.07892901, while the second 

route has a throughput of 2.06669936. 

7. 'PDR': The 'PDR' column represents the Packet Delivery Ratio, which is the 

percentage of packets transmitted successfully. The first route has a PDR of 

0.94689225, while the second route has a PDR of 0.94470792. 

8. 'Jitter': The 'Jitter' column represents the delay variation between packets. The 

first route has a jitter of 217.988594, while the second route has a jitter of 

203.457459. 

9. 'TDR': The 'TDR' column represents the True Detection Rate which is the 

percentage successful packet transmissions made during the data transmission. 

The first route has a TDR of 94.13106498, while the second route has a TDR of 

92.86305972. 

Table 4.3 Sample Simulation Result 

'Route' 'Hits' 'RSUs' 
'Vehicles

' 
'Total 

packets' 
'Through

put' 
'PDR' 'Jitter' TDR 
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[26,1,6,3
6] 

[9,10,0,0
] 

[1,6] [26,36] 6000 
2.078929

01 
0.946892

25 
217.9885

94 
94.13106

498 
[18,8,4,2

5] 
[1,2,0,0] [8,4] [18,25] 6000 

2.066699
36 

0.944707
92 

203.4574
59 

92.86305
972 

[9,8,4,1] [4,0,0,0] [8,4] [9,1] 6000 
2.016844

25 
0.922985

92 
151.7308

78 
95.48405

124 
[26,5,4,7

] 
[0,13,8,2

] 
[5,4] [26,7] 6000 

1.993248
64 

0.913362
6 

125.3856
04 

95.43535
286 

[23,7,31] [14,9,0] 7 [23,31] 6000 
2.019639

83 
0.929071

37 
122.1152

37 
98.44588

8 
[21,6,4,2

5] 
[6,0,7,0] [6,4] [21,25] 6000 

1.941710
55 

0.896546
93 

172.9396
53 

90.55572
897 

[40,7,8,3
0] 

[2,9,3,0] [7,8] [40,30] 6000 
1.948281

66 
0.901766

5 
93.71730

13 
94.38333

919 
[29,6,2,4

9] 
[8,9,0,0] [6,2] [29,49] 6000 

1.918577
67 

0.890594
34 

196.4527
32 

91.31910
003 

[26,3,24] [14,1,0] 3 [26,24] 6000 
2.018965

62 
0.939765

26 
137.8080

17 
96.34880

258 
[28,4,3,1

4] 
[8,0,17,0

] 
[4,3] [28,14] 6000 

1.987428
16 

0.927547
97 

180.6218
41 

91.61488
031 

[3,9,8,15
] 

[0,0,5,0] [9,8] [3,15] 6000 
1.995718

65 
0.935395

67 
154.5263

79 
93.08321

646 
[3,9,8,35

] 
[2,6,0,10

] 
[9,8] [3,35] 6000 

1.976607
68 

0.927719
82 

165.1249
42 

95.93631
329 

[15,5,50] [8,6,0] 5 [15,50] 6000 
2.026484

16 
0.953830

98 
131.6766

99 
92.55934

971 
[37,2,6,2

7] 
[0,6,0,4] [2,6] [37,27] 6000 

1.926721
22 

0.909460
83 

125.1747
89 

91.88999
526 

[48,9,1,2
4] 

[1,0,0,0] [9,1] [48,24] 6000 
1.997830

81 
0.944911

08 
139.4571

7 
91.23838

306 
[24,6,1,4

9] 
[9,0,5,0] [6,1] [24,49] 6000 

2.013033
35 

0.952930
76 

108.2101
45 

91.04820
068 

[48,4,6,3
1] 

[7,0,0,0] [4,6] [48,31] 6000 
2.021758

99 
0.959777

29 
80.43716

32 
93.63920

876 
[41,9,7,4

7] 
[0,0,0,0] [9,7] [41,47] 6000 

2.054088
07 

0.976697
67 

24.20472
85 

97.11339
655 

[30,4,35] [9,1,8] 4 [30,35] 6000 
1.998072

22 
0.950599

65 
108.5957

54 
91.13577

381 
[9,7,6,21

] 
[1,0,2,5] [7,6] [9,21] 6000 

1.926481
09 

0.919580
22 

133.8688
08 

93.12559
345 

[36,7,36] [15,0,0] 7 [36,36] 6000 
2.039111

94 
0.974856

17 
66.68654

95 
91.33856

162 
[35,8,9,4

0] 
[2,8,0,0] [8,9] [35,40] 6000 

1.982424
63 

0.950212
13 

215.5042
32 

94.11606
518 

[7,4,22] [0,16,0] 4 [7,22] 6000 
1.948478

48 
0.935934

76 
126.8866

15 
92.25017

9 

[48,5,42] [6,13,0] 5 [48,42] 6000 
1.950017

28 
0.939045

48 
74.52892

82 
96.17340

004 
[40,5,3,4

8] 
[0,10,0,0

] 
[5,3] [40,48] 6000 

1.920429
74 

0.927632
15 

163.2558
36 

95.66758
128 

[44,8,7,1
4] 

[0,0,0,10
] 

[8,7] [44,14] 6000 
1.911103

77 
0.925241

86 
211.3865

44 
94.20383

91 
[5,6,8,19

] 
[10,2,13,

0] 
[6,8] [5,19] 6000 

1.907584
51 

0.925340
11 

156.4996
7 

93.12055
249 
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[1,3,4,16
] 

[22,0,4,0
] 

[3,4] [1,16] 6000 
1.849491

3 
0.900545

92 
164.7769

95 
93.25642

846 
[45,10,3,

17] 
[0,0,10,1

0] 
[10,3] [45,17] 6000 

1.886698
34 

0.922535
19 

177.9038
57 

91.05228
613 

[26,8,5,3
3] 

[2,2,0,0] [8,5] [26,33] 6000 
1.935342

19 
0.949291

34 
158.2307

14 
93.23635

542 
[42,8,6,1

6] 
[12,11,0,

0] 
[8,6] [42,16] 6000 

1.957072
29 

0.961103
14 

133.4594
31 

96.93288
847 

[31,7,8,2
3] 

[8,0,0,0] [7,8] [31,23] 6000 
1.934967

87 
0.953884

82 
124.4485

6 
94.37310

793 
[29,4,1,3

3] 
[6,0,0,4] [4,1] [29,33] 6000 

1.886727
11 

0.931663
41 

139.2977
81 

95.49677
877 

[36,9,36] [2,0,0] 9 [36,36] 6000 
1.928408

01 
0.953903

4 
147.6373

12 
94.52075

289 
[20,10,2,

24] 
[4,4,0,0] [10,2] [20,24] 6000 

1.901141
6 

0.941622
43 

138.9170
18 

93.78511
52 

[49,8,9,4
1] 

[9,8,0,7] [8,9] [49,41] 6000 
1.884624

12 
0.934999

59 
169.6958

28 
94.94647

824 
[46,9,8,4

5] 
[14,0,9,0

] 
[9,8] [46,45] 6000 

1.816960
85 

0.904649
25 

145.7680
37 

94.98594
83 

[27,6,3,4
7] 

[0,10,0,0
] 

[6,3] [27,47] 6000 
1.866643

63 
0.932887

15 
67.09650

45 
87.65727

456 

[23,1,13] [16,8,8] 1 [23,13] 6000 
1.907707

91 
0.955051

29 
150.4432

58 
89.50570

707 
[8,1,9,20

] 
[5,0,6,0] [1,9] [8,20] 6000 

1.790743
88 

0.900514
74 

158.0094
59 

90.76763
209 

[43,3,17] [8,0,6] 3 [43,17] 6000 
1.855006

17 
0.934839

86 
74.81645

14 
91.02925

974 
[48,7,3,4

7] 
[0,0,9,0] [7,3] [48,47] 6000 

1.850588
67 

0.934798
28 

203.9194
31 

92.52964
173 

[36,4,10,
28] 

[3,9,0,0] [4,10] [36,28] 6000 
1.831893

84 
0.926977

36 
221.8188

67 
94.97831

421 
[21,1,6,2

2] 
[0,10,0,5

] 
[1,6] [21,22] 6000 

1.748503
28 

0.886924
29 

190.5864
04 

92.85932
642 

[13,5,4,1
8] 

[17,0,0,0
] 

[5,4] [13,18] 6000 
1.806207

98 
0.918433

26 
153.6618

78 
91.97022

388 
[20,1,6,3

7] 
[6,0,0,0] [1,6] [20,37] 6000 

1.699457
35 

0.866458
26 

215.4197
28 

96.11993
111 

[2,6,27] [5,11,4] 6 [2,27] 6000 
1.869881

62 
0.954817

01 
104.1863

26 
94.55015

01 
[42,6,10,

23] 
[0,0,8,0] [6,10] [42,23] 6000 

1.834576
3 

0.939606
82 

173.6339
23 

96.67950
738 

[42,6,20] [11,7,9] 6 [42,20] 6000 
1.818497

31 
0.932727

99 
142.6635

92 
95.40364

908 

[39,7,5] [4,0,8] 7 [39,5] 6000 
1.847614

39 
0.951410

07 
110.5567

49 
94.63590

198 
[17,7,5,4

1] 
[0,0,23,0

] 
[7,5] [17,41] 6000 

1.770365
83 

0.913512
41 

130.7034
13 

94.23810
172 

[25,5,7,9
] 

[5,16,1,4
] 

[5,7] [25,9] 6000 
1.815689

45 
0.940011

14 
210.5169

27 
94.85669

237 
[17,10,2,

44] 
[4,0,6,0] [10,2] [17,44] 6000 

1.821028
76 

0.946514
99 

166.3954
76 

96.42157
57 

[10,2,44] [7,10,0] 2 [10,44] 6000 
1.824077

23 
0.949670

16 
136.2871

63 
95.38888

438 
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[37,2,10,
19] 

[0,3,9,0] [2,10] [37,19] 6000 
1.778774

87 
0.928500

19 
155.6568

52 
94.10515

487 

[4,2,49] [17,8,9] 2 [4,49] 6000 
1.799225

99 
0.941231

1 
143.4213

45 
90.72886

328 
[42,2,10,

7] 
[0,7,7,0] [2,10] [42,7] 6000 

1.819736
01 

0.956259
43 

172.8325
13 

92.28920
712 

[18,2,10,
9] 

[3,5,9,0] [2,10] [18,9] 6000 
1.782157

16 
0.938616

54 
197.6840

68 
95.37510

951 
[4,2,3,43

] 
[11,0,6,0

] 
[2,3] [4,43] 6000 

1.734746
24 

0.916287
57 

190.2819 
92.51667

305 
[42,5,2,3

9] 
[14,0,0,5

] 
[5,2] [42,39] 6000 

1.774929
78 

0.939922
77 

183.6897
86 

94.23810
172 

[43,5,38] [0,0,0] 5 [43,38] 6000 
1.857823

74 
0.986407

39 
11.08190

27 
94.85669

237 
[32,7,9,1

5] 
[0,0,9,3] [7,9] [32,15] 6000 

1.740221
08 

0.924865
7 

147.6665
28 

96.42157
57 

[38,7,1,3
3] 

[11,8,0,0
] 

[7,1] [38,33] 6000 
1.759932

68 
0.937213

14 
148.6607

46 
95.38888

438 

[43,1,12] [24,11,0] 1 [43,12] 6000 
1.732553

82 
0.925051

96 
148.3757

09 
94.10515

487 
[46,1,8,1

3] 
[14,10,1

0,0] 
[1,8] [46,13] 6000 

1.721419
46 

0.923581
23 

111.1180
67 

90.72886
328 

[2,8,45] [0,4,0] 8 [2,45] 6000 
1.743667

05 
0.939494

54 
97.61289

01 
92.28920

712 
[25,9,1,1

] 
[2,14,0,0

] 
[9,1] [25,1] 6000 

1.735711
91 

0.936236
77 

190.6289
58 

95.37510
951 

[11,1,6,4
2] 

[0,13,9,0
] 

[1,6] [11,42] 6000 
1.688752

42 
0.913399

5 
199.6979

13 
92.51667

305 

[26,1,48] [5,6,2] 1 [26,48] 6000 
1.726927

06 
0.936760

31 
74.88457 

96.42157
57 

[10,3,4,4
5] 

[2,13,0,0
] 

[3,4] [10,45] 6000 
1.702669

18 
0.925514

34 
149.6165

23 
95.38888

438 
[31,1,7,8

] 
[0,2,3,0] [1,7] [31,8] 6000 

1.723310
83 

0.939168
32 

153.0333
34 

94.10515
487 

[38,9,1,4
] 

[0,0,0,0] [9,1] [38,4] 6000 
1.807899

38 
0.986441

68 
17.30921

4 
90.72886

328 
[18,5,3,8

] 
[6,4,0,0] [5,3] [18,8] 6000 

1.671238
79 

0.912466
63 

188.9528
53 

92.28920
712 

The simulation results shown in table 4.3 contains a 9-column architecture that contains 

the exact route, the number of hits each vehicle has faced from attackers, the identified 

RSUs, other vehicles in the list, attained throughput, PDR, Jitter & TDR produced in the 

certain simulation. It is quite clear from the table that one single vehicle is acting in a 

number of routes and multi-route management is implemented.  

The proposed work also understands that a network overload may also produce a 

significant amount of delay that may lead to an understanding that the network or the 

vehicle has been hit and hence the proposed work does not consider every hit as a 
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network hit. To signify the secure and non-secure routes, the proposed work calculates 

the average of hit values. If the current hit is more than that of the average hit of the 

entire network, the route is said to be breached. For example, the average hit in the 

provided data in table 4.3 is 13.8 hits whereas the first route gets 7+5+0+8=20 hits. This 

route is considered to be breached at the first instance. In addition to this, the response 

time plays a vital role for the CHs when the broadcast has been made. 

Table 4.4 Response Time 

'Route' 'Hits' 
Average Response 
Time  

Response time difference 
from the mean 

[26,1,6,36] [9,10,0,0] 2.68561756 -2.8476824 
[18,8,4,25] [1,2,0,0] 9.49217272 3.95887272 
[9,8,4,1] [4,0,0,0] 9.2741624 3.7408624 
[26,5,4,7] [0,13,8,2] 2.3257386 -3.2075614 
[23,7,31] [14,9,0] 0.93708868 -4.5962113 
[21,6,4,25] [6,0,7,0] 7.83676176 2.30346176 
[40,7,8,30] [2,9,3,0] 3.56426936 -1.9690306 
[29,6,2,49] [8,9,0,0] 8.2915563 2.7582563 
[26,3,24] [14,1,0] 5.32349613 -0.2098039 
[28,4,3,14] [8,0,17,0] 9.89704233 4.36374233 
[3,9,8,15] [0,0,5,0] 9.10125438 3.56795438 
[3,9,8,35] [2,6,0,10] 6.70016765 1.16686765 
[15,5,50] [8,6,0] 3.04103634 -2.4922637 
[37,2,6,27] [0,6,0,4] 6.83237468 1.29907468 
[48,9,1,24] [1,0,0,0] 2.53909261 -2.9942074 
[24,6,1,49] [9,0,5,0] 9.67172126 4.13842126 
[48,4,6,31] [7,0,0,0] 3.74079256 -1.7925074 
[41,9,7,47] [0,0,0,0] 2.39515411 -3.1381459 
[30,4,35] [9,1,8] 4.81204359 -0.7212564 
[9,7,6,21] [1,0,2,5] 7.61880183 2.08550183 
[36,7,36] [15,0,0] 1.11228031 -4.4210197 
[35,8,9,40] [2,8,0,0] 9.11245167 3.57915167 
[7,4,22] [0,16,0] 3.62410868 -1.9091913 
[48,5,42] [6,13,0] 5.26148942 -0.2718106 
[40,5,3,48] [0,10,0,0] 1.03380004 -4.4995 
[44,8,7,14] [0,0,0,10] 7.12099036 1.58769036 
[5,6,8,19] [10,2,13,0] 6.41970359 0.88640359 
[1,3,4,16] [22,0,4,0] 4.60521815 -0.9280819 
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[45,10,3,17] [0,0,10,10] 6.205295 0.671995 
[26,8,5,33] [2,2,0,0] 5.91588534 0.38258534 
[42,8,6,16] [12,11,0,0] 3.36092179 -2.1723782 
[31,7,8,23] [8,0,0,0] 2.67217581 -2.8611242 
[29,4,1,33] [6,0,0,4] 3.20821006 -2.3250899 
[36,9,36] [2,0,0] 0.86513283 -4.6681672 
[20,10,2,24] [4,4,0,0] 9.93658401 4.40328401 
[49,8,9,41] [9,8,0,7] 0.40229002 -5.13101 
[46,9,8,45] [14,0,9,0] 6.0076522 0.4743522 
[27,6,3,47] [0,10,0,0] 8.95243522 3.41913522 
[23,1,13] [16,8,8] 6.65185406 1.11855406 
[8,1,9,20] [5,0,6,0] 8.6719847 3.1386847 
[43,3,17] [8,0,6] 8.37525444 2.84195444 
[48,7,3,47] [0,0,9,0] 7.06454655 1.53124655 
[36,4,10,28] [3,9,0,0] 8.23218389 2.69888389 
[21,1,6,22] [0,10,0,5] 1.60520519 -3.9280948 
[13,5,4,18] [17,0,0,0] 0.45539484 -5.0779052 
[20,1,6,37] [6,0,0,0] 9.37327889 3.83997889 
[2,6,27] [5,11,4] 1.58481161 -3.9484884 
[42,6,10,23] [0,0,8,0] 9.22669208 3.69339208 
[42,6,20] [11,7,9] 5.05634602 -0.476954 
[39,7,5] [4,0,8] 6.38185498 0.84855498 
[17,7,5,41] [0,0,23,0] 8.12775908 2.59445908 
[25,5,7,9] [5,16,1,4] 3.06130171 -2.4719983 
[17,10,2,44] [4,0,6,0] 8.87463055 3.34133055 
[10,2,44] [7,10,0] 3.60705109 -1.9262489 
[37,2,10,19] [0,3,9,0] 2.81245206 -2.7208479 
[4,2,49] [17,8,9] 9.90237475 4.36907475 
[42,2,10,7] [0,7,7,0] 4.84891426 -0.6843857 
[18,2,10,9] [3,5,9,0] 7.39639062 1.86309062 
[4,2,3,43] [11,0,6,0] 3.26090588 -2.2723941 

The response time is the time when a CH replies to the broadcast request of any other 

CH. For example, the average response time for the mentioned route is 5.5 milliseconds 

and a negative deviation shows that the route is delivering data faster than the average 

response time. A positive response time difference shows that the route might be 

suffering any network distortion. To illustrate further, the data has been segmented into 

different clusters and is defined in the next chapter. These simulation parameters are 

further used for the analysis of the evaluation of the trust worthy nodes and the nodes that 
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are not reliable in the network. In order to evaluate, statistical machine learning is used 

which is discussed in the proceeding chapters. 

4.3 Summary of the Chapter 

This chapter introduces the V2V communication parameters. An AODV-based 

architecture has been created using MATLAB. The deployment node, communication 

architecture, and simulation properties have been described. The pseudo-code for the 

behavior of nodes is also explained well in the presented chapter. The simulated data is 

presented and a mechanism is discussed to differentiate between trusted and untrusted 

nodes.  
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Chapter 5: Labelling and Classification 

The chapter discusses the process of labeling and classification to identify how reliable 

the nodes are so that a trust worthy V2V communication can be presented. The 

integration of fuzzy rule set and neural network architecture is presented while discussing 

its design, and implementation, followed by the performance analysis. 

5.1 Introduction to the Architecture 

The packet efficiency of any routing architecture depends upon how reliable the nodes 

are that are participating in the route discovery mechanism. As the proposed solution uses 

a broadcast-oriented mechanism, the chances of the route getting intruded are more 

probabilistic than the route that follows certain path architecture. Due to the limitations of 

the fixed route architectures, jamming of a network, increase in latency, and the issue of 

overload, the only solution for this modern world is dynamic routing. Now it becomes 

essential to justify the route based on the behaviour and architecture of the node which it 

exhibits during the data transfer. The efficacy of the route can be evaluated utilizing 

Quality of Service (QoS) parameters [108]. The QoS parameters are completely based on 

the evaluation of the current scenario where the evaluation is taking place. It has been 

already significantly justified in the earlier chapters that the proceeding for further 

development will be based on the QoS parameters. As the QoS parameters are different 

and represent different ranges of values, it is required to develop mathematical expression 

architecture. Manual interpretations for such long expressions and values are almost 

impossible for the desired set of time and hence it becomes compulsory to train a system 

for the calculations. This will not only reduce the human computation effort but it will 

also enhance the performance of the overall system due to its fast calculation mechanism. 

Training a system for any specific goal and then getting analysis for the computation of 

the goal is called machine learning [109]. 

The utilization of machine learning has always been an area of interest for researchers 

and industrialists due to its sophistication and the ways it can be tweaked to get 
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maximum benefit [110-114]. As the network is error-prone and the simulation design has 

been implemented in such a way that multiple security threats have to be identified, a 

separation algorithm is required viz. a clustering algorithm is to be implemented. 

As the foremost requirement is to separate the supplied data, supervised clustering will be 

applied to the route dataset containing the following QoS parameters. 

a) Throughput: It refers to the total number of collected data-packets in a given 

interval of time. If arranged mathematically, the throughput can be illustrated 

using eq(5.1) 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
∫  

ᇲ

సబ
ோೌೖೞௗ௧ 

௧
      (5.1) 

Where t is the total amount of supplied time for the simulation  

b) Packet Delivery Ratio (PDR): It refers to the ratio of the total attained packets at 

the receiver end to the total number of supplied packets at the transmitter end. The 

mathematical expression is quite simple and is expressed by equation 5.2 

𝑃𝐷𝑅 =
∫  

ᇲ

సబ
ಲೌ ೌ ೝೌೞೝ 

ೄ ೌ ೝೌೞೝ  
ௗ௧

௧
      (5.2) 

c) Jitter: It is the total amount of propagated delay in the network for all the 

transmissions from the transmitter end to the receiver end. Mathematical 

expression for such architecture is also quite simple and is expressed by eq 5.3. 

𝐽𝑖𝑡𝑡𝑒𝑟 =  ∮  
௧ᇱ

௧ୀଵ
𝐷𝑒𝑙𝑎𝑦௨௧        (5.3) 

d) TDR:  True detection rate is the % of successful packet transmissions made 

during the data transmission. It is computed using the following relation. 

𝑇𝐷𝑅 =   ∫  
௧ᇱ

௧ୀଵ
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 ೝೌೞೞೞ

   (5.4) 

ML performs separation by incorporating these four parameters altogether. The dataset 

which is attained by the simulation contains the route information as well as drop 
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information. If a node is performing below the threshold, it is noted that the node has 

been hit by any intruder as physical faults are not considered in the proposed case 

scenario. ML performs the separation of the data as shown in Figure 5.1. 

 

Figure 5.1 Data Separation Using Machine Learning 

The proposed algorithm architecture considers multiple threats in the network and to 

label them, a statistical approach has been utilized. It has been significantly described in 

the literature survey that, a DDoS attack has the most impact when it comes to distorting 

the data pattern or harming the route discovery architecture. Other than DDoS, replay 

attack is also employed in the simulation architecture, and the rest of the attacks are 

categorized as the third clustered element. The proposed algorithm uses Mean Squared 

Error (MSE) for the calculation of cluster element’s co-relation. The following rule set 

has been applied for the construction of the labels. 
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I. Fetch the cluster of each route value  

II. Arrange routes as per their cluster index 

III. Evaluate MSE for each parameter utilized for the implementation of k-means 

IV. Take the moving average mean 

V. Repeat the process for every cluster  

VI. Find the maximum MSE out of the clusters. 

VII. Label Maximum MSE as a DDoS class 

VIII. Find second largest MSE 

IX. Label cluster as replay 

X. Find least MSE 

XI. Label the cluster as others. 

Figure 5.2 shows the simulation architecture and demonstrates the work procedure of 

MATLAB for the same. 

 

Figure 5.2 Implementation Design for Separation of the Data 



72 
 

The proposed simulation has been done for 10,000 consecutive rounds to collect the data 

and it is not possible to demonstrate all the data hence a sample record is presented in 

Table 5.1. It is the same set of data that has been generated using the dragonfly algorithm 

in the previous chapter. The aim is to partition the data based on the QoS parameters in 

good moderate and bad routes. The good routes will be termed as trusted roots and the 

nodes involved in the root discovery will be termed as trusted nodes. It is also possible 

that a node may fall into both the trusted and un-trusted group as one vehicle or node is 

involved in multiple communications. To separate the records into multiple groups, the 

proposed work has utilized the k-means algorithm as it is a widely used clustering 

algorithm that has several advantages over the fuzzy c-means and k-medoids algorithms. 

Here are some of the key advantages of the k-means algorithm: 

 Simplicity and Efficiency: K-means is a relatively simple and easy-to-understand 

algorithm. It is computationally efficient and can handle large datasets with a 

large number of dimensions. The simplicity of the algorithm makes it easier to 

implement and interpret the results. 

 Speed: K-means is generally faster than fuzzy c-means and k-medoids algorithms, 

especially for large datasets. This is because the k-means algorithm has a time 

complexity of O(nkid), where n is the number of data points, k is the number of 

clusters, d is the number of dimensions, and i is the number of iterations. In 

practice, k-means often converge in a small number of iterations. 

 Hard Cluster Assignments: K-means produces hard cluster assignments, which 

means that each data point is assigned to a single cluster. This can be 

advantageous in scenarios where the data points are expected to belong to distinct 

and non-overlapping clusters. It provides clear boundaries between clusters, 

making it easier to interpret and analyse the results. 

 Cluster Centroids: K-means represents each cluster by its centroid, which is the 

mean of all the data points assigned to that cluster. The centroid is a 

representative point within the cluster and can be used for further analysis. It 

provides a compact and interpretable representation of the cluster. 
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 Deterministic Results: K-means algorithm produces deterministic results, 

meaning that running the algorithm multiple times with the same input will 

always yield the same output (assuming the same initializations). This can be 

advantageous for the reproducibility and consistency of results. 

Table 5.1  Affected Discoveries According to K-Means 

Jitter PDR Throughput TDR 

262.204302 0.92034747 183.827065 92.86305972 

238.259239 0.9463236 170.153141 95.48405124 

180.492451 0.94584096 104.027562 95.43535286 

152.861949 0.97567778 97.2571782 98.445888 

107.843039 0.89747997 122.043607 90.55572897 

103.063749 0.93541466 136.525848 94.38333919 

84.1667947 0.90504559 180.158819 91.31910003 

82.8792883 0.95489398 146.099295 96.34880258 

72.1288947 0.90797701 183.981697 91.61488031 

65.0960157 0.9225294 145.663094 93.08321646 

61.2760114 0.95080588 82.9675297 95.93631329 

50.8915449 0.91733746 167.267342 92.55934971 

48.0610437 0.91070362 97.9572271 91.88999526 

46.4261138 0.90424562 148.204267 91.23838306 

42.1943168 0.90236076 147.683476 91.04820068 

40.2546389 0.92803973 127.405037 93.63920876 

40.1405603 0.96247172 180.977223 97.11339655 

35.2234983 0.90322868 111.463125 91.13577381 

33.2400746 0.92294939 130.88548 93.12559345 

30.3214382 0.90523847 150.287926 91.33856162 

29.474536 0.93276576 143.588911 94.11606518 

28.1531964 0.91427333 161.134888 92.250179 
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28.5904415 0.9531556 132.812434 96.17340004 

27.1078524 0.94814253 168.191738 95.66758128 

25.919839 0.93363567 152.356392 94.2038391 

24.8189412 0.92289943 155.063149 93.12055249 

23.502487 0.92424607 123.319209 93.25642846 

21.6642161 0.90240125 190.619212 91.05228613 

21.9363707 0.92404713 194.901687 93.23635542 

22.1331896 0.96068274 112.785072 96.93288847 

21.145125 0.93531326 171.560427 94.37310793 

20.8439964 0.94644974 85.6678712 95.49677877 

19.9876733 0.93677654 110.200874 94.52075289 

19.2802389 0.92948578 172.75192 93.7851152 

19.1888761 0.94099582 142.364721 94.94647824 

18.7330393 0.941387 126.823751 94.9859483 

16.8102091 0.86875396 148.487008 87.65727456 

16.5358114 0.88707341 233.071639 89.50570707 

16.5531397 0.8995801 195.984548 90.76763209 

16.2107672 0.90217304 138.511279 91.02925974 

16.0155836 0.91704303 147.532776 92.52964173 

16.0730504 0.94131134 154.290501 94.97831421 

15.495028 0.92031047 157.106459 92.85932642 

15.0308505 0.91149875 169.545356 91.97022388 

15.5814465 0.95262568 161.781101 96.11993111 

14.7935156 0.93706789 171.134661 94.5501501 

14.7856257 0.95817153 155.004923 96.67950738 

14.4341454 0.94552675 171.655924 95.40364908 

14.0629202 0.93791776 170.077613 94.63590198 

13.746595 0.93397524 171.489116 94.23810172 

13.6715078 0.94010597 127.615356 94.85669237 
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13.4648395 0.95561522 129.74462 96.4215757 

13.1997398 0.94538042 179.221868 95.38888438 

12.6653271 0.93265763 207.769205 94.10515487 

12.104089 0.89919587 214.993766 90.72886328 

The entire table can be represented using Figure 5.3. 

 

Figure 5.3 Architectural Input to the K-Means 

The evaluated class architecture is passed to multiple classifiers in order to see the 

precision of the network segregation. Though any multi-class classifier could have been 

applied by looking at the computation complexity of the proposed work and data size, 

Neural Networks are one of the finest algorithm architectures that can be applied to train 

and classify the system. In order to validate the data, other classifiers have also been used 

and have been illustrated in the result section of this dissertation. In order to be precise on 

the proposed work architecture for labelling, the work flow is described in Figure 5.4.  

Pa
ra

m
et

ric
 V

al
ue

s

K-means Architectural Input

Jitter PDR Throughput TDR



76 
 

Start Aggregate data from the simulation Apply Iterative K-means

Divide the input data into 3 segments

Identify members of each clusters, calculate 
MSE for each group

If (MSE.G1 > MSE.G2) 
& (MSE.G1 > MSE.G3)

Label as DDoS

Label 3 as Reply & 2 
as Other

If (MSE.G2 > MSE.G3) 

If (MSE.G2 > MSE.G1) 
& (MSE.G2 > MSE.G3)

Label 2 as Replay & 3 
as Other

Label 2 as DDoS and 2nd max as Replay

If (MSE.G3 > MSE.G1

& MSE.G3)
Label 3 as DDoS 

Yes

No

Yes

No

Yes

No

Yes

Stop
Find 2nd max MSE, Label as Replay, Label 

Rest as Other

 

Figure 5.4 Labelling using MSE 

The work architecture of the separation does illustrate the labelling or naming convention 

via MSE only. The labelling convention again requires an architectural explanation of 

statistical machine learning. To enhance the labelling pattern efficiency and get more 

refined results, the proposed algorithm architecture utilizes a fuzzy rule base mechanism 

system that considers Standard Error alongside Mean Squared Error. The entire 

simulation has been done over MATLAB and hence all the toolboxes that are supported 

under machine learning architecture are available for MATLAB 2016 onwards. Two 

parameter set of Standard Error (SE) and Mean Squared Error (MSE) has been used as 

follows. 
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5.2 Fuzzy Logic 

A fuzzy logic (FL) system can manage numerical data and handle linguistic information 

at the same time. A FL is a nonlinear mapping of a scalar output (the vector output) from 

input data (feature). The importance of FL is that it is so diverse. There are a plethora of 

scenarios that can lead to the realization of different mappings. This richness necessitates 

a thorough understanding of FL and the components that make it up a Fuzzy Logic 

System (FLS). Anonymously, this is comparable to solving problems in engineering; 

engineers are always confronted with the challenge of representation. The nonlinear 

mapping's specifics are established by fuzzy set theory (FST) and FL.   It accomplishes 

this by illustrating how crisp set theory and dual logic may be extended to their fuzzy 

counterparts. Additionally, FL is concerned with Modes of communication that are 

approximate. In general, logically implies that Fuzzy logic reasoning chains are brief in 

length, and rigor is less crucial than it is in traditional logical systems. In other words, 

fuzzy logic is a type of reasoning that is based on uncertainty. Fuzzy has a larger 

expressive power. The fact that it has logic is what gives it its name. FL is the formal 

foundation of approximate reasoning, with exact reasoning being considered a limiting 

instance. 

The FLS is in which imprecise data and vague statements are fed as input and decisions 

on that statement are considered as output.  

MATLAB is a programming language that is of high performance and used for the 

computation of technical problems. For FL, MATLAB is used for computation, 

processing, implementation, visualization, and coding in an easy environment in which 

problems have been expressed using the fuzzy logic sets. 

5.2.1 Utilization of Fuzzy Logic in the Proposed Work Frame 

The proposed algorithm utilizes a fuzzy logic toolbox for the implementation of the 

fuzzy-oriented architecture in the system. The proposed algorithm uses Mamdani 

architecture to create the rule base as shown in Figure 5.5. 
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5.2.2 Root Mean Square Error (RMSE) 

It is the standard deviation of the predicted errors observed during effort estimation. It 

computes the distribution distance with respect to the regression line. To verify the 

experimental outcomes it is computed against the desired output and the estimated output 

of the project using the following equation.  

𝑅𝑀𝑆𝐸 =  ඥ(𝐸ௗ௧ௗ − 𝐸௪)ଶ      (5.5) 

5.2.3 Standard Error (SE) 

It is a statistical term that is used to measure accuracy with the help of sample distribution 

for representing a population by using standard deviation. It is used to refer SD of 

different sample statistics, like mean or median. To compute the value of standard error 

the following equation is used. 

𝑆𝐸 =
ఙ

√
         (5.6) 

Where SE defines as the standard error of the sample, n defines as the number of samples 

and 𝜎defines as the sample standard deviation.  

Both these parameters have been passed to the fuzzy inference rule engine in order to 

create a rule set for the labelling of the clusters. In order to operate through the fuzzy 

inference engine, the proposed algorithm architecture uses the Fuzzy logic toolbox of 

MATLAB. The fuzzy logic toolbox comes with two types of inference engines namely 

“Mamdani” and “ Sugeno“ as shown in Figure 5.5.[115]. The proposed work has opted 

Mamdani inference engine due to its lower computation complexity.  

Two input variables namely the MSE and the SE have been passed and each input 

contains three membership functions namely Random Distribution, Moderate 

Distribution, and Close distribution. The illustration is shown in figure 5.8. There is one 

output variable viz the closeness. The proposed algorithm considers two major attacks 

namely DDoS and Replay, whereas one minor attack could be any server attack whose 

intensity is lower than DDoS and Replay. The output has also three member ship 
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functions namely low, moderate, and high. The range for every membership function has 

been kept between 0-1.  

 

Figure 5.5 Fuzzy Inference Engine Models 

 

Figure 5.6 Fuzzy Logic Creation 
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Each input and output has three membership functions and a total of 6 rules have been 

created. The membership function of each input and output is illustrated in Figures 5.7 

and 5.8 as follows. 

 

Figure 5.7 Input Membership Function 

 

Figure 5.8 Output Membership Function 
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6 rules have been formatted utilizing the membership functions. The membership 

functions have been used to form additive rules. To illustrate the fuzzy architecture, the 

following pseudo-code is sufficient enough but still pictorial representations have been 

supplied in the later section of the report. 

1. [𝑆𝑦𝑠𝑡𝑒𝑚] 

2. 𝑁𝑎𝑚𝑒 = ′ℎ𝑒𝑒𝑛𝑎_𝑙𝑎𝑏𝑒𝑙_𝑠𝑒𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛′ 

3. 𝑇𝑦𝑝𝑒 = ′𝑚𝑎𝑚𝑑𝑎𝑛𝑖′ 

4. 𝑉𝑒𝑟𝑠𝑖𝑜𝑛 = 2.0 

5. 𝑁𝑢𝑚𝐼𝑛𝑝𝑢𝑡𝑠 = 2 

6. 𝑁𝑢𝑚𝑂𝑢𝑡𝑝𝑢𝑡𝑠 = 1 

7. 𝑁𝑢𝑚𝑅𝑢𝑙𝑒𝑠 = 6 

8. 𝐴𝑛𝑑𝑀𝑒𝑡ℎ𝑜𝑑 = ′𝑚𝑖𝑛′ 

9. 𝑂𝑟𝑀𝑒𝑡ℎ𝑜𝑑 = ′𝑚𝑎𝑥′ 

10. 𝐼𝑚𝑝𝑀𝑒𝑡ℎ𝑜𝑑 = ′𝑚𝑖𝑛′ 

11. 𝐴𝑔𝑔𝑀𝑒𝑡ℎ𝑜𝑑 = ′𝑚𝑎𝑥′ 

12. 𝐷𝑒𝑓𝑢𝑧𝑧𝑀𝑒𝑡ℎ𝑜𝑑 = ′𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑′ 

13. [𝐼𝑛𝑝𝑢𝑡1] 

14. 𝑁𝑎𝑚𝑒 = ′𝑀𝑆𝐸′ 

15. 𝑅𝑎𝑛𝑔𝑒 = [0 1] 

16. 𝑁𝑢𝑚𝑀𝐹𝑠 = 3 

17. 𝑀𝐹1 = ′𝑙𝑜𝑤′: ′𝑡𝑟𝑖𝑚𝑓′, [−0.4 0 0.4] 

18. 𝑀𝐹2 = ′𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒′: ′𝑡𝑟𝑖𝑚𝑓′, [0.406 0.5 0.599898063200816] 

19. 𝑀𝐹3 = ′ℎ𝑖𝑔ℎ′: ′𝑡𝑟𝑖𝑚𝑓′, [0.6 1 1.4] 

20. [𝐼𝑛𝑝𝑢𝑡2] 

21. 𝑁𝑎𝑚𝑒 = ′𝑆𝐸′ 
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22. 𝑅𝑎𝑛𝑔𝑒 = [0 1] 

23. 𝑁𝑢𝑚𝑀𝐹𝑠 = 3 

24. 𝑀𝐹1 = ′𝑙𝑜𝑤′: ′𝑡𝑟𝑖𝑚𝑓′, [−0.4 0 0.4] 

25. 𝑀𝐹2 = ′𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒′: ′𝑡𝑟𝑖𝑚𝑓′, [0.396 0.5 0.693679918450561] 

26. 𝑀𝐹3 =
′ℎ𝑖𝑔ℎ′: ′𝑡𝑟𝑖𝑚𝑓′, [0.685626911314985 1.08562691131498 1.48562691131498] 

27. [𝑂𝑢𝑡𝑝𝑢𝑡1] 

28. 𝑁𝑎𝑚𝑒 = ′𝐶𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠′ 

29. 𝑅𝑎𝑛𝑔𝑒 = [0 1] 

30. 𝑁𝑢𝑚𝑀𝐹𝑠 = 3 

31. 𝑀𝐹1 = ′𝑙𝑜𝑤′: ′𝑡𝑟𝑖𝑚𝑓′, [−0.4 0 0.379714576962283] 

32. 𝑀𝐹2 = ′𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒′: ′𝑡𝑟𝑖𝑚𝑓′, [0.384 0.5 0.599898063200816] 

33. 𝑀𝐹3 = ′ℎ𝑖𝑔ℎ′: ′𝑡𝑟𝑖𝑚𝑓′, [0.6 1 1.4] 

34. [𝑅𝑢𝑙𝑒𝑠] 

35. 1 1, 1 (1): 1 

36. 1 2, 2 (1): 1 

37. 2 2, 2 (1): 1 

38. 2 3, 3 (1): 1 

39. 3 3, 3 (1): 1 

40. 3 2, 3 (1): 1 

Based on the formatted architecture and rulesets, the following rule viewer has depicted 

the nature of the system and is illustrated by Figures 5.9, 5.10, 5.11, 5.12, 5.13, and 5.14. 
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Figure 5.9 The Rule Viewer 

As illustrated in the pseudo-code of the Fuzzy logic formation, 6 rules have been created 

and are presented in Figure 5.9. The rules are additive in nature and support AND 

operation throughout. The rule viewer shows different values of MSE and SE and their 

predictions regarding the closeness in the set. 
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Figure 5.10 Moderate MSE and Moderate SE Resulting into Moderate Closeness 

 

 



85 
 

 

Figure 5.11 High MSE and Moderate SE Resulting into Low Closeness 

 

Figure 5.12 Low MSE and Moderate SE Resulting into Moderate Closeness 
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Figure 5.13 High MSE and Moderate SE Will Result into Low Closeness 

The closeness is a measure of finding the relativity between the row attributes with other 

data row attributes. The proposed algorithm architecture illustrates 3 different attacks as 

explained earlier in this section and hence the ordinal measures of these types of security 

threats are as follows. The surface view of the same architecture is shown in 5.13. 
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Figure 5.14 The Surface View of the Inference Engine 

Combining the architecture of Mamdani and Sugeno, the proposed work utilized a hybrid 

value of both trapezoidal and triangular membership functions by adding additional 

evaluation criteria. The outcome is selected as the average value of the mapping of both 

triangular and trapezoidal values. 
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1. Fis1 =  addMF(fis, "MSE − SE", "traiangular", [0.0 0.33], "Name", "GOOD"); 

2. Fis1 =

 addMF(fis, "MSE − SE", " traiangular ", [.33 .50], "Name", "Moderate"); 

3. Fis1 =  addMF(fis, "MSE − SE", " traiangular ", [.50 1], "Name", "Bad"); 

4. Fis2 =  addMF(fis, "MSE − SE", " trapezoidal ", [0.0 0.33], "Name", "Good"); 

5. Fis2 =

 addMF(fis, "MSE − SE", " trapezoidal ", [.33 .50], "Name", "Moderate"); 

6. Fis2 =  addMF(fis, "MSE − SE", " trapezoidal ", [.50 1], "Name", "Bad"); 

7. Fis. Add((Fis1. +Fis2)/2) 

Based on the developed inference value, the inference system executes the addition 

instruction set illustrated as follows.  

1. fis =  and output(fis, [SE, MSE], "Name", "ClassLabel"); 

2. fis =  addMF(fis, "cl", "{trimf, trapezoidal}", [0 5 10], "Name", "Good"); 

3. fis =  addMF(fis, "cl", ”{trimf, trapezoidal}”[.3, .5], "Name", "Moderate"); 

4. fis =  addMF(fis, "cl", "", ”{trimf, trapezoidal}", [.50 1], "Name", "Bad"); 

The hybrid fuzzy system provides more relevance toward the judgment of the class 

category and reduces the overall computation complexity that contributes to lowering the 

overall jitter in the network. 

The lowest closeness refers to DDoS Class, moderate one would signify Replay and the 

highest would be categorized as others. 

The separated dataset architecture is passed to the Neural Network utilizing the following 

ordinal measures that are illustrated in Table 5.2. The proposed work has also utilized 

other ML algorithms to validate the proposed work. 

Table 5.2 Ordinals of Neural Network 

Propagation Architecture  Neurological  

Neuron Count  5-25 

Nature of propagation  Progressive  

Propagation behavior model Levenberg  
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Root node validation Mean Squared Error (MSE) 

Validation parameters  
a) Total number of epochs  
b) Gradient 
c) Count of fails in the validation  

Cross-validation  Linear Regression  

Regression equation  

𝑧 = 𝑎𝑥 + 𝑏 (eq hh) 
Where x is a multi-objective fitness 
function defined by a sigmoid 
function of neural networks  

5.3 Artificial Neural Network (ANN) 

The artificial neural network gets its name from the working of neurons in the brain. A 

neural network is a system composed of computing units-artificial neurons function 

similar to neurons in a biological brain. Like biology, artificial neurons receive and 

process information, and then transmit it further. By interacting with each other, neurons 

can solve complex problems, including: 

• Object class definition, 

• Identify dependencies and aggregate data, 

• Divide the received data into several groups according to the specified characteristics, 

• Forecast etc. 

Neurons are special biological cells that process information as shown in Figure 5.15. It 

consists of cell bodies or somatic cells and two types of external dendritic branches: 

axons and dendrites. The cell body includes a nucleus and plasma. The nucleus contains 

information about genetic characteristics, while plasma contains molecular information to 

produce materials needed for neurons. A neuron receives signals in the form of pulses 

from other neurons through the dendrites (receivers) and transmits signals generated by 

the cell body along the axons (transmitters), which passes into strands at the ends known 

as synapses. 
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Figure 5.15 Biological Neuron 

5.3.1 Working of ANN 

Learning ability is the basic attribute of the brain. In the context of artificial neural 

networks, the learning process can be viewed as establishing network architecture and 

link weights to perform special tasks effectively. Usually, the neural network must adjust 

the link weights of the available training samples. As the weights are continuously 

adjusted, network performance will also improve.  

 

 

 

 

 

 

 

Figure 5.16 Structure of ANN 
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Artificial Neural Networks (ANNs) are biologically inspired computer programs 

designed to process information in the same manner as the human brain. ANN detects 

patterns and data relationships and learns through experience rather than collecting 

knowledge from programming. ANN consists of hundreds of units. These artificial 

neurons are also called processing elements, which are related to weights and create 

neural structures and arrange them in layers as shown in Figure 5.16. 

5.3.2 Implementation Architecture of ANN in MATLAB 

The implementation of ANN has been done utilizing the Neural Network toolbox that is 

supplied by the MathWorks community to support the researchers. The proposed 

implementation architecture is presented in the proceeding figures.  

Here is the sequence of steps for the implementation of ANN through MATLAB: 

1. Data Preparation: Start by organizing and pre-processing your training data. Ensure 

that the data is properly formatted and normalized, as appropriate for your specific 

problem. 

2. Network Creation: Use MATLAB's Neural Network Toolbox to create an ANN 

model. You can choose the architecture and configuration of the network, including 

the number of layers, neurons per layer, and activation functions. 

3. Network Training: Use the prepared training data to train the neural network model. 

MATLAB provides various training algorithms, such as back propagation, to update 

the network weights and biases based on the input data. 

4. Performance Evaluation: Assess the performance of your trained ANN using 

validation or test data. MATLAB provides functions to compute performance metrics 

like accuracy, mean squared error, or classification rates. 

5. Prediction or Classification: Once the ANN is trained and evaluated, you can use it to 

make predictions or classify new data points based on the learned patterns. 
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Figure 5.17 Propagation Architecture of  Neural Network 

To train the system, the network is passed with two elements namely the training data and 

the associated label which is generated in the earlier section of this research. Figure 5.17 

represents a sample of the training model attained by ANN. The proposed model uses 

two hidden layers & 5-10 neurons per layer 

ANN supports a lot of architectural training support like generation of the gradient and 

performing regression over multiple attribute sets via three regression measures namely, 

the R-value of training data, the R-value of overall test data, and the R-value of the 
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validation data. The overall regression value is calculated by summing up all the R 

values. 

 

Figure 5.18 Neural Regression Architecture 

As shown in Figure 5.18, the regression value has been evaluated for training, validation, 

and test data and the final regression value is the arithmetic mean of all three regression 
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values. As the neural network is a propagation-based architecture the R-value changes 

even for the same set of input values, as shown in Figure 5.19. 

 

Figure 5.19 Regression Change Behaviour 

The cross-validation of the utilized Neural Network is always performed using gradient 

and MSE analysis as shown in Figures 5.19 and 5.20. 
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Figure 5.20 MSE Validation Scenario 1 

The previous analysis has been done for the same simulation data; still, the variance in 

the MSE range and validation epochs is the result of the convergence of the Neural 

Network which supports a random walk selection model for propagation.  
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Figure 5.21 MSE for Scenario 2 

The trained system is stored in the repository and when the simulation takes place if the 

network administrator observes that the packet flow architecture is labelled as DDoS, it 

will indicate to stop the data transfer and a heavy amount of battery drainage will be 

saved which will result into more throughput and improved delivery ratio.  

Let us consider a route in {55,32,21,56,17} where 55 is the source node, 17 is the 

terminal node and 32,21 and 56 are respective heads of the communication. The proposed 

work ranks out 32,21 and 56 based on the classification score. Let us assume that the 

route is classified as DDoS and the classification score is 90%. The classification score is 

calculated as the relevance of the classified class to the original class. Each member viz. 

32,21 and 56 shares equal score and hold (-)30% each. The negative sign is due to the 

classification under the attack category viz. DDoS. Higher the score, safer is the root. The 
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score is stored in the repository and at the time of route formation, the asking node also 

checks the rank of the responding node despite of only looking for least computation 

cost. 

5.4 Effect of Training Algorithm Based on Quantitative Parameters 

As the proposed algorithm has used training and classification architecture, the evaluation 

of this section has been made based on the quantitative parameters viz. true positive rate 

(TPR), false positive rate (FPR), and overall classification accuracy. The proposed 

algorithm architecture has been compared with other state of art classification algorithms 

namely, Naïve Bayes and Random Forest. The naïve Bayes is an algorithm that is capable 

of resolving binary as well as multiclass problems. In contrast to this random forest is a 

machine learning algorithm capable of performing both regression and classification. It is 

an ensemble of a large number of minute decision trees also labelled as estimators during 

simulation analysis and are kept 100 as a default value.    

This section has demonstrated both the supervised and semi-supervised learning results 

as described in the introduction section of the dissertation. For the application of the 

semi-supervised approach, a training ratio of 70-30, 80-20, and 90-10 has been kept and 

evaluation parameters viz TPR, FPR, Class Accuracy, and Confusion Matrix of the class 

accuracy have been analysed. 

5.4.1 Evaluation Using 70:30 Distribution 

Table 5.3 demonstrates the TPR and FPR for 70:30 divisions and the results are 

compared with the existing techniques such as Naïve Bayes and Random Forest. The 

average value for TPR and FPR using the proposed technique is 0.96 and 0.065 

respectively while the existing technique shows a TPR of about 0.93 for both Naïve 

Bayes and 0.94 for Random Forest. Consequently, FPR using the existing technique such 

as Naïve Bayes and Random Forest is 0.084 and 0.08 respectively. Thus, the proposed 

technique shows prominent FPR and TPR in comparison to Naïve Bayes and Random 

Forest.    

Table 5.3 Performance Analysis using 70:30 Data Division  
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Total 
number 
of 
simulatio
n records 
for 
training 

TPR 
with 
Naïve 
Bayes 

TPR 
with 
Naïve 
Bayes 
Gaussia
n 

TPR 
with 
Random 
Forest 

Propose
d FPR 

FPR 
with 
Naïve 
Bayes 

FPR 
with 
Naïve 
Bayes 
Gaussia
n  

FPR 
with 
Random 
Forest 

1000 
0.89932
3 

0.90903
7 

0.91563
5 

0.10544
1 

0.13067
7 

0.12096
3 

0.11436
5 

2000 
0.90209
3 

0.90541
1 

0.90587
4 

0.10414
3 

0.12790
8 

0.12458
9 

0.12412
6 

3000 
0.90233
4 

0.90284
5 

0.90490
5 

0.10080
6 

0.12766
6 

0.12715
5 

0.12509
5 

4000 
0.91337 

0.92212
9 

0.93040
8 

0.09042
4 

0.11663 
0.10787
1 

0.09959
2 

5000 
0.91861
3 

0.92025
5 

0.92425
5 

0.08470
7 

0.11138
7 

0.10974
5 

0.10574
5 

6000 
0.92963
7 

0.93806
2 

0.94804
3 

0.07552
2 

0.10036
3 

0.09193
8 

0.08195
7 

7000 
0.92597
8 

0.93520
6 

0.93698
7 

0.07327
4 

0.10402
2 

0.09479
4 

0.09301
3 

8000 
0.93532
6 

0.94359
3 

0.94583
1 

0.06982
4 

0.09467
4 

0.08640
7 

0.08416
9 

9000 
0.94843
2 

0.95467
5 

0.96455
9 

0.05958
6 

0.08156
8 

0.07532
6 

0.06544
1 

10000 
0.97021
1 

0.97966
6 

0.98390
3 

0.03778 
0.05978
9 

0.05033
4 

0.04609
7 

20000 
0.97618
8 

0.9791 
0.98016
4 

0.02974
6 

0.05381
2 

0.0509 
0.04983
6 

50000 
0.97465
5 

0.98234
5 

0.98417
1 

0.02848 
0.05534
5 

0.04765
5 

0.04582
9 

70000 
0.97745
2 

0.98359
3 

0.98806 
0.02647
1 

0.05254
8 

0.04640
7 

0.04194 

100000 
0.97812
4 

0.98225
1 

0.98747
2 

0.02173
3 

0.05187
6 

0.04774
9 

0.04252
8 

Average 
0.93941
1 

0.94558
4 

0.95001
9 

0.06485
3 

0.09059 
0.08441
7 

0.07998
1 
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Figure 5.22 TPR Analysis using 70:30 Data Division 

Figure 5.22 shows the comparative analysis of TPR using a 70-30 distribution. It is seen 

that as the number of simulations increases, then TPR also increases using the proposed 

approach. However, the TPR uses the existing techniques following the zigzag pattern 

and it remains constant for 7000 and 10,000 simulations.  

 

Figure 5.23 FPR Analysis using 70:30 Data Division 

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

T
P

R

TOTAL NUMBER OF SIMULATION RECORDS FOR TRAINING

TPR Analysis

Proposed TPR

TPR with Naïve Bayes

TPR with Naïve Bayes
Gaussian

TPR with Random Forest

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

10
00

20
00

30
00

40
00

50
00

60
00

70
00

80
00

90
00

10
00

0

20
00

0

50
00

0

70
00

0

10
00

00

FP
R

Total Number of Simulation Records for Training

FPR Analysis

Proposed FPR

FPR with Naïve Bayes

FPR with Naïve Bayes
Gaussian

FPR with Random Forest



100 
 

Figure 5.23 shows the comparative analysis of FPR using a 70-30 distribution. It is seen 

that as the number of simulations increases, then FPR keeps on decreasing for all the 

techniques. But, the proposed approach decreases exponentially. However, the FPR uses 

the existing techniques following the zigzag pattern and it keeps on decreasing and then 

remaining constant for 7000 and 10,000 simulations.  

Table 5.4 Confusion Matrix for 70:30 Data Division 

  DDOS REPLAY Others Grand Total Total Number of 
Records 

DDOS 54000 3050 1500 58550 

100000 

REPLAY 1550 32100 2122 35772 

OTHERS 66 12 5600 5678 

Class accuracy distribution was observed using 70% of the data for training and 30% of 

the total data for testing as shown in table 5.4. It is observed that out of the total records, 

58500 records were representing a DDoS attack with high-class accuracy for DDoS 

shown by 54000 records. 

5.4.2 Evaluation Using 80:20 Distribution 

Table 5.5 demonstrates the TPR and FPR for 80:20 division and the results are compared 

with the existing techniques such as Naïve Bayes and Random Forest. The average value 

for TPR and FPR using the proposed technique is about 0.96 and 0.065 respectively 

while the existing technique shows a TPR of about 0.93 for both Naïve Bayes and 0.94 

for Random Forest. Consequently, FPR using the existing technique such as Naïve Bayes 

and Random Forest is 0.09 and 0.08 respectively. Thus, the proposed technique shows 

prominent FPR and TPR in comparison to Naïve Bayes and Random Forest.    

Table 5.5 Performance Analysis using 80:20 Data Division  

Total 
number 
of 

Propos
ed TPR 

TPR 
with 
Naïve 

TPR 
with 
Naïve 

TPR 
with 
Rando

Propose
d FPR 

FPR with 
Naïve 
Bayes 

FPR with 
Naïve 
Bayes 

FPR 
with 
Rando
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simulatio
n records 
for 
training 

Bayes Bayes 
Gaussian 

m 
Forest 

Gaussian  m 
Forest 

1000 
0.9245

59 
0.899

323 
0.909037 

0.9156
35 

0.1054
41 

0.130677 0.120963 
0.114

365 

2000 
0.9258

57 
0.902

093 
0.905411 

0.9058
74 

0.1041
43 

0.127908 0.124589 
0.124

126 

3000 
0.9291

94 
0.902

334 
0.902845 

0.9049
05 

0.1008
06 

0.127666 0.127155 
0.125

095 

4000 
0.9395

76 
0.913

37 
0.922129 

0.9304
08 

0.0904
24 

0.11663 0.107871 
0.099

592 

5000 
0.9452

93 
0.918

613 
0.920255 

0.9242
55 

0.0847
07 

0.111387 0.109745 
0.105

745 

6000 
0.9544

78 
0.929

637 
0.938062 

0.9480
43 

0.0755
22 

0.100363 0.091938 
0.081

957 

7000 
0.9567

26 
0.925

978 
0.935206 

0.9369
87 

0.0732
74 

0.104022 0.094794 
0.093

013 

8000 
0.9601

76 
0.935

326 
0.943593 

0.9458
31 

0.0698
24 

0.094674 0.086407 
0.084

169 

9000 
0.9704

15 
0.948

432 
0.954675 

0.9645
59 

0.0595
86 

0.081568 0.075326 
0.065

441 

10000 
0.9792

22 
0.970

211 
0.979666 

0.9839
03 

0.0377
8 

0.059789 0.050334 
0.046

097 

20000 
0.9810

25 
0.976

188 
0.9791 

0.9801
64 

0.0297
46 

0.053812 0.0509 
0.049

836 

50000 
0.9885

21 
0.974

655 
0.982345 

0.9841
71 

0.0284
8 

0.055345 0.047655 
0.045

829 

70000 
0.9912

59 
0.977

452 
0.983593 

0.9880
6 

0.0264
71 

0.052548 0.046407 
0.041

94 

100000 
0.9938

267 
0.978

124 
0.982251 

0.9874
72 

0.0217
33 

0.051876 0.047749 
0.042

528 

Average 
0.9600
09121 

0.939
41 

0.945584 
0.9500

19 
0.0648

53 
0.09059 0.084417 

0.079
981 
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Figure 5.24 TPR Analysis using 80:20 Data Division 

Figure 5.24 shows the comparative analysis of TPR using an 80-20 distribution. It is seen 

that as the number of simulations increases, then TPR using the proposed approach also 

increases. However, the TPR using the existing techniques increase or decreases and 

thus, follows the zigzag pattern but, it remains constant for 7000 and 10,000 simulations.  

 

Figure 5.25 FPR Analysis using 80:20 Data Division 
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Figure 5.25 shows the comparative analysis of FPR using an 80-20 distribution. It is seen 

that as the number of simulations increases, then FPR also decreases using the proposed 

approach. However, the FPR uses the existing techniques following the zigzag pattern 

following the decreasing pattern but, it remains constant for 7000 and 10,000 simulations.  

Table 5.6 Confusion Matrix for 80:20 Data Division  

  DDOS REPLAY Others Grand 
Total 

Total 
Number of 
Records 

DDOS 56500 1350 1300 59150 

100000 

REPLAY 1300 31200 2050 34550 

OTHERS 100 29 6171 6300 

Table 5.6 shows the Class accuracy distribution observed using 80% of the data for 

training and 20% of the total data for testing is shown in the given table. It is observed 

that out of the total records, 59150 records were representing DDoS attacks with high-

class accuracy while others show accuracy for 6300 records. 

5.4.3 Evaluation Using 90:10 Distribution 

Table 5.7 demonstrates the TPR and FPR for 90:10 division and the results are compared 

with the existing techniques such as Naïve Bayes and Random Forest. The average value 

for TPR and FPR using the proposed technique is about 0.97 and 0.053 respectively 

while the existing technique shows TPR of about 0.95 for both Naïve Bayes and 0.958 

for Random Forest. Consequently, FPR using the existing technique such as Naïve Bayes 

and Random Forest is 0.07 and 0.071, respectively. Thus, the proposed technique shows 

prominent FPR and TPR in comparison to Naïve Bayes and Random Forest.    

Table 5.7 Performance Analysis using 90:10 Data Division  

Total 
number 
of 
simulati
on 
records 

Proposed 
TPR 

TPR 
with 
Naïve 
Bayes 

TPR 
with 
Naïve 
Bayes 
Gaussi
an 

TPR 
with 
Rando
m 
Forest 

Propos
ed 
FPR 

FPR 
with 
Naïve 
Bayes 

FPR 
with 
Naïve 
Bayes 
Gaussi
an  

FPR 
with 
Random 
Forest 
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for 
training 

1000 
0.928225
7 

0.9046
2 

0.9088
3 

0.9113
6 

0.1017
7 

0.1253
8 

0.1211
7 

0.11863
54 

2000 
0.934992
8 

0.9142
5 

0.9222
1 

0.9237
9 

0.0950
1 

0.1157
5 

0.1077
9 

0.10621
36 

3000 
0.956694
9 

0.9281
8 

0.9326
7 0.9328 

0.0733
1 

0.1018
2 

0.0973
4 

0.09720
11 

4000 
0.960176
3 

0.9296
5 

0.9362
2 

0.9384
8 

0.0698
2 

0.1003
5 

0.0937
8 

0.09151
55 

5000 
0.962586
5 0.9406 

0.9463
4 

0.9532
7 

0.0674
1 0.0894 

0.0836
6 

0.07673
5 

6000 
0.966026
7 

0.9361
7 

0.9375
4 

0.9391
5 

0.0639
7 

0.0938
3 

0.0924
6 

0.09084
6 

7000 
0.970496
9 

0.9479
5 

0.9543
8 

0.9551
1 0.0595 

0.0820
5 

0.0756
2 

0.07489
13 

8000 
0.976295
8 

0.9502
3 

0.9521
4 

0.9553
5 0.0537 

0.0797
7 

0.0778
6 

0.07465
44 

9000 
0.979653
6 

0.9550
6 

0.9638
4 

0.9666
6 

0.0503
5 

0.0749
4 

0.0661
6 

0.06334
5 

10000 0.988697 
0.9589
3 

0.9591
3 

0.9641
7 0.0413 

0.0710
7 

0.0708
7 

0.06582
73 

20000 0.98786 
0.9815
4 

0.9865
4 

0.9888
9 

0.0240
3 

0.0484
6 

0.0434
6 

0.04110
73 

50000 0.997546 
0.9832
4 

0.9923
1 0.9999 

0.0194
7 

0.0467
6 

0.0376
9 

0.03009
66 

70000 0.99874 
0.9873
3 0.9901 

0.9993
1 0.0159 

0.0426
7 0.0399 

0.03069
4 

100000 0.99541 
0.9892
2 

0.9907
3 

0.9936
4 

0.0126
1 

0.0407
8 

0.0392
7 

0.03635
9 

Averag
e 

0.976559
921 

0.9504
97 

0.9552
12 

0.9587
06 

0.0534
4 

0.0795
03 

0.0747
88 

0.07129
439 
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Figure 5.26 TPR Analysis using 90:10 Data Division 

Figure 5.26 shows the comparative analysis of TPR using a 90-10 distribution. It is seen 

that as the number of simulations increases, then TPR using the proposed approach also 

increases and remains constant in increasing order. However, the TPR using the existing 

techniques keeps on increasing and decreasing. The proposed technique shows prominent 

results in comparison to the existing technique.   

Figure 5.27 shows the comparative analysis of FPR using a 90-10 distribution. It is seen 

that as the number of simulations increases, the FPR keeps on decreasing for all the 

techniques. But, the proposed approach decreases exponentially. However, the FPR using 

the existing techniques keeps on increasing and decreasing and thus, increases for 7000 

and 10,000 simulations.  
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Figure 5.27 FPR Analysis using 90:10 Data Division 

Table 5.8 Confusion Matrix for 90:10 Data Division 

  DDOS REPLAY Others Grand 
Total 

Total 
Number of 
Records 

DDOS 57500 1000 1200 59700 

100000 

REPLAY 1300 31200 1500 34000 

OTHERS 75 50 6175 6300 

Table 5.8 shows the Class accuracy distribution observed using 90% of the data for 

training and 10% of the total data for testing is shown in the given table. It is observed 

that out of the total records, 59700 records were representing DDoS attacks with high-

class accuracy while others show accuracy for 6300 records. 

5.5 Summary of the Chapter 

This chapter discusses the different Machine learning algorithms such as SVM in three 

different categories. The classifier detail also elaborated with the working of ANN. The 

implementation of ANN in MATLAB, Neural Regression architecture, and regression 
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analysis are also detailed well. The MSE validation behaviour for different scenarios is 

also presented in this chapter.  
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Chapter 6: Results and Comparison 

The chapter presents the result and outcomes of the detailed simulation analysis 

performed to justify the effectiveness of the proposed work. The evaluation is first 

performed against different classifiers in terms of QoS parameters. This is then followed 

by a comparative analysis of the existing studies.  

6.1 Background Information 

The proposed work has been evaluated considering the effect of training and 

classification algorithms on QoS parameters. As the objective suggests itself that this 

chapter will illustrate the effect on QoS parameters based on the proposed architecture 

system. Hence, this portion will describe the architecture and evaluation of Throughput, 

PDR, TDR, and Jitter  

6.2 QoS Effect Based on Different Classifiers 

Table 6.1 depicts the throughput results using the shared approach and the already 

existing algorithms. It is seen that the average throughput using the proposed approach is 

19219.39 Kbps while throughput with Naïve Bayes Gaussian is 13212.89 kbps. 

Consequently, throughput using the Random Forest is 13014.08 kbps. Thus, throughput 

using the proposed technique is much better than the other techniques.   

Table 6.1 Evaluation of Throughput Based on Different Classifiers 

Packet 
Injection 
Rate 
(Packets/sec) 

Total 
number of 
Simulations 

Throughput 
Proposed 
with 
FFBPNN 
Algorithm 

Throughput 
with Naïve 
Bayes 

Throughput 
with Naïve 
Bayes 
Gaussian 

Throughput 
with 
Random 
Forest 

10000 1000 9489.7536 10098.4896 9108.4776 9590.0196 

10000 2000 10111.0254 9725.9142 10072.7652 8376.5154 

10000 5000 9728.709 8707.4952 9056.9064 8430.7386 

10000 10000 9745.131 8992.8096 9441.8442 8114.7936 
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10000 20000 9902.721 9106.2234 9246.0858 7871.697 

10000 50000 9278.3382 9648.486 8097.2088 8452.2402 

10000 100000 9347.6574 8822.8164 8294.283 7711.761 

15000 1000 13831.098 15063.156 11780.082 14203.602 

15000 2000 14399.85 13518.468 13429.32 12353.424 

15000 5000 14192.586 13944.624 12752.856 13125.768 

15000 10000 14127.102 14433.714 12982.968 12643.716 

15000 20000 14709.216 15267.156 12631.986 13161.06 

15000 50000 14905.974 14274.696 13693.194 14064.27 

15000 100000 14683.614 15132.516 13127.196 13236.438 

20000 1000 19989.654 17731.068 17066.538 16487.586 

20000 2000 20124.906 19949.364 17565.93 18469.752 

20000 5000 18964.35 17624.886 16450.764 16712.394 

20000 10000 19307.886 18511.878 16535.934 16350.702 

20000 20000 19495.158 18969.756 17575.314 17447.202 

20000 50000 20376.948 19831.656 19861.848 19372.044 

20000 100000 18761.064 17544.51 18699.15 17119.884 

 

 

Figure 6.1 Evaluation of Throughput Based on Different Classifiers 
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Figure 6.1 depicts the comparative evaluation of the shared technique with the existing 

technique. The graphical analysis shows that the throughput using the proposed approach 

is virtually found to remain constant for different simulation rounds. However, some 

increase is observed in the throughput as the packet injection rate is increased. The results 

show that throughput using the proposed technique keeps on increasing with an increase 

in packet injection rate for all the studies with the PDR of the proposed work remaining 

higher among all. 

Table 6.2 Evaluation of PDR Based on Different Classifiers 

Packet Injection 
Rate 
(Packets/second) 

Total number 
of 
Simulations 

PDR 
Proposed 

PDR 
With 
Naïve 
Bayes 

PDR With 
Naïve 
Bayes 
Gaussian 

PDR With 
Random 
Forest 

10000 1000 0.91274 0.88745 0.89574 0.89874 

10000 2000 0.91901 0.89243 0.90247 0.90668 

10000 5000 0.92174 0.89574 0.90351 0.908473 

10000 10000 0.92212 0.89636 0.90417 0.91025 

10000 20000 0.92354 0.89735 0.90485 0.913851 

10000 50000 0.92568 0.8998 0.90517 0.914261 

10000 100000 0.92842 0.89945 0.90598 0.91558 

15000 1000 0.93538 0.91013 0.91992 0.927914 

15000 2000 0.93646 0.91314 0.92194 0.925487 

15000 5000 0.93732 0.91475 0.92422 0.927782 

15000 10000 0.93976 0.91532 0.92584 0.934575 

15000 20000 0.94182 0.91644 0.92314 0.929312 

15000 50000 0.94112 0.91762 0.92412 0.930801 

15000 100000 0.94224 0.91874 0.92547 0.933167 

20000 1000 0.95152 0.92132 0.92654 0.931138 

20000 2000 0.95157 0.92187 0.93214 0.931382 

20000 5000 0.95193 0.92245 0.93481 0.930434 

20000 10000 0.95514 0.92298 0.93813 0.937904 

20000 20000 0.95721 0.92384 0.93974 0.935976 

20000 50000 0.95847 0.92457 0.94314 0.936578 
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20000 100000 0.96072 0.92587 0.94874 0.941882 

 

Table 6.2 shows the PDR using the shared approach and the already existing techniques. 

It is seen that PDR using the proposed approach is 0.94 while PDR with Naïve Bayes 

Gaussian is 0.91. Further, PDR using the Random Forest is 0.93. Thus, PDR using the 

proposed work is higher than the other technique used in the analysis at different 

simulation rounds and packet injection rates.    

 

Figure 6.2 Evaluation of PDR Based on Different Classifiers 

Figure 6.2 depicts the graphical representation of the PDR comparative analysis. The 

evaluation results show that PDR using the proposed technique remains virtually constant 

with an increase in the simulation rounds however, with an increase in the packet 

injection rate PDR of all the techniques gets increased. 

Table 6.3 presents the TDR analysis of the four approaches. The average TDR exhibited 

by the proposed approach is 94.65% while TDR using Naïve Bayes Gaussian is 92.30% 

and TDR using the Random Forest is 92.98%. Thus, the parametric values show that the 

TDR using the proposed technique remains higher over the variation in the simulation 

rounds and the packet injection rate. 

0.84
0.86
0.88

0.9
0.92
0.94
0.96
0.98

10
00

20
00

50
00

10
00

0

20
00

0

50
00

0

10
00

00

10
00

20
00

50
00

10
00

0

20
00

0

50
00

0

10
00

00

10
00

20
00

50
00

10
00

0

20
00

0

50
00

0

10
00

00

10000 15000 20000

PD
R

Packet Injection Rate

PDR Analysis

PDR Proposed PDR With Naïve Bayes

PDR With Naïve Bayes Gaussian PDR With Random Forest



112 
 

Table 6.3 Evaluation of TDR Based on Different Classifiers 

Packet Injection 
Rate 
(Packets/second) 

Total 
number of 
Simulations 

TDR 
Proposed 
with 
FFBPNN 
Algorithm 

TDR 
with 
Naïve 
Bayes 

TDR 
with 
Naïve 
Bayes 
Gaussian 

TDR 
with 
Random 
Forest 

10000 1000 92.502576 84.5376 86.4557 89.023 

10000 2000 93.521148 85.1516 86.9037 89.232 

10000 5000 94.498512 85.2052 86.927 89.5775 

10000 10000 95.175384 85.9842 87.5331 90.0375 

10000 20000 95.892036 86.3724 88.2122 90.0957 

10000 50000 96.219456 87.1325 88.7301 90.6936 

10000 100000 96.407952 87.795 89.7304 90.935 

15000 1000 96.472212 87.86 90.1075 90.944 

15000 2000 96.550038 88.6734 91.0431 91.9037 

15000 5000 97.035354 89.3764 91.8233 92.2724 

15000 10000 97.192944 89.4686 92.3502 93.0548 

15000 20000 97.569018 89.7567 92.7775 93.7517 

15000 50000 98.587182 90.2809 93.3226 93.845 

15000 100000 98.607684 91.1295 94.3259 94.0133 

20000 1000 98.627574 91.4901 94.9467 94.8474 

20000 2000 98.771394 92.2509 95.9112 95.253 

20000 5000 98.885124 93.1882 96.5126 95.7255 

20000 10000 99.410934 93.3228 96.9159 96.0415 

20000 20000 99.855756 93.8473 97.2192 96.7893 

20000 50000 99.23454 94.7079 98.009 97.2032 

20000 100000 99.25112 95.3327 98.6289 97.5051 
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Figure 6.3 Evaluation of TDR Based on Different Classifiers 

Figure 6.3 showcases the comparative analysis of the proposed technique using FFBPNN 

and the existing techniques. The graphical results show that the TDR using the proposed 

approach is better than the existing techniques. The results show that TDR using the 

proposed technique remains higher and exhibits better outcomes than the existing 

approaches. 

Table 6.4 Evaluation of Jitter Based on Different Classifiers 

Packet 
Injection Rate 
(Packets/sec) 

Total number 
of 
Simulations 

Jitter 
Proposed 
with 
FFBPNN 
Algorithm 

Jitter with 
Naïve 
Bayes 

Jitter with 
Naïve 
Bayes 
Gaussian 

Jitter with 
Random 
Forest 

10000 1000 272.32 273.322 281.554 273.1177 

10000 2000 263.22 272.21658 274.111 272.008194 

10000 5000 239.7988 266.66472 268.668 266.456334 

10000 10000 217.3776 261.11286 263.225 260.904474 

10000 20000 191.9564 245.361 247.782 245.152614 

10000 50000 169.5352 229.60914 232.339 229.400754 

10000 100000 147.114 213.85728 216.896 213.648894 
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15000 1000 123.6928 198.10542 201.453 197.897034 

15000 2000 100.2716 182.35356 186.01 182.145174 

15000 5000 74.8504 158.4417 162.567 158.233314 

15000 10000 62.4292 142.68984 147.124 142.481454 

15000 20000 48.008 126.93798 131.681 126.729594 

15000 50000 45.5868 116.28612 121.238 116.077734 

15000 100000 43.1656 97.47426 102.795 97.265874 

20000 1000 39.7444 77.6424 83.3523 77.434014 

20000 2000 38.3232 57.81054 63.9093 57.602154 

20000 5000 31.902 37.97868 44.4663 37.770294 

20000 10000 26.4808 28.34682 35.0233 28.138434 

20000 20000 20.0596 20.75496 23.5803 20.546574 

20000 50000 15.6384 17.2431 24.1373 21.114714 

20000 100000 10.462 11.365 15.6943 12.2577 

 

Table 6.4 shows the evaluation of jitter using the proposed approach and the existing 

classifiers. Initially, the proposed work exhibited a jitter of 26.44sec while a jitter using 

Naïve Bayes Gaussian is 31.36sec and using the Random Forest is 32.25sec. As the 

number of simulation rounds is increased along with the packet injection rate, a steep rise 

in the jitter is observed for all the techniques. This observation is further illustrated using 

Figure 6.4. The tabulated values also show that at a high packet injection rate of 20000 

packets per sec, the jitter of the proposed technique remains lower than the existing ones. 

Thus, jitter analysis shows that using the proposed technique provides much more 

efficient V2V communication in comparison to the existing techniques.   
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Figure 6.4 Evaluation of Jitter Based on Different Classifiers 

Figure 6.4 shows the comparison and the graphical results showcase that the jitter using 

the proposed approach is better than the existing techniques. The evaluation results depict 

that jitter using the proposed technique falls down with an increase in simulation rounds 

but, outcomes are better than the existing approaches. 

6.3 Comparative Analysis for QoS Measurement 

To justify the success of the proposed work its performance is compared against two 

existing studies cited as Yuvraj et al. [47] and Kim et al. [55]. The framework presented 

by Yuvraj et al. was aimed at addressing the asymmetry in the network to extend the QoS 

and designed a congestion-aware routing. Kim et al. extended the OLSR and AODV 

protocols with the intelligent multi-criteria-based decision-making approach in a mobile 

node-based communication network. In contrast to these, the proposed work integrated 

machine learning, fuzzy logic, and several other criteria in the designed framework. Thus, 

the quality of all the techniques is evaluated and presented in the below tables and graphs 

for throughput, PDR, TDR, and jitter.   
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Table 6.5 shows the analysis of the proposed technique with other state-of-the-art 

techniques for the calculation of throughput. It is clearly visible that the average 

throughput value by Yuvraj et al. and Kim et al. is 18969.4 kbps and 18545.4 Kbps 

respectively. The proposed technique shows average throughput of about 19219.39 kbps. 

Table 6.5 Comparative Analysis of Throughput 

Number of 

Nodes 

Throughput 

Proposed 

Throughput 

Yuvraj et al. 

Throughput 

Kim et al. 

Proposed 

over  

Yuvraj et 

al. 

Proposed 

by Kim et 

al. 

50 19598.7 19329 18632 1.395313 5.188386 

60 19731.3 19573 19041 0.808767 2.793971 

70 19017.4 18570 18333 2.409262 1.292751 

80 18785.8 18286 17832 2.733239 2.545985 

90 18594.5 18525 18093 0.375169 2.387664 

100 18929.3 18666 18468 1.410586 1.072125 

200 19048.4 18746 18449 1.613144 1.609843 

300 19113.9 19036 18652 0.409225 2.05876 

400 19979.4 19651 18982 1.671162 3.524392 

500 19395.2 19312 18972 0.43082 1.792115 

Average 19219.39 18969.4 18545.4 1.32567 2.4266 

 

Figure 6.5 shows the comparative analysis of QoS measurement. It is clearly visible that 

the average throughput value using the proposed technique is better than the existing 

techniques such as Yuvraj et al. and Kim et al. Thus, the proposed technique shows better 

results in comparison to existing techniques. 
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Figure 6.5 Comparative Analysis of Throughput 

Figure 6.5 depicts the improvement analysis of the said technique in comparison to other 

techniques. The improvement of the proposed approach to the Yuvraj et al. and Kim et al. 

is 1.32% and 2.42%. Thus, the proposed technique shows better results in comparison to 

other techniques. Thus, the proposed technique proved efficient and gave prominent 

results in comparison to other techniques.  

 

Figure 6.6 Improvement Analysis of Throughput 
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Table 6.6 Comparative Analysis of PDR 

Number of 
Nodes 

PDR 
Proposed 

PDR 
Yuvraj et 
al. 

PDR Kim 
et al. 

Proposed over  
Yuvraj et al. 

Proposed by 
Kim et al. 

50 0.9335652 0.89456 0.8759 4.3602665 6.583536933 

60 0.9397668 0.88641 0.8715 6.019426676 7.833253012 

70 0.9412356 0.88721 0.8752 6.089381319 7.545201097 

80 0.9430716 0.89939 0.8848 4.856802944 6.58584991 

90 0.944112 0.89321 0.8846 5.698771845 6.727560479 

100 0.9484368 0.92224 0.8958 2.84056211 5.875954454 

200 0.947121 0.91437 0.8865 3.581810427 6.838240271 

300 0.9472536 0.91114 0.8848 3.963562131 7.058499096 

400 0.9452646 0.91658 0.8904 3.129524973 6.161792453 

500 0.9395016 0.90409 0.8958 3.91682244 4.878499665 

Average 0.9429329 0.90292 0.88453 4.44569314 6.60883874 

 

Table 6.6 shows the analysis of the said technique with the other existing techniques for 

PDR. It is clearly seen that the PDR value by Yuvraj et al. and Kim et al. is 0.90 and 0.88 

respectively. The proposed technique shows an average PDR of about 0.94. Thus, the 

proposed mechanism showcases improved results in comparison to other existing 

techniques. 
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Figure 6.7 Comparative Analysis of PDR 

Figure 6.7 shows the analysis of the said technique with the other existing techniques 

with existing techniques for PDR measurement. The PDR using Yuvraj et al. follows the 

zigzag pattern and PDR is less than the proposed technique while results using the Kim et 

al. are also lower than the proposed approach. Thus, the proposed mechanism showcases 

improved results in comparison to other existing techniques. 

 

Figure 6.8 Improvement Analysis of PDR 
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It is clearly visible that the average PDR value using the said technique is better than the 

existing techniques such as Yuvraj et al. and Kim et al. The improvement of the proposed 

approach to the Yuvraj et al. and Kim et al. is 4.44% and 6.6%. The improvement 

analysis shows the robustness of the proposed technique.  

Table 6.7 Comparative Analysis of TDR 

Number of 
Nodes 

TDR Proposed 
TDR 
Yuvraj et 
al. 

TDR Kim 
et al. 

TDR over  
Yuvraj et al. 

TDR over  
Kim et al. 

50 90.0711618 85.0836 87.3169 5.861944 3.154293 

60 91.4274465 85.9344 87.6662 6.392085 4.290421 

70 91.321721 86.7938 88.5429 5.216885 3.138436 

80 94.4055816 87.6617 89.4283 7.693044 5.565681 

90 95.5938542 88.5383 90.3226 7.968876 5.836064 

100 94.5197927 89.4237 91.2258 5.698784 3.610816 

200 96.73555 90.318 92.1381 7.105547 4.989789 

300 96.8723766 91.2211 93.0594 6.195091 4.097318 

400 97.1187175 92.1334 93.99 5.411028 3.328744 

500 98.47838 93.0547 94.9299 7.977771 5.844784 

Average 94.6544581 89.0163 90.862 6.55211 4.38563 

 

Table 6.7 depicts the analysis of the said technique with the other existing techniques for 

TDR. It is clearly seen that the average TDR value by Yuvraj et al. and Kim et al. is 

89.016% and 90.86%, respectively. The proposed technique shows an average TDR of 

about 94.65%. The improvement of the proposed approach to the Yuvraj et al. and Kim et 

al. is 6.5% and 4.3%. Thus, the proposed mechanism showcases improved results in 

comparison to other existing techniques. 
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Figure 6.9 Comparative Analysis of TDR 

Figure 6.9 depicts the comparative analysis of the proposed mechanism with the other 

existing techniques for TDR measurement. The TDR using Yuvraj et al. is less than the 

proposed technique while results using Kim et al. are also lower than the proposed 

approach as well as Yuvraj et al. Thus, the proposed mechanism showcases improved 

results in comparison to other existing techniques. 

 

Figure 6.10 Improvement Analysis of TDR 
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It is clearly visible that the average TDR value using the said technique is better than the 

existing techniques like Yuvraj et al. and Kim et al. The improvement of the proposed 

approach to the Yuvraj et al. and Kim et al. is 6.5% and 4.3%. The improvement analysis 

shows the robustness of the proposed technique. 

Table 6.8 Comparative Analysis of Jitter 

Number of 
Nodes 

Jitter Proposed 
Jitter 
Yuvraj et 
al. 

Jitter Kim 
et al. 

Jitter over  
Yuvraj et al. 

Jitter over  
Kim et al. 

50 10.2911618 15.3664 11.4462 33.02815363 10.09101885 

60 13.5111618 15.9104 14.9902 15.07968499 9.866700911 

70 16.8311618 18.4544 17.5342 8.795941347 4.009525385 

80 17.1511618 19.9984 20.0782 14.23732999 14.57819028 

90 19.4711618 23.5424 22.6222 17.29321649 13.92896447 

100 25.7911618 30.0864 30.1662 14.27634479 14.50311342 

200 30.1111618 38.6304 34.7102 22.05319696 13.24981763 

300 36.4311618 45.1744 41.2542 19.35440913 11.69102346 

400 40.7511618 51.7184 48.7982 21.2056796 16.49044063 

500 54.0711618 56.2624 56.3422 3.894676018 4.030794325 

Average 26.4411618 31.5144 29.7942 16.9218633 11.24395894 

Table 6.8 shows the comparative analysis of the proposed technique with the existing 

techniques for Jitter. It is clearly seen that the average Jitter value for 500 nodes by 

Yuvraj et al. and Kim et al. is 31.51sec and 29.79sec, respectively.  In comparison to 

these, the proposed technique shows an average jitter of about 26.44sec.  
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Figure 6.11 Comparative Analysis of Jitter 

Figure 6.11 depicts the analysis of the said technique with the other existing techniques 

for Jitter measurement. The Jitter using the Yuvraj et al. is higher than the proposed 

technique while results using the Kim et al. are also higher than the proposed approach as 

well as Yuvraj et al. The higher value of the jitter indicates high noise and more 

distortion. Thus, the proposed mechanism showcases improved results in comparison to 

other existing techniques. 

 

Figure 6.12 Improvement Analysis of Jitter 
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The average jitter improvement of the proposed approach to the Yuvraj et al. and Kim et 

al. is 16.92% and 11.24%. Thus, the proposed technique shows better results in 

comparison to existing techniques. The improvement analysis shows the robustness of the 

proposed technique. 

6.4 Summary of the Chapter 

This chapter elaborates on the results and discussion using the different performance 

metrics. The QoS measurement also explained the effectiveness of the implemented 

technique in VANET. In other words, it also establishes that better QoS measurements 

also reflect the involvement of trusted nodes during root discovery. Because in case there 

would be compromised nodes in the route, there may be instances of network failure that 

would have degraded the QoS. Hence, the nodes are labelled as trusted nodes when QoS 

is higher than the existing works.  
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Chapter 7: Conclusion 

The chapter is dedicated to presenting the drawn conclusions to the detailed research 

summarized in the earlier chapters of the thesis. The research study aims are designing an 

improved and secure V2V communication based on the strengths of machine learning 

techniques. In the process, the work involves labeling of the nodes which is based on the 

QoS parameters. Thus, trust is established in V2V communication based on the 

performance of the node in all the contributed routes. This is analyzed in terms of 

throughput, PDR, TDR, and delay.  

7.1 Conclusion 

The vehicles transfer the information through the communication channel. The evaluation 

of the channel can only be done once the data is transferred from the source vehicle to the 

terminal vehicle. The proposed research work has utilized MATLAB as the simulation 

tool for the implementation of the designed algorithmic architectures in VANET. The 

performance metrics such as TPR, FPR, and accuracy have been determined for different 

training to the testing set distributions such as 70-30, 80-20, and 90-10.  

● For 70:30 dataset distribution, TPR and FPR results are contrasted with the other 

state-of-the-art techniques such as Naïve Bayes and Random Forest. The average 

value for TPR and FPR using the proposed technique is 0.96 and 0.065 

respectively while the existing technique shows a TPR of about 0.93 for both 

Naïve Bayes and 0.94 for Random Forest. Consequently, FPR using the existing 

technique such as Naïve Bayes and Random Forest is 0.084 and 0.08 

respectively. Thus, the proposed technique shows prominent FPR and TPR in 

comparison to Naïve Bayes and Random Forest. Additionally, the confusion 

matrix has been also realized, and it is observed that out of the total 58550 

records were representing DDoS attacks with high-class accuracy for DDoS 

shown by 54000 records. 
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● For 80:20 distribution ratios, the average value of TPR and FPR using the 

proposed technique is about 0.96 and 0.065 respectively while the existing 

technique shows TPR of about 0.93 for both Naïve Bayes and 0.94 for Random 

Forest. Consequently, FPR using the existing technique such as Naïve Bayes and 

Random Forest is 0.09 and 0.07 respectively. Thus, the proposed technique 

shows prominent FPR and TPR for 80:20 ratios in comparison to Naïve Bayes 

and Random Forest. The confusion matrix for the 80:20 ratio shows that out of 

the total records, 59150 records were representing DDoS attacks with high-class 

accuracy while others show accuracy for 6300 records. 

● For 90:10 distribution ratios, the average value of TPR and FPR using the 

proposed technique is about 0.97 and 0.053 respectively while the existing 

technique shows TPR of about 0.950 for both Naïve Bayes and 0.958 for 

Random Forest. Consequently, FPR using the existing technologies such as 

Naïve Bayes and Random Forest is 0.079 and 0.071 respectively. Thus, the 

proposed technique shows prominent FPR and TPR using a 90:10 ratio in 

comparison to Naïve Bayes and Random Forest. The confusion matrix for the 

90:10 ratio shows that out of the total records, 59700 records were representing 

DDoS attacks with high-class accuracy while others show accuracy for 6300 

records.  

Further, the efficiency of the proposed technique has been showcased by comparing the 

QoS observed against the existing techniques. The number of vehicle nodes used in the 

analysis is restricted from 50 to 500 and the throughput, PDR, TDR, and jitter analysis is 

performed.  

● In the case of throughput analysis, the average throughput using the proposed 

approach is 19219.39 Kbps, using Yuvraj et al. approach is 1896.4 Kbps, and 

using Kim et al. approach is 18545.4 Kbps. This shows that the throughput using 

the proposed technique is better than the existing techniques. In comparison to 

Yuvraj et al. and Kim et al., the proposed approach exhibited an average 

improvement of 1.3% and 2.4%, respectively. Thus, the proposed technique 

showcases improved results in comparison to other existing techniques. 
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● PDR analysis using the proposed approach and the existing techniques has been 

presented. It is seen that the average PDR using the proposed approach is 0.9429 

while Yuvraj et al. is 0.9029 and Kim et al. is 0.88453 showing that the PDR 

using the proposed technique is better than the existing techniques. Thus, an 

average improvement of 4.44% and 6.6% is shown by the proposed approach over 

Yuvraj et al. and Kim et al. Thus, the proposed technique showcases improved 

results in comparison to other existing techniques.  

● The average TDR observed using the proposed work is 94.65% while the TDR 

exhibited by Yuvraj et al. and Kim et al. is 89.016% and 90.86%, respectively. 

Thus, the TDR improvement of the proposed approach over Yuvraj et al. is 

6.55%, and Kim et al. is 4.38%.  

● Similarly, the average Jitter value exhibited by the proposed is 26.44sec, Yuvraj 

et al. is 31.51sec and Kim et al. are 29.39sec. Thus, exhibits an overall 

improvement of 16.92% over Yuvraj et al. and 11.24% over Kim et al. The 

improvement analysis shows the robustness of the proposed technique.  

The overall simulation study concluded that the higher QoS measurements have been 

demonstrated by the proposed work in comparison to the two existing studies of Yuvraj 

et al. and Kim et al. The higher QoS measurements illustrated by the proposed work also 

reflect the involvement of trusted nodes in the route and thus justify the success of the 

proposed work. In other words, the nodes involved in the route are labelled as trusted 

nodes only when they could deliver an acceptable quality of service. 

7.2 Future Scope 

The presented work is aimed to distinguish trusted and un-trusted nodes so as to improve 

the reliability aspect in VANET architecture. In the process, a packet-efficient prevention 

architecture was developed to enhance secure V2V communication based on Machine 

Learning. In the evaluation of the present work, various ML algorithms are evaluated for 

the two most common attacks observed in VANETs. In the future, the present 

architecture can be extended to provide defence against more attacks in addition to DDoS 
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and Replay attacks. In addition to this, the author will look forward to some other insect 

or animal swarm algorithms that can be integrated to refine the present work or deep 

learning concepts can be involved with the neural network architecture to improve the 

performance of the present work.  
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