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ABSTRACT 

 
Content-Based Image Retrieval is a technique that enables to organize the digital photos 

according to their visual characteristics. It is used in computer vision techniques to solve the 

issue of retrieving images from huge databases. Content-Based Image Retrieval involves 

searching a database of photographs for the pictures that look like the query picture. Images are 

retrieved using features taken directly out of the image data rather than keywords or annotations. 

With the help of Feature Extraction Technique, number of required images can be extracted from 

the database based on the query image. Fuzzy Cmean, Kmean, Gray-Level Co-Occurrence 

Matrix (GLCM), Local Binary Pattern (LBP), Principal Component Analysis (PCA), and Scale 

Invariant Feature transform (SIFT) are used in this research study to extract features. The main 

motive of this work is to improve the efficiency of Content-Based Image Retrieval system by 

eliminating characteristics from query and database images. These extracted features undergo 

many processing stages, such as optimal feature selection, which gets rid of redundant 

information. The Markov Chain Rule Feature Optimization approach is used to choose the 

informative features from the features. For similarity search, Hausdarff Distance along with 

Gradient Boosting (GBT) machine learning techniques improves matching accuracy and retrieval 

speed. The tests use publicly accessible datasets termed CIFAR-10, CIFAR-100, Web-crawled 

misc1 and Web-Crawled misc2 and compare them to existing methodologies with performance 

parameters such as accuracy, precision, sensitivity, specificity and F-Score and in compare to the 

state of the art, we have got 97.71% accuracy and they got 93.89% and 94.79%. 
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CHAPTER 1 

 

INTRODUCTION 

 

Technique known as content-based image retrieval (CBIR), which searches images from vast 

picture databases using visual contents, has been the subject of extensive research over the 

past ten years. There are many applications where it is necessary to identify a desired picture 

across several databases, including automatic face detection, finger print recognition, and 

medical diagnostics, to name a few. Early techniques, to retrieve images depended on the 

arbitrary process of manually textualizing of images and it was very time consuming process. 

This method, which uses terms associated with photographs to obtain visual data, has a 

number of drawbacks. It takes a lot of time and is really tedious. It is challenging to 

adequately express in words the numerous diverse picture kinds' contents. Due to the 

subjective nature of keywords, the semantic gap between user requests and the retrieval 

systems cannot be closed and it is very doubtful on the retrieval system's accuracy. The 

keyword used to describe photographs becomes insufficient in large datasets. The technology 

known as CBIR, or content-based image retrieval, is efficient. Utilizing visual clues, it 

searches image databases to find the required photographs. Numerous techniques and 

procedures are used for this. Color [19], texture [14] [27], shape [52], and other visual aspects 

[49] of images are carefully examined for indexing and conveying the contents of the image. 

These inconsequential details of an image are closely related to its content. To compare the 

query image to images in the database, these picture contents may be retrieved from the 

image and utilized in conjunction with other statistical techniques [57] [62]. Many aspects of 

an image query are used in content-based retrieval systems to search the database for 

associated picture features. A CBIR structure uses illustrative material from the photos that 

are displayed as low level highlights, such as shading, surface, form, and geographic regions, 

in order to verbally describe the images in the databases. The relevant pictures in the structure 

improve when an illustration image or represent is included as a contribution. By posing 

questions along these lines, we may be able to avoid describing the picture material in words 

and obtain a detailed understanding [63] of the facts used in the drawing. Several of the agent 

CBIR systems have a function called Query by Image Content (QBIC). 
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Query image 

 

 

 

 

Figure 1.1: Content Based Image Retrieval Architecture 

A multidimensional component vector in a CBIR system refers to visual data like shade, surface, 

shape, and geographic regions (Figure 1.1). An element database is created using the element 

vectors from the database's pictures. The restoration procedure begins when a customer submits to 

the building a case study or depiction of the protest. The query image is changed in accordance 

with the internal representation of the highlight vector using an element extraction procedure that is 

comparable to the one used to generate the component database. The comparability evaluation is 

used to split the element vectors for the objective and question images in the component database.  

The revitalization is finally finished using an ordering system that facilitates efficient picture 

database searches. Client pertinence feedback has recently been used into efforts to improve the 

revival process in order to provide more meaningful recovery outcomes on a perceptual and 

semantic level. 

 

1.1CONTENT BASED IMAGE RETRIEVAL (CBIR)  

 

Images can be used to overcome the constraints of text-based image retrieval systems if they can 

be represented as computer-accessible mathematical vectors (feature vectors), which include rich 

visual information like colour, texture, and shape. An interaction between a low level framework 

and an abnormal state framework (the human mind) is referred to as "content-based image 

retrieval" (CBIR). A computer can accomplish limited visual activities at far greater rates than the 

human brain, which is speed-limited yet capable of conducting complex visual discernment. By 

communicating to visual picture material in the form of naturally derived picture highlights that 

require no manual involvement, a CBIR eliminates the requirement for human interaction in the 

component extraction process. These automated include extraction techniques take a lot of time, 

are challenging, and usually depend on a particular place. As a result, CBIR can look at various 

expansions, rearrangements, and nonexclusive methods for reducing computing complexity [37].  

Extract Primitive 

Features 

 

 Features 
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Result 

Similarity 

Measure 

Features 

Database 
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Image processing algorithms may analyze and modify the visual data in a picture to create a feature 

vector. In order to produce feature vectors as small as is practicable while yet translating the visual 

content of photographs into the proper characteristic vectors rapidly, impressively, better, and more 

effectively, other image processing domains are being researched [27]. 

 

 

Figure 1.2: Different Steps of Content Based Image Retrieval System 

 

Typical CBIR systems can classify and retrieve pictures from image databases without the 

involvement of a human by extracting attributes from the images, such as colour, texture, and form, 

and searching for related images with the same function vectors. Systems for retrieving images that 

are content-focused work in two steps. In order to properly capture the visual information of each 

image in the database, a collection of features, known as a feature vector, is constructed in the first 

stage, feature extraction (FE). A characteristic vector has a substantially smaller dimension than an 

established snapshot. The magnitude of the similarity between the query image and each image in 

the database using their characteristic vector is evaluated in the second segment in order to 

determine which photos are the most similar. 

 

1.2 APPLICATIONS OF CBIR 

CBIR has enough progress and certainty to be helpful for applications that can be certified, even if 

some of the fundamental and critical problems in the field have not yet been overcome. Online 

picture sharing has grown highly popular as a result of the millions of images and diverse material 

that are each hosted by Picasa, Flickr, Facebook, and Orkut. YouTube has ignited a new 

multimedia rebellion through the sharing and broadcast of videos. The present media attention 
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given to science, as seen by articles in Scientific American, Discovery News, and on CNN, serves 

to showcase the potential for real-world applications of CBIR and image analysis. There are 

several possible applications for CBIR innovation that have been noted. 

Some of these are included in the list below: 

Methods for tracking geography, thermometers, ethereal and cosmic imagery, historical locations, 

and antiquarianism. 

A few applications that might profit from this technology include medical imaging (2D/3D 

information), graphic design/promotion, publishing, trademark databases, criminal investigations, 

picture archiving and retrieval, video archiving and access, and Internet image searches. 

Some software domains set restrictions on the type of picture data in order to allow for the 

incorporation of a priori information in the retrieval process. A visual look founded matching 

concept is essential since no a priori abilities may also be recognised for the retrieval of 

fundamental snapshot information. However, creators of modern systems usually forget to give a 

precise definition of matching. 

The CBIR system has following steps: 

1. Create a database: To get it ready for testing, use the built-in databases or store photographs in 

your own database. 

2. Provide a Query Picture: Provide a query image to retrieve associated images from a database. 

3. Feature Extraction: This technique involves querying an image and extracting its important 

characteristics using a variety of visual properties, such as colour, texture, and edge features. 

4. Feature Matching: The features that are most comparable to those in the query image are utilised 

to extract the matching image of those features. The Manhattan distance, Euclidean distance, chi-

square distance, and other metrics are used to compare the query image and database images. 

5. Evaluate the Results: Evaluate the images that were produced using parameters like sensitivity, 

Precision,specificity, F_Score and accuracy rate. 

. 

 

Figure 1.3 Representations of CBIR Methods 
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1.3 CONTENT BASED IMAGE RETRIEVAL RESEARCH PERSPECTIVE 

Due to the lack of a definition of picture interpretation for the human eye as being vital in many 

applications of image retrieval, research in this subject is always being driven by either building on 

prior work or pursuing novel routes. In this method, the study focuses on mathematically 

characterizing images by extracting feature in the form of a vector and utilizing these descriptors to 

match between pairs of photos. Although there are additional study domains addressed by image 

retrieval, the major areas of attention are the effective production and matching of objective picture 

attributes. 

1.3.1 Image Feature Extraction 

The bulk of CBIR systems use feature extraction to preprocess their data. The way the picture is 

displayed as a collection of pixel ideals does not adequately reflect how humans understand images 

semantically. Feature extraction creates the feature vector of the image as mathematical descriptors 

using the raw pixel representation of the image. Advances are being made in the derivation of new 

features based on the visible image content of pictures in order to more correctly capture the visible 

picture content (such colour, texture, and shape). In order to speed up photo retrieval, methods for 

minimizing the function vector are also being researched. Investigating the computations of near- 

by, intermediate and global characteristic vectors focused on the various image areas under 

consideration and their usefulness in image retrieval [60]. The use of colour spaces other than the 

traditional RGB (which more closely mimic human vision) for characteristic vector extraction is 

another topic of research in CBIR characteristic extraction. 

To capture the fine detail and recurrent patterns of surfaces inside a photograph, texture facets are 

used. Effective texture discrimination is a skill that humans possess. The usage of texture 

illustrations as mathematical descriptors for type feature vectors is intrinsically assigned. 

Additionally, the research on the role of these texture elements in area-distinctive picture retrieval 

is complete. This research is particularly important because of how closely these texture features 

relate to the underlying semantics in contexts like aerial photos and scientific imaging. How to take 

an image's shape and extract its information to build function vectors is another hot field of 

research. 

Closing the semantic gap between how computers represent images as feature vectors and how 

human vision systems comprehend images is the primary goal of feature extraction in CBIR. The 

research efforts in CBIR may be attempting to increase the efficiency and retrieval performance of 

image retrieval systems by enhancing feature vector extraction techniques to make them accurate 
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and rapid. The majority of the work discussed in the thesis is focused on efficient picture feature 

extraction because it is one of the key study facets of content-based image retrieval. 

1.3.2 Image Similarity Measures used in CBIR  

How comparable two photos are may be determined by comparing the difference between their 

respective function vectors; unlike images do have a bigger change value than similar ones. Several 

similarity measures were devised in light of the numerous distinct photo retrieval frameworks that 

were envisioned. A variety of unique conditions, such as neighbourhood linearity, noise resistance, 

computation efficacy, and contract with semantics, must be met by the similarity measure. A 

variety of practical methods, such as the use of machine learning techniques, region-based 

approaches, linear and non-linear formats for similarities, and vector and non-vector feature 

representations, may be used to categorize picture similarity data. 

The Euclidian, Weighted Euclidian, Hausdorff, Earth Movers, Mallows, Kullback-Leibler, IRM 

(integrated region matching), Kullback-Leibler (K-L) divergence, Mahalanobis, Vector Variance 

(VV), and Bhattacharyya distances are only a few of the distance metrics that have been planned 

thus far. Each of these methods for measuring distance has distinct benefits and drawbacks. 

Over a wide range of distance measurements, there are many different reasons that vary, including 

the type of input system, the complexity of the calculation, and whether the measure is metric. 

Future photo matching algorithms may adopt a variety of novel approaches. To develop what is 

sometimes referred to as customized photo search, the subjectivity must be more fully included 

into picture matching systems. Beyond semantics, this may also involve aesthetics and individual 

preferences for diversity and content. For the purpose of customizing and compressing the entire 

spectrum of identifying images, researchers are looking for methods to improve the capacity of 

nonlinear representation manifolds. 

1.3.3 Clustering and Classification 

A set of visual components that work well on one kind of image could not work the same way on 

another kind of image. To solve this issue, classification and clustering are used. Three categories 

may be used to categorize feature vectors for images: static, picture-savvy versatile and client-

savvy versatile. Static component vectors are built same for each picture. The way the photographs 

are grouped or bundled provides information about adaptable element vectors that are picture 

aware. Images are initially divided into a number of categories before being turned into feature 

vectors. Clustering is the creation of collections of images in image databases that are used to focus 

an investigation. The grouping of photos according to their informational or aesthetic value has 



7 
 

long been a subject of research interest. Clustering allows for more efficient storage as well as 

speedier and quicker retrieval. Clustering is done using low level characteristics, and user 

involvement is limited. The process of classifying photographs using knowledge or experience 

from the past is known as classification. The classification technique is not intended for extensible 

photo databases since it depends on prior data. Photos from classes for which the classification 

method has not been trained are not classified. More recently, an approach [36] influenced by 

material science has also used semantic-delicate highlights to categorize pictures as either 

photographs or photos with realistic representations. 

The study in the clustering and classification domain aims to make sure that the additional vigour 

provided by diverse element portrayal does not compromise the ordering and retrieval abilities. 

1.3.4 CBIR with Relevance Feedback 

Because there is not a clear framework for presenting abnormal state picture semantics independent 

of subjectivity of recognition, the client's criticism is the greatest source of information for 

understanding case-specific inquiry semantics. A system for question modification known as 

importance criticism looks for client and query specific semantics and alters the replies as 

necessary. This CBIR approach with relevant feedback calls for substantial user involvement. 

Given the tremendously diversified user base, the main challenge in developing such a paradigm is 

the growing user engagement. 

1.3.5 Multimodal Image Retrieval 

A type of retrieval in which a query may be expressed as a synthesis of many media is referred to 

as "multimedia retrieval." All of the following are supported: photo retrieval, text retrieval, free 

text retrieval, portrait retrieval, video retrieval, and any conceivable combination of these. Several 

strategies have been devised so far for obtaining the images and the text that goes with them. Even 

the different strategies for audio and text retrieval were devised individually. If a user needs a 

search that is specifically focused on multimedia, the currently employed methods created for 

personal media types fall short. Multimodal fusion is necessary to make such person queries 

entertaining. Despite the availability of two separate median dependently, it may be difficult to 

combine appropriate retrieval strategies for multimodal retrieval. Fusion research looks on issues 

related to multimodal endeavours to determine the best tactics and units to use. 

1.3.6 Semantic Image Retrieval 

The fact that all of the present scenarios rely on visual matching to evaluate semantic matching, 

which is challenging given the semantic gap between lower-level data and higher-level concepts, is 
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one problem. The difference between the knowledge that may be drawn from observable data and 

the significance that the same data has for a person confronting a given circumstance is known as 

the semantic gap. To do this, distinct classes are developed differently for semantic image search 

approaches and relevance courses are created. 

1.4 RESEARCH OBJECTIVES 

1. To design an indexing technique using CNN Features to categorize and label the 

Images. 

2. To extract the content-based image features using different clustering techniques. 

3. To design an optimization technique to minimize the searching and matching the 

query image over feature heterogeneous dataset. 

4. To compare the results with other standard feature extraction techniques and different  

matching algorithms. 

 

1.5 THESIS ORGANIZATION  

Chapter 2 discusses the previous work done in the field of the CBIR Along with it; the 

technological classification has been also presented.  

Chapter 3 discusses about the various feature extraction and clustering Techniques. 

In Chapter 4, we have computed the performance of different machine learning classifiers with 

different feature extraction Techniques.  

Chapter 5 suggests about optimization based techniques, which helps to reduce the searching and 

matching the query image and we have computed the performance of our proposed optimization 

technique and also compared the results with existing optimization techniques.  

Chapter 6 focuses on performance of different matching algorithms. 

Chapter 7 concludes our thesis and gives an insight into the future scope. 
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CHAPTER 2 

LITERATURE SURVEY 

 

With the increase in datasets, it is becoming more difficult to extract images from databases as a 

result of space and time complexity. Image processing is the most effective method for detecting 

images from the database. Various publications presenting image retrieval are presented and 

discussed in this chapter. We have conducted a thorough assessment of the literature on various, 

feature extraction and classification algorithms for image retrieval. The chapter also discusses the 

research gaps found in the existing literature. A benchmark dataset used in our work has been 

discussed in detail. 

2.1 FEATURE EXTRACTION 

Features are the qualities that go into describing an object. Global features and local features are 

the two main categories of features. Three types of global features include colour histograms, 

texture histograms, and overall image colour scheme. The local characteristics for the separated 

regions may be sorted into texture, colour, and shape aspects as part of the segmentation process. 

These features are extracted from the photos and then utilized to compare the images in order to 

perform matching and retrieval. The feature extraction method Pyramid Histogram of Gradients 

(PHOG) can be useful for both color-based feature extraction and texture-based feature extraction 

[20]. It is also possible to extract information about texture and colour using the Color Co-

Occurrence Method [28]. For the component H S I, three colour co-occurrences were made. 

2.1.1 Color features  

Because colour appeals to the human visual system, it is one of the most essential and fundamental 

visual aspects of a picture. Color is a fundamental component of the visual content. The majority of 

images, contents, or items in an image are easier for people to recognise thanks to their distinctive 

colours. Histograms, which show the amount of pixels belonging to each colour within a range, can 

be used to depict these images. In most circumstances, a histogram that separates the data range 

into identical bins is created in this circumstance. Each bin is determined by counting the total 

number of pixels with identical or nearly identical colour values. As a result, picture retrieval 

typically makes use of colour features. Several approaches have been developed to extract pictures 

based on colour similarity. Most of these methods adhere to the same fundamental principle. Each 
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photograph that is kept in the database has its quality examined. Photographs may be shown with 

their colour histograms using the Global Color Histogram (GCH), and the distance between two 

photos' colour histograms can be used to determine how similar they are to one another. The photo 

will appear incorrectly using this approach. They are disadvantages in this situation since GCH is 

sensitive to colour distortion and intensity changes. Local Color Histograms (LCH), another 

technique, break the image into blocks and compute the histogram for each independently. As a 

result, these histograms show the image. Each block from the first picture is matched with a block 

from the second image at the same location to compare the two images. The sum of all distances 

will be equal to the distance between the two photographs. Since it helps to exhibit the image in 

more detail, this approach enables us to compare the picture areas. Color spaces are used to 

generate the colour histograms. The system's primary colour channels are red, green, and blue [39]. 

The HSV colour space is used to differentiate between chromaticity and intensity because colour 

histograms are sensitive to changes in lighting. A thorough colour feature that employs excessive 

green and red indices and even illumination to identify image [21] [29] [40] is very beneficial. 

The image is transformed into the HSV and L*a*b* colour spaces. To separate the parts of H and 

b*, this is done. In light of this, it is conceivable to employ (ExR, H, b*), which is undoubtedly a 

distribution of Comprehensive Color Feature (CCF). Different parts have been separated by using 

the HSV [45] colour space. By matching the colour and pixel values, the backdrop is separated. To 

make segmentation more effective, [30] uses the HSV colour space, and [46] was used as a 

reference for the approach. Converting RGB images to L*a*b* colour space [22] brings them 

closer to human vision. 

 

2.1.2 Texture features  

The term "texture" refers to a property that is utilized to distinguish the interest areas and then 

classify or categorize those portions. Locating colours or intensities in an image is one way that 

texture provides spatial information. In essence, texture is a pattern of localized changes in the 

intensity of the picture. The geographical distribution of intensity levels in neighbouring areas 

determines texture. A point cannot have a texture. We may use adjectives like fine, coarse, grainy, 

smooth, etc. to describe a texture. The structure and tone of the texture often exhibit these qualities. 

Structure is produced by the spatial relationships between pixels, whereas tone is dependent on 

pixel intensity. Texture segmentation and classification are two essential words in texture analysis. 

The process of automatically determining the boundaries between various texture parts in a picture 

is known as texture segmentation. Texture classification is the process of identifying a certain 
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textured object among various texture classes. Every place could have a distinct trait or feature. 

These statistical methods are useful when the texture primitives, also known as micro textures, are 

small. One example of this is a statistical method like GLCM, which can also compute attributes 

like contrast, entropy, correlation, etc. These statistical approaches work best when the texture 

primitives, sometimes called micro textures, are tiny. The Law's textual features provide an 

alternative strategy. It is really a set of convolution kernels selected from a set of vectors L5, E5, 

S5, R5, and W5. The letters L5, E5, S5, R5, and W5, respectively, stand for level, edge, spot, 

ripple, and wave. The parallel lines show a picture's texture. Text in images was analyzed using the 

Gabor filter [39], which combines band pass and linear filters. A Gabor filter is made up of a 

complex oscillation and a Gaussian Envelope function. In light of this, it determines the frequency 

component in a certain direction in a specific region of an image. The Gabor-based Haralick 

feature extraction filter has been utilized in [39] to extract texture features and identify edges. 

Using Gabor wavelets, it extracted features. In this case, the variables are radial centre frequency, 

standard deviation, and direction. To address the dimensionality difficulties, it is vital to restrict the 

size of the Gabor filter because they are frequently employed for signal processing. Eight 

characteristics are retrieved using the traditional Haralick method at a 45° angle of rotation.  A 

variation of this proposes feature extraction with every 30 degree rotation. The aforementioned 

version enables the extraction of 13 distinct traits as a consequence. As a result, identifying leaf 

traits is easier. The grey level colour co-occurrence method (GLCM) was one of the first 

techniques to evaluate the spatial relationship between two pixels [40, 41]. It is also known as a 

"gray-level spatial dependence matrix", counting the instances of two pixels with particular values 

and spatial relationships in a picture. The importance of contrast, correlation, energy, entropy, and 

homogeneity are only a few of the important considerations. 

2.1.3 Grey Level Co-occurrence Matrix  

The grey level co-occurrence matrix (GLCM) approach, also known as the spatial grey level 

dependency matrix (SGLDM) methodology, focuses on pixel pairings in specific spatial linkages 

and takes second order statistics into consideration. To achieve this, co-occurrence matrices are 

employed. By comparing the grey levels of two neighbouring pixels, the GLCM may be used to 

derive the texture of an image. A combined distribution of grey level pairings between 

neighbouring pixels in a picture is produced by the GLCM. In order to describe visual textures, 

Haralick proposed statistical formulae that might be obtained from the co-occurrence matrix. The 

structure of the visual texture may be inferred by statistically selecting the pattern of grey-levels in 

respect to other grey-levels. Weighted averages serve as a good representation of the normalized 

co-occurrence. The relative significance of an item may be described by multiplying its grid 
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components by a weighted mean multiplier. The dimension N of the aforementioned matrix 

represents the quantity of grey levels in the image. The possibility that a single pixel with value I 

will be next to a pixel with value j is represented by the matrix element [I j], which is derived by 

dividing the matrix by the sum of these evaluations. Each result in the matrix therefore represents 

the possibility that a pixel with value I will be located close to a pixel with value j. The image is 

used to create the equation for the specified co-occurrence matrix (i, j). 

2.1.4 Local Binary Pattern (LBP)  

By partitioning the space around each pixel into binary values, the Local Binary Pattern (LBP) 

texture operator [42] provides labels to individual pixels in a picture. LBP system may be seen as a 

blend of morphological interpretations, usually inconsistent statistical interpretations, and texture 

evaluation. The LBP operator's most significant feature in practical applications may be its 

unexpected nature mixed with monotonic level changes, such as brightness variations. Its 

operational simplicity, which enables it to analyze photographs under challenging real-time 

circumstances, is another significant aspect. On the premise that texture has two balanced aspects, 

a pattern and its strength, both of which are present locally the basic LBP operator was developed. 

The operator uses the centre value as a threshold and operates in a 3x3 neighbourhood. The 

thresholded values and the values provided by the relevant pixels are added to create an LBP code. 

Since the neighbourhood is made up of 8 pixels, (2)8= 256 different labels may be created by 

comparing the grey values of the epicentre with the surrounding pixels. The mean of the grey 

levels above (or equal to) the centre pixel is subtracted from the mean of the grey levels below it to 

get the contrast measure (C). The contrast is initialized to 0 if all eight of the centre pixel's 

thresholded neighbours have the same value. (0 or 1). LBP code variants are used as segmentation 

or grouping characteristics. The LBP operator turns a picture into a set of integer labels that, on a 

small scale, reflect the image's finer characteristics. Then, for further analysis, these labels or their 

attributes, the distribution being one of the most common are added to the image. In addition to the 

generally used grayscale still photographs, the operator has been expanded to handle colour (multi-

channel) images, movies, and volumetric data. 

 

2.1.5 Scale Invariant Feature Transform (SIFT) 

SIFT [23] is used to represent local attributes via feature vectors. It employs an image-based 

picture descriptor for recognition. It made use of picture-based key points and descriptions to 

identify items. 
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2.1.6 Shape features  

What we interpret as having visual properties in photos are shape features. The classification of 

shape characteristics may be done using the border and region parameters. These categories can 

also include strategies for extracting form features from regions and boundaries. A collection of 

numbers that are produced to represent a given form characteristic is known as a shape descriptor. 

A descriptor seeks to examine the form qualities in a way that is congruent with human perception. 

These descriptors often take the shape of vectors. Region-based techniques and contour-based 

methods are two categories into which these descriptors may be categorized. In feature extraction 

approaches based on borders, basic feature descriptors like perimeter, diameter, eccentricity, 

curvature, etc. are incorporated. Additional descriptors for the extraction of boundary features 

include statistical moments and Fourier descriptors. The feature extraction approaches based on 

regions include the regional area, roundness, regional focus, and topological descriptors. Border 

and region-based descriptors are both helpful and interchangeable, which essentially means one 

may be used as the foundation for calculating the other. For the identification and categorization of 

items, shape representation is a crucial issue. The depiction of form is provided with respect to the 

relationship between such components. These characteristics match the things spatial, 

morphological, and dimensional characteristics. Every image that is saved in the database has the 

form characteristics added to it. Later, additional systems or tactics for shape representation make 

advantage of these shape qualities to organize the helpful data in index structures for systematic 

retrieval. The connecting edges or borders, for instance, express the properties of the form object. 

As a result, the shapes edges may be manipulated. These shape boundaries are afterwards 

automatically divided into a set of boundary points, which are frequently applied in machine vision 

techniques for form identification. For some applications, a particular set of characteristics may 

result in the greatest results. In the event of a different set of applications, they might not, though. 

Therefore, the shape representation should only fetch those attributes that experts deem essential 

for that particular application. The properties of the form must adhere to a number of conditions. 

They must first establish powerfully distinguishing traits. The items key qualities should be 

preserved when the form representation estimates the things. The features of the shape should not 

be altered by transformations like scaling, translation, and rotation. They must be able to 

distinguish between intuitively similar but not technically related goods. They need to be free of all 

forms of deformities. Additionally, they need to be easy to deduce. The effectiveness of any shape 

feature extraction method depends on the pre-segmentation effect. When designing a complete 

Content-Based Image Retrieval system, it could be challenging to utilise an object's shape 

efficiently (CBIR). The shape has a significant impact on finding related objects in a photograph. 
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Shape attributes have not advanced as much as colour and texture components because of their 

innate capacity to represent pictures. 

 

2.1.7 Clustering based segmentation 

The clustering-based approaches are unsupervised, which sets them apart from classification 

algorithms. The user cannot be accessed with the pre-selected set of features or classes in this 

scenario. The essential hidden information in the data, such as clusters and groups that are 

frequently unidentified from an analytical perspective, is extracted from the data with the use of 

clustering-based algorithms. These techniques are intended to divide the image into clusters or 

different groups of pixels with related characteristics. These pixels are grouped together into 

bundles or clusters in order to make each cluster's constituent parts more comparable to one 

another than those of other clusters. K-means clustering and Fuzzy-C means clustering are two of 

the various clustering algorithmic approaches (FCM). Because it is simple and efficient in terms of 

computing, K-means clustering is a recommended and often used approach. One form of the 

process is the K-means clustering approach, which requires less repetitions overall. In contrast to 

K-means clustering, a new method called FCM permits the linkage of pixel points with several 

classes with varied degrees of association or membership. An FCM algorithm version optimizes 

the steady processing time. 

 K mean Clustering: One of the most straightforward unsupervised learning methods 

for resolving clustering concerns is K Mean [20]. Finding the centroid of k and 

assigning points to the clusters are the two key components. A displayed image is 

classified using a specified count of a priori clusters. The method now begins by 

splitting the image space into k groups of k centroids, or k pixels. The next step is to 

allocate each pixel to a group based on its size or distance from the cluster. The 

Euclidean distance is considered in this situation. Once every single pixel has been 

assigned to each cluster, the centroids are shifted and then redistributed. Until the 

centroids can no longer shift, the same operations are repeated. When this algorithm 

converges, K groups are found in the areas of the image where the individual pixel 

values exhibit some degree of resemblance. The minimization of an objective function 

is required for the K-means clustering method. One of the distinctive features of K-

means clustering is the complete mutual exclusion between the clusters and the 

components. 
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 FCM: The linking of the pixels or data points to a number of clusters is made   

possible by this approach. In contrast, a group of pixels may be a part of several 

clusters, while their levels of involvement within each group may vary. An 

optimization function is used by an FCM algorithm, and its minimization indicates the 

point at which the program converges. The areas of the image where the individual 

pixels show some degree of resemblance but also show a different degree of 

membership or affiliation with the other groups are where C groups are formed when 

this method converges. Using the traditional Fuzzy C-means approach of clustering; a 

portion of the picture may be split into many clusters or many clusters. In this case, it 

is important to minimize an objective function. 

Calculated is the grey distance [31] between the cluster centre and the pixels. By doing so, the 

fuzzy associatively value of the pixel is determined, which benefits segmentation in general. 

Indicators of poor fuzzy associatively include strong grey distances, whereas indicators of high 

fuzzy associatively include low grey distances. In order to improve the target function, FCM uses 

weighted grey and spatial qualities as part of the spatial information [31]. 

 

2.2 CLASSIFICATION 

This approach of supervised learning is used in statistics and machine learning, where the computer 

programmed learns from the data given to it first before making observations and categorizing 

them. The aim of a classification technique is to categorize or classify a given set of data. Data may 

be categorized both in organized and unstructured formats. Identifying the class of the presented 

data points is the first step in understanding this phenomenon. Labels, categories, or goals are 

frequently used to express the classifications. Problems including face identification, voice 

recognition, handwriting analysis, document categorization, and other common classification 

issues are among the difficulties covered. The categorization can also be divided into binary or 

multi-class categories. A binary classification has only two practicable outcomes while a multi-

class classification consists of more than two outcomes. 

 

2.2.1 Support Vector Machines (SVM) 

SVM is a linear model that may be used to address problems with classification and regression. It 

may, however, resolve both linear and non-linear problems. It is a classifier that represents the 

training data as points in a space that has been as extensively split into classes as is practical. It 

seeks a line that separates the data from the two classes, in other words. When possible, this 

technique generates a line that isolates or separates those groups from the input data. After 
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indicating the class and space they should go in, the most recent points are then added to the area. 

SVM [28] [51] is a supervised learning method that detaches the data points of classes and may be 

used to solve classification and regression problems. The biggest hyper plane, which is caused by 

the greatest distance from the closest training data point, identifies good separation. The advantage 

of SVM is that it performs well in high dimensional settings.  

 

2.2.2 K nearest neighbor (KNN) 

Knowledge-Based Neural Networks, or KNN [39], is a technique that may be used to address 

classification and regression-related problems. This approach presupposes the presence of 

neighbouring items that are comparable. When there is little or no prior understanding of data 

layout, it is frequently used. The data has to be loaded first. After that, k's value is initialized. The 

number of iterations is performed, starting at 1 and increasing up to the total amount of training 

data points. The distance between each line in the training data and the test data is then determined 

(typically as a Euclidean distance). According to the distance values, the estimated distances are 

then ordered in ascending order. 

2.2.3 Logistic Regression 

Logistic regression is a crucial part of regression analysis. Before learning about logistic 

regression, let's first talk about regression analysis. In essence, it looks for correlations between 

dependent and independent variables using a predictive modeling method. Regression analysis 

includes several subcategories, including linear regression and logistic regression. When using 

logistic regression to predict binary outcomes, only two classes are viable. In most cases, binary 

class categorization issues are the only ones that can be solved using logistic regression, sometimes 

referred to as binomial logistic regression. It may also be used for multiclass classification, though. 

It also goes by the name of multinomial logistic regression. Logistic regression uses an equation, 

much like a linear regression. 

 

2.2.4 Naïve Bayes 

There are really other supervised learning algorithms using the same basic idea as Naive Bayes [2]. 

There is a misguided notion that every pair of qualities must be conditionally independent. In other 

words, it indicates that none of the features in a class are necessary for the existence of any one 

attribute. This approach is quite helpful when working with huge datasets. This classifier's 

theoretical underpinning is the Bayes theorem. 
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2.2.5 Artificial Neural network 

The neural architecture of the brain is fundamentally used to create primitive electrical networks 

known as artificial neural networks. Each record is handled individually, and its classification is 

contrasted with the research classification. Errors are communicated back into the network for each 

record in order to modify the algorithm for later iterations. 

 

 

Figure 2.1: Artificial Neural Network 

 

The input values are represented by xi, while the related weights are represented by wi. Using a 

function (g), the weights are added together, and the output displays the result (y). During the 

training session, the actual class to which each record truly belongs is known. Real values can be 

sent to the output nodes. 

The value 1 might be given to the correct class, while a 0 could be given to the incorrect class. One 

of ANN's most distinctive aspects is iterative learning, which is a crucial part of the technology. 

The input data is transferred or fed to the network one record at a time, and any related weights are 

also adjusted. The same process is carried out afterwards. By changing the weights, the neural 

network may teach itself to predict the proper class label for the incoming data. Its three primary 

layers are the input layer, the hidden layer, and the output layer. 

 

2.2.6 Convolutional Neural Network (CNN) 

Convolutional neural networks, a type of neural network, are similar to other neural networks in all 

ways (as shown in Figure 2.2). CNN was created especially for the analysis of visual data. Their 

organisational structure is hence more streamlined and composed of two key parts. A convolutional 

neural network is composed of four different kinds of layers: the convolutional layer, the pooling 

layer, the ReLU correction layer, and the fully connected layer. 
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 The Convolutional Layer: The convolutional layer, which is always at least the first 

layer, is a crucial component of CNN. Its objective is to choose traits from the photographs that are 

provided to it as input. Convolution filtering is used to do this, in which a window displaying a 

characteristic is "dragged" over the image to determine the convolution result between the 

characteristic and each component of the digital image. A characteristic is viewed as a filter in this 

sense, and the two ideas are interchangeable. As a result, the convolutional layer computes the 

convolution of each input image with each filter using a variety of input images. The filters 

compare the characteristics of a tree to those we want in our photographs. For any combination of 

an image and a filter, we have a feature map that displays the location of the features in the image. 

The region of the image that corresponds to the higher value has a stronger reflection of the 

feature. 

 

 

Figure 2.2: Convolutional layer [69] 

 The pooling layer: This layer is frequently stacked between two convolutional layers. 

There are several approved feature maps, and the pooling function is used on each of them. 

The size of the photos remains largely same during the pooling process but is decreased. 

The image is split into regular cells in order to do this, with the highest value from each cell 

being saved. Tiny rectangular cells are generally employed in practice to prevent losing too 

much data. The most common possibilities are 3x3 cells that are separated by a 2 pixel step 

or 2x2 neighbouring cells that don't cross over (thus overlapping). The pooling layer of the 

network reduces the amount of calculations and variables. By doing this, over learning is 

prevented and network efficiency is increased. To identify a dog, for example, we don't 
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even need to know where its ears are precisely; all we need to know is that they are almost 

directly above the head. 

 The ReLU correction layer: ReLU (Rectified Linear Units) refers to the real nonlinear 

function that ReLU(x)=max defines (0,x). The ReLU correction layer replaces any negative 

input values with zeroes. It serves as a means of activation. It is shown in Figure 2.3. 

 

Figure 2.3: ReLU 

 

 The fully-connected layer: The top layer of a neural network, whether convolutional 

or not, is frequently a fully-connected layer, which is not exclusive to CNNs. This 

layer creates a new output layer using a vector as its input. To do this, the incoming 

input data are processed using a linear combination and maybe an activation function. 

The last completely connected layer assigns the picture to one of the N categories in 

the described image processing challenge, classifying it as an input to the system. The 

likelihood that a certain category will fit the provided image is represented by each 

element of the vector. Each input component is multiplied by its weight in the fully-

connected layer, the results are added, and the probabilities are calculated using an 

activation function (logistic if N=2, softmax if N>2). Here, the weights matrix is 

increased by adding the input vector in the opposite direction. The idea of being 

"fully-connected" means that all input values are related to all target values. Gradient 

back-propagation is used to learn weight values in a manner similar to how 

convolution layer filters are learned by CNNs. A class and feature locations in the 

image are connected by the totally connected layer. The entry table also links to a 

feature map for a particular feature since it is the outcome of the layer preceding it. 
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The high values indicate the feature's placement in the picture, which is more or less 

correct based on the pooling. 

2.2.7 Deep convolution neural network (DCNN) 

For autonomous learning from practice datasets, a CNN is utilized. Multiple layers and neurons are 

possible in CNNs. Deep Convolution Neural Networks (DCNN) [21], [41] is a classification 

system with four layers that includes a convolution layer with 20 filters, a layer with 100 filters, a 

layer with 1000 filters, and a layer with 1500 filters. Four neurons are used by the SoftMax 

function in the output layers by using DCNN [43]. CNN was used to classify different features of 

images [32]. 

2.2.8 Three Channel Convolution Neural Network (TCCNN) 

Three colour channels, three entirely connected CNNs, Softmax, and an output layer make up a 

particular sort of CNN. TCCNN has been used to forecast vegetable leaf disease [16]. One of these 

components is sent to the TCCNN channels. The convolutional features of each CNN are 

subsequently fed into the subsequent convolutional layer and pooling layer. After that, a fully 

linked fusion layer is utilized to merge the traits to produce a deep level feature map that may be 

used to identify images. In the end, categorization is done using a softmax layer. 

In the past few years, some fields have used more than twenty features. However, in recent years, 

research projects have used thousands of features. Due to many functions, there are challenging 

tasks because of irrelevant and verbose variables. 

In contrast to its [37] linked keywords or labels, CBIR incorporates an image's contents or 

qualities, such as colour, texture, and borders. The literature on diverse picture retrieval systems is 

thoroughly reviewed in this book, along with the underlying concepts, useful methods, and unmet 

research requirements. In this paper, retrieval techniques using HSV, Color Moment, HSV and 

Color Moment, Gabor Wavelet and Wavelet Transform, and Edge Gradient are examined and 

used. The combination of colour, texture, and edge information in a picture is recommended as a 

retrieval technique. Several factors, including sensitivity, specificity, retrieval score, error rate, and 

accuracy, are utilized to assess how well the recommended approach and the investigated image 

retrieval algorithms work. The results of a performance evaluation experiment demonstrate that the 

recommended strategy outperforms alternative approaches. 

Due to the massive amount of data being collected, the deep belief network (DBN) deep learning 

approach is employed in article [19] to extract the features and categorize the data. The simulation 

results comparing the proposed approach to a control group show a considerable improvement in 
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performance. The most recent methods for image retrieval and image processing were covered in 

article [27]. One of the most fascinating and fast growing areas of image processing research is 

content-based picture retrieval (CBIR). Some of the approaches under investigation include object-

based picture retrieval, Bayesian image retrieval systems, content-based image retrieval employing 

a mix of multimedia components recorded with metadata, and image retrieval augmentation. 

In article [60] of this publication, we offer a method for retrieving images from a database of 

engineering/computer-aided design (CAD) models. The programmed also makes use of an image's 

shape information in addition to its 3D information. In Paper [36], they presented a review of the 

literature on Texture, Color, Shape, and Region-based Content Based Image Retrieval (CBIR) 

techniques. They also look at some of the most advanced CBIR tools. 

They introduced[52] semantically sensitive integrated matching for picture libraries, an image 

retrieval system that employs semantics classification approaches, which is based on integrated 

region matching, image segmentation, wavelet-based feature extraction, and simplicity. An image's 

representation is made up of a number of regions that roughly correspond to objects and may be 

identified by their colour, texture, form, and location, just like in earlier region-based retrieval 

systems. 

For region-based picture retrieval, a fuzzy logic technique known as UFM (unified feature 

matching) was presented in a publication [49]. Their retrieval technique represents each image as a 

group of segmented parts, where each segment is identified by a fuzzy feature (fuzzy set) that 

reflects the characteristics of colour, texture, and form. As a result, an image may contain a number 

of loosely defined location-related properties. 

Via completely using similarity information, a novel approach known as cluster-based retrieval of 

images by unsupervised learning was developed in article [57] to increase user engagement with 

image retrieval systems (CLUE). By using a graph-theoretic clustering technique on a set of 

photographs close to the query, CLUE may be able to extract image clusters. In CLUE, clustering 

is dynamic. 

They created a new model they called TSI-pLSA by extending pLSA (as used to visual words) to 

incorporate spatial information in a translation- and scale-invariant manner in their paper [62]. 

Their method can manage search engine results with a high percentage of pointless photos and a 

substantial intra-class fluctuation. 
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A unique low level characteristic that might be used for indexing and retrieval is extracted from the 

photographs in article [63]. Using a property called "Color and Edge Directivity Descriptor," 

colour and texture are integrated in a histogram. 

In the study [47], three feature vectors for picture retrieval were provided. Additionally, a feature 

selection technique is demonstrated to choose the best characteristics in order to improve detection 

rates and simplify calculations associated with picture retrieval. The first and second picture 

characteristics in this study, the difference between pixels of scan pattern (DBPSP) and the colour 

co-occurrence matrix, or CCM are based on colour and texture information. 

A unique approach for teaching discretized local geometry representation based on minimizing the 

average re-projection error in the space of ellipses was described in article [54]. The representation 

of each feature only needs 24 bits. 

They [38] take the significant picture marking issue into account. Profound Convolutional Neural 

Networks (DCNN) is among the best-in-class methods for thick picture marking problems due to 

their ability to learn specific highlights (such as multi-class semantic division). In this study, they 

provide a thick picture naming method that utilizes DCNNs in conjunction with a help vector 

classifier. They compare highlights to a wide range of names derived from varied, unique datasets 

with explicit forecasting aims using a classifier based on DCNN outputs. The primary goal of 

employing a help vector classifier is to evaluate the efficacy of utilizing different kinds of 

representations to foresee class names that are not specifically relevant to the desired task. 

One of the [61] issues with PC vision is providing a pixel-by-pixel dense labelling of a given image 

as the output. One instance of thick picture marking is the work of semantic separation. The goal of 

semantic division is to provide a name to each pixel in a picture that is consistent with the item 

classes to which it belongs. The objective of mathematical naming, a distinct strategy, is to identify 

each pixel in accordance with its mathematical class (for example sky, vertical, flat).  Learning a 

classifier that categorizes each pixel according to a variety of physically based categories is a 

common method for solving these challenging picture tagging challenges 

In this article's [14] image retrieval system for privacy-preserving pictures, the Asymmetric Scalar 

Product Preserving Encryption (ASPE) and Homomorphic Encryption (HE) approaches are created 

in order to accomplish safe search for the encrypted image retrieval system. K Nearest Neighbor is 

used in Asymmetric Scalar-Product Preserving Encryption (ASPE), which considerably raises 

processing costs. Asymmetric Scalar Product Preserving Encryption (ASPE) used the K-means 
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algorithm to streamline the descriptors of a big database with more than 10,000 photos in order to 

speed up search times. This method additionally included trapdoor validation to make sure the 

trapdoor was real during the searching phase. Therefore, our solution provides more secure photo 

retrieval in the cloud by combining Asymmetric Scalar Product Preserving Encryption (ASPE) 

with homomorphic encryption (HE).In our system, a single vector served as the representation of 

each image. However, it has a considerable impact on the high dimensional descriptor's processing 

costs especially when the encrypted function is used. 

A novel and successful technique for content-based picture retrieval was developed by 

Banharnsakun, et al. [20] by integrating gray-level co-occurrence matrix with the artificial bee 

colony, or "GLCM-ABC." Artificial bee colonies (ABC) were used to identify and recover the 

particular type of material surface, and to extract the components of texture, the gray-level co-

occurrence matrix was used. Objective of this study was to improve photo retrieval accuracy 

compared to existing techniques. From computed results, they conclude that the hybrid level co-

occurrence matrix with the artificial bee colony approach works better than other conventional 

techniques. The capabilities of the suggested solution could yet be improved, though. 

In this study, a Content Based Image Retrieval (CBIR) system, which uses a genetic algorithm and 

annealing simulation was suggested by Alsmadi et al. [28] to get the required images from 

databases. Specifically, to extract the  color characteristics, YCbCrcolor, discrete wavelet 

transform and Canny edge histogram were used;  for  shape  features, RGB color were extracted by 

using neutrosophic clustering technique, and Canny edge method; and texture features were 

extracted using Grey Level Co-Occurance Matrix (GLCM). Then, by using a similarity metric 

based on a metaheuristic algorithm, photos connected to the query image were successfully 

retrieved. In Corel image datasets, the suggested Content Based Picture Retrieval (CBIR) method 

beat competing systems and demonstrated significant retrieval image outcomes in terms of recall 

rates and accuracy. In terms of recall rates and accuracy, it also fared better overall than other 

current systems. Future research on filtering techniques is advised so that the Content Based Image 

Retrieval (CBIR) can produce more precise findings. 

In this investigation, the multi-extraction was carried out by Garg and Dhiman [39], who employed 

a Particle swarm optimization to eliminate majority of distinguishing features from collected data. 

On a COREL dataset with ten categories, classification tests were performed, and the results were 

presented using precision, recall, measure and accuracy as the four presentation metrics. Three 

well-known classifiers, including decision trees, support vector machines and K-nearest neighbors, 
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were compared for validation purposes (KNN). There are four steps in the suggested procedure. 

The first was decomposition where channels R, G, and B, each received a separate multi-scale 

decomposition using Discrete Wavelet Transform (DWT). The second used the collection of 

functions to concatenate the R, G, and B channels. 

The third step was a feature reduction procedure that used the Particle swarm optimization 

algorithm to get the prominent features. Final step involved classification in which the category of 

the examined photos was evaluated using three classifiers. Support Vector Machine (SVM), which 

had high parameter values for every performance criterion, was the best optimizer, according to the 

trial findings. The feature dimension, however, was little and required a high calculation cost. 

Filters, wrappers and embedding methods are three basic classes that make up FS technology. [40]. 

A filtering technique considers only data properties by disregarding the classifier type. In a filter-

based strategy, Relief [54] is an iteratively monitored approach that estimates the quality of 

functionality based on how close their values can distinguish data samples from each other. 

Another filtering method is Fisher's method [63]. It calculates the trait's score as the ratio of 

interclass separation to interclass variance and scores the trait individually. The Mutual 

Information (MI)-based approach considers mutual information between values distribution for a 

particular characteristic and membership in a particular class [45]. In unsupervised learning, the 

method that is primarily used is the Laplacian Score for geometric structure. The nearest-neighbor 

graph is constructed for multi-cluster data, MCFS (LS) [29], where important features are 

determined by their locality power [53]. They take into account a norm regularized discriminative 

feature selection (UDFS), which chooses the features with the highest discrimination out of the 

whole collection of features. In this method [49], each feature acts as a node in the graph for the 

feature selection; hence a path is used for the most important features based on the centrality score. 

For the wrapper method, SVM-RFE(RFE) [40] which uses a sequential backward elimination 

method to select features assigns a feature a high rank only if it completely divides the sample 

using a linear SVM for embedded techniques. The Haralick Features, also known as the Gray-

Level Co-Occurrence Matrix (GLCM), Local Binary Pattern (LBP), and Histogram of Oriented 

Gradients (HOG) features, are retrieved in this [32] research effort. As a result, this study uses the 

feature selection technique known as Pigeon Inspired based Optimization (PIO).The same 

processes used for training are applied when a user submits a test collection of photos. The suitable 

images are then discovered by applying artificial intelligence to compare the test set of images with 

the training images. In this study, contour-based shape feature extraction approaches and picture 

moment extraction methodologies are used to obtain form [16] features and shape invariant 
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features. Color, grey, texture, and shape features are mixed with extracted features to create the 

informative features utilizing PSO. The random forest classifier has been trained to find the target 

image for the provided query image. These extracted features go through multiple layers of 

processing, such as optimal feature selection for redundancy removal and optimal weighted linear 

combination for fusion.  
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Texture, Shape Features and Random 

 Forest Classifier with Optimized Particle 

with optimized PSO provides 

efficient retrieval of images in 

a large-scale database. The 

matching accuracy and the 

speed of image retrieval are 

improved by an ensemble of 

machine learning algorithms 

for the similarity search.  

 

                    Table 2.1: Comparison Chart for Literature Survey  

 
 

2.3 RESEARCH GAPS 

 

1. The first research gap is related to the volume of CBIR database. If we go with manual 

annotation is very expensive, some and complicated to be applied for large dataset of images. 

2. The second research gap is linked to the performance of system that include description of 

images and labeling comes out to be very subjective because same image might have different 

level, like a picture on beach which comes under beach, Sky and water labels, problem with these 

things open door for new research. 

3. The third research gap is about semantic gap, CBIR system is develop on feature vector of 

visual shown image but humans compare any two images based upon its semantic, which leads to 

unsatisfactory result and create research gap in reality and system developed. The results which 

come might perfect as per feature matching but not satisfactory by human based upon their 

visualizations. 

4. The fourth research gap is about the CBIR system accuracy, As we keep on adding more 

algorithm like feature selection and evolution theory which optimized the features to speed up the 

techniques is where we lost our important information which stored in image features to give 

desired results. Less the features more chances to get deviated from original label of image. 
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2.4 DATASETS 

The MATLAB programming language is used to create the suggested algorithm. The computer has 

an Intel i7 processor with 4GB of RAM and runs Windows 11. Every test is run to assess the 

system's performance as a whole. We have used Heterogeneous Datasets. We have included a 

summary of datasets and experimental findings that were utilizing the suggested CBIR framework 

in this section. We have used CIFAR-10, CIFAR-100, Web–Crawled misc1, and Web-crawled 

misc2 heterogeneous datasets as described below: 

2.4.1 CIFAR 10 Dataset 

Sixty thousand 32x32 pictures totaling ten classes with a total of 6000 images each make up the 

CIFAR10 dataset. There are 50,000 training images and 10,000 test images. The 10,000 images in 

the dataset are split into five training batches and one test batch, respectively. Each randomly 

chosen class has exactly 1000 photographs in the test batch. The remaining photos are placed 

randomly on the training deck but some decks may contain more classes of photos than others. 

 

Figure 2.4: sample Images of CIFAR 10 Dataset 

2.4.2 CIFAR 100 Dataset 

There are 100 classes in the CIFAR-100 dataset, and there are 600 photos in each class. Each 

of the 20 super classes, which make up the classes, has 100 test photographs and 500 training 

photos. These pictures are labeled as "fine" and ‘‘coarse’’. The term fine indicates the class it 

belongs to, while as label coarse gives information about its super class. 

 

Figure 2.5: Sample images of CIFAR-100 Dataset 
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2.4.3 Web Crawled misc1 Dataset 

Ten thousand test photographs in the low-resolution web-crawled misc database1 are used in 

WBIIS for study comparison. 

 

Figure 2.6: Sample Images of web-crawled misc database1 

 

2.4.4 Web Crawled misc2 Dataset 

There are 1000 test photographs in the low-resolution web-crawled misc database2 

(SIMPLIcity's test database). 

 

Figure 2.7: Sample Images of web-crawled misc database2 
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CHAPTER 3 

 

FEATURE EXTRACTION AND CLUSTERING 

TECHNIQUES 

 

The motive of this chapter is to extract the features of images using different clustering 

Techniques. We have used different feature extraction techniques along with clustering Techniques 

to get the extracted features.  

 

3.1 FEATURE EXTRACTION TECHNIQUES AND CLUSTERING TECHNIQUES 

Feature Extraction techniques are used to extract the features of a given query image and then 

clusters are made on the basis of similarity. Different Feature extraction and clustering techniques 

are given below: 

 

3.1.1Fuzzy C Mean 

Numerous geo-statistical data [44] analysis issues may be solved using the FCM application. For 

each collection of numerical data, this application creates fuzzy partitions and prototypes. These 

partitions can be used to confirm existing substructures or to infer substructure in undiscovered 

data. An objective function called the generalized least-squares is utilized as the clustering criteria 

to aggregate subsets. This program's features include accepting varying numbers of clusters, a 

choice of three norms (Euclidean, Diagonal, or Mahalonobis), an adjustable weighting factor that 

effectively adjusts susceptibility to noise, and outputs that contain many metrics of cluster validity.  

Clustering is carried out automatically depending on the area of interest. 

Instead, the soft clustering method is used to identify the "soft partition" of a dataset. In a "soft 

partition," a datum might make up a large number of clusters partly. Since the input space may be 

bigger than the dataset, a soft partition is not always a fuzzy partition. However, the division 

created by the bulk of soft clustering techniques is both fuzzy and soft. Point x is ensured to have a 

membership degree of 1 in each cluster in one particular application of soft clustering, i.e. 

             ∑ µ𝑐𝑓
(𝑥𝑖)𝑗 = 1∀𝑥𝑖

∈ 𝑋                                                                                                                      ... (3.1) 
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When soft partitions meet this extra need, they are referred to as being limited. Constrained soft 

partition is created using fuzzy C-Means, the most used fuzzy clustering method. To enable limited 

soft partition, the goal function J1 of hard cmeans has been expanded in two different ways: 

(1) The fuzzy membership degree in the cluster was taken into consideration throughout the 

computation. 

(2) As a weight exponent, a new parameter m has been added to fuzzy membership. The 

expanded objective function is as follows, as Jm indicated: 

𝐽𝑚(𝑃, 𝑉) = ∑ ∑

𝑥𝑘∈𝑋

𝑘

𝑖−1

 

                                 … (3.2) 

Using C1, C2,..., Ck to divide the dataset X in a fuzzy manner, where k is the number of clusters. 

The weight parameter specifies how much the partial members of a cluster influence the clustering 

result. In order to discover a decent partition, fuzzy c-means seeks a prototype vi that minimizes 

the objective function Jm. 

The fuzzy c-means algorithm must additionally seek for a membership function ci that minimizes 

Jm in contrast to hard c-means. A restricted fuzzy partition C1, C2,... Ck can only be the local 

minimum of the objective function Jm if the following conditions are satisfied: 

µ𝑐1(𝑥) =
1

∑ (
‖𝑥−𝑣𝑖‖

2

‖𝑥−𝑣𝑗‖
2)

1
𝑚−1

𝑘
𝑗=1

                                                                                               … (3.3) 

1 ≤ 𝑖 ≤ 𝑘, 𝑥 ∈ 𝑋 

Keep in mind the following crucial information about the FCM algorithm: 

For m > 1, it ensures convergence. 

It locates the goal function Jm's local minimum. 

The initial prototype as well as the variables m and c all affect how FCM performs on a given 

dataset. 

Pseudocode of Fuzzy C Mean 

Given steps tells about how Fuzzy CMean actually works. 

Step 1: Each item's frequency in the Data is shown by Variable H. 

Create vector I=min(Data):max in step two (Data) 

Step 3: Select a centroid at random, preferably 2. 
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Step 4: Create a membership matrix 

        Uij=1/∑
c
k=1[Ii-Cj]/ [Ii-Ck]

2/m-1 

Step5: calculate the cluster center:  

C=Σn
i=1 U

m∗H∗I/ Σn
i=1 U

m∗H  

Step6: Stop if C(k-1)- Ck<ε, otherwise move on  to Step4. 

3.1.2 Gray Level Co-occurrence 

Image analysis methods [33] include the Gray Level Co-occurrence Matrix (GLCM) and 

related texture feature estimates. The GLCM is a table that displays the frequency with which 

specific combinations of grey levels co-occur in an image or image fragment made up of pixels 

with varying intensities (a distinct grey level). When calculating texture features, the GLCM data is 

employed to produce a measurement of the intensity variation, or image texture, at the pixel of 

interest. 

Pseudocode of GLCM 

1. ASM 

ASM serves as a representation of an image's homogeneity. 

𝐴𝑆𝑀 = ∑ ∑ (𝐺𝐿𝐶𝑀(𝑖, 𝑗))
2𝐿

𝑗=1
𝐿
𝑖=1                                                                                        … (3.4)           

2. IDM 

It is measured how homogeneous an image with the same degree of grey is. 

𝐼𝐷𝑀 = ∑ ∑
(𝐺𝐿𝐶𝑀(𝑖,𝑗))

2

1+(𝑖−𝑗)2
𝐿
𝑗=1

𝐿
𝑖=1                                                                                           … (3.5) 

3. Correlation 

This is an expression of the magnitude of the linear dependency between the grey levels on 

the picture. 

𝐼𝐷𝑀 = ∑ ∑ (𝑖 − µ𝑖−1)(𝑖 − µ𝑗−1)𝐿
𝑗=1

𝐿
𝑖=1                                                                              … (3.6) 

4. Entropy 

A grey level irregularity's size 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ∑ (𝐺𝐿𝐶𝑀(𝑖, 𝑗))𝑙𝑜𝑔 (𝐺𝐿𝐶𝑀(𝑖, 𝑗))𝐿
𝑗=1

𝐿
𝑖=1                                                        … (3.7) 

5. Contrast 

Declares the size of picture pixel-gray level variations' presence. 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ |𝑖, 𝑗|2𝐺𝐿𝐶𝑀(𝐼, 𝐽)𝐿
𝑗=1

𝐿
𝑖=1                                                                          … (3.8) 
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3.1.3 K mean 

The dataset is divided into [56] K pre-specified, unique, non-overlapping subgroups (clusters) 

via an iterative method, and each data point is assigned to a single cluster. While keeping the 

clusters as distinct (and apart) as is practical, it aims to make the intra-cluster data points as similar 

as is practical. The process for allocating data points to clusters ensures that the sum of the squared 

distances between each data point and the cluster centroid, or the average value of all the data 

points in the cluster, cannot be more than one. The homogeneity (similarity) of the data points 

inside a cluster increases as the variety inside the cluster decreases. 

The following is how the kmeans algorithm works: 

•The required number of clusters is K. 

• Initialize the centroids after generating a random distribution for the dataset and choosing K 

data points for the centroids without changing any of them. 

• Till the centroids are consistent, keep iterating. In other words, the data points' grouping has 

not changed. 

• It is necessary to sum up the squared distances between each data point and each centroid.  

• Place each data point in the closest cluster (centroid).      

Get the cluster centroids by averaging the related data points for each cluster. 

To overcome the problem, Kmeans uses the expectation-maximization strategy. The nearest 

cluster is given the data points in the E-step. The centroid of each cluster is calculated using the M-

step. The mathematical steps we can use to solve it are discussed below. 

The intended behaviour is: 

Wik=1 if data point xi is a member of cluster k; else, 

𝑗 = ∑ ∑ 𝑤𝑖𝑘‖𝑥
𝑖 − µ𝑘‖

2𝑘
𝑘=1

𝑚
𝑖=1 …..                                                                                      … (3.9) 

 

wik=0. Moreover, k is the centroid of the cluster. 

This minimization problem has two parts. We begin by assuming k as fixed and reducing J in 

regard to wik. Then, we minimize J w.r.t. k and consider wik to be fixed. Technically speaking, we 

first differentiate J based on wik, and then we update cluster allocations (E-step). Following the 
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previous phase's cluster assignments, we differentiate J w.r.t. k and recompute the centroids (M-

step). Therefore, E-step is: 

 

𝜕𝑗

𝜕𝑤𝑖𝑘
= ∑ ∑‖𝑥𝑖 − µ𝑘‖

2
𝑘

𝑘=1

𝑚

𝑖=1

 

 

⇒ 𝑤𝑖𝑘 = {1𝑖𝑓𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑗‖𝑥
𝑖 − µ𝑘‖

2

0𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                                                              … (3.10) 

 

In other words, the cluster with the smallest sum-squared distance from its centroid should 

receive the data point xi. 

To recompute the centroid of every cluster to reflect it to the new assignments, M-Step is 

used.  

 

𝜕𝑗

𝜕µ𝑘

= 2∑𝑤𝑖𝑘(𝑥
1 − µ𝑘) = 0

𝑚

𝑖=1

 

 

⇒ µ𝑘 =
∑ 𝑤𝑖𝑘𝑥𝑖𝑚

𝑖=1

∑ 𝑤𝑖𝑘
𝑚
𝑖=1

..…                                                                                                                               … (3.11) 

In our work, we have taken 2 clusters. Because our dataset consist of two things, one is 

background and another is things in it like animals, bus, bird etc. 

Pseudocode of K mean 

Below [31] is a description of the K-means algorithm. 

K-Mean() 

Set the objects in the Row and the characteristics in the Column to initialise the matrix M. 

Set the initial centroids of clusters C1, C2,..., Ck in matrix C. 

Set the Group matrix G to zero (0) 

As long as (G(i)!= G(i+1)) 

Find the updated centroid coordinate 

Find the separation between each object and the centroids. 

Rearrange the Group Matrix 
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3.1.4 Principal Component Analysis 

Principal component analysis [32], or PCA, is a well-liked method for decreasing the 

dimensionality of huge data sets. This is how PCA works: it takes a huge collection of variables 

and condenses them into a smaller set while keeping most of the data from the larger set. As the 

number of variables in a data collection rises, accuracy always declines; nevertheless, 

dimensionality reduction can be accomplished by trading some accuracy in favour of simplicity. 

Smaller data sets allow machine learning algorithms to assess data far more rapidly and effectively 

since there are less irrelevant aspects to account for. 

Pseudocode of PCA 

1. Ignore the class labels and take the entire dataset of dd-dimensional samples. 

2. We should calculate the dd-dimensional mean vector, or the means for all of the dataset's     

dimensions. 

3. For the whole set of data, calculate the scatter matrix (or covariance matrix). 

4. Determine the eigenvalues (ee1, ee2,..., d) and associated eigenvectors (ee1, ee2,..., d). 

5. Choose the kk eigen vectors with the greatest eigen values and arrange the eigen vectors in     

decreasing order to construct a dkdk-dimensional matrix (where every column represents an eigen 

vector) 

6. To map the samples into the new subspace, use this dkdk eigenvector matrix. This can be 

expressed mathematically as yy=WWTxxyy=WWTxx, where yyyy is the converted k1k1-

dimensional sample in the new subspace and xxxx is a d1d1-dimensional vector representing one 

sample.  

3.1.5 Local Binary Pattern 

The region around each [71] pixel is thresholded to form the pixel labels in an image, and the 

texture operator interprets the result as a binary integer. A popular approach in many applications, 

the LBP texture operator has a significant capacity for discrimination and is computationally 

straightforward. A unified approach for these models might be seen as a solution to the tension 

between the statistical and structural models of texture analysis. In practical applications, the LBP 

operator's resilience to monotonic gray-scale oscillations caused, for instance, by changes in 
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illumination, may be its most important quality. Another significant feature is its computational 

simplicity, which permits photo analysis under challenging real-time circumstances. 

To create the LBP, powers of two weights are multiplied. In Figure 3.1, the computation of 

LBP is shown. The LBP has a spectrum of grey values from 0 to 255. 

𝐿𝐵𝑃𝑃,𝑅(𝑥, 𝑦) = ∑ 𝑠(𝑔𝑖 − 𝑔𝑐)2
𝑖; 𝑠(𝑥) = {

1, 𝑖𝑓𝑥 ≥ 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑃−1

𝑖=0

 

… (3.12) 

where the letters gc and gi stand for the centre and surrounding pixels' equivalent shades of 

grey. We use the notation (P, R), where P stands for the number of pixels in the immediate area 

and R stands for the circle's radius. 

 

Figure 3.1: Calculation of the LBP code 

Figure 3.2 displays many samples with various elemental concentrations (P, R). The initial 

LBP has been extended with three new techniques: uniform (u2), invariant rotation (ri), and 

uniform invariant rotation (uir) (riu2). 

 

Figure 3.2: Circularly symmetric neighbour sets for various types of neighbours (P, R) 

The LBP is regarded as uniform if the circular binary string only experiences two bitwise 

conversions from one to zero or zero to one. For instance, whereas 00000000 and 1000001 are 

uniform patterns, 11100101 and 10100001 are not. The original LBP had 256 bins, whereas the 

uniform LBP, also known as LBPu2, has 59 bins. 
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Pseudocode of LBP 

1. Change the picture to grayscale. 

2 For each pixel (gp) in the image, choose the P neighbourhoods that are in the vicinity of the 

core pixel. gp's coordinates are calculated using the formula (gc x-Rsin(2p/P),gc y+Rcos(2p/P)). 

3. Make the P neighbours' threshold the gc pixel in the centre. 

4. Set to 1 if the neighbouring pixel's value is higher than or equal to the centre pixel's value; 

otherwise, set to 0. 

5. Determine the LBP value right now: A binary number with digits close to the centre pixel 

should be written counterclockwise. This binary value has the term LBP-central pixel code (or its 

decimal equivalent). 

3.1.6 Scale Invariant Feature Transform 

SIFT is a method for finding forms such as circles, blobs, and corners. A picture can also be 

resized using it. Regardless of the size or orientation of the image, it can recognise some details. 

SIFT is extremely stable and unaffected by alterations in size and rotation. The SIFT keypoints 

provide a ton of information.  

Scale space extremes detection, key point localization, orientation assignment, and 

description creation are the four main steps of the SIFT approach. 

A.SIFT descriptor  

The SIFT [62] method was developed by Lowe to extract the most stable IPs from an image 

and provide a vector descriptor using the Difference of Gaussian (DoG). The algorithm is 

explained in the phrases that follow. 

1) Scale-Space Extrema Detection: IPs are recovered with scale and orientation invariance 

using step pyramids constructed at various scales of the Gaussian function. 

2) Finding Points of Interest: Several IP candidates are found during the preliminary stage. 

To improve the endurance of the IPs, this stage involves deleting those with poor localisation 

along edges or low contrast. 

3) The orientation assignment 

Each recognized IP is given one or more orientations in the previous stage. A gradient 

histogram with 36 intervals is produced as a result of this IP orientation. 

4) A synopsis of the important subject 
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According to Lowe, a 16-by-16-pixel frame should have many histograms surrounding an IP. 

In most IP standards, 16 orientation histograms are employed, grouped in a 4x4 grid. According to 

Figure 3.3, each histogram has eight orientations, producing a feature vector with 128 elements. 

 

Figure 3.3: SIFT descriptor extraction 

 

Pseudocode of SIFT 

Step 1: Locate [69] the area of peaks in the Scale-area. Determine the approximate size of the 

salient characteristic points (also known as keypoints) using a special smoothing version of the 

same image known as the Scale Space by varying the Gaussian sigma's dimensions. 

Step 2: Localization of Keypoints - Find the precise location of a Keypoint. The maxima or 

minima in the stack of DoG pictures, or the "scale-space-pyramid," are the important spots. By 

doing this, you learn the keypoint's scale and placement. 

Step 3: Determine the orientation of each keypoint in step three's orientation assignment. 

Keep each feature's theta, scale, and placement intact. 

Step 4: Keypoint Descriptor. A tiny area surrounding the keypoint is split into n × n cells 

(often n = 2). A gradient orientation histogram is created in each cell, each of which is 4 x 4. The 

gradient magnitude and a Gaussian weighting function with = 0.5 times window width are used to 

weight each histogram entry. The dominating orientation of the keypoint is taken into 

consideration while sorting each gradient orientation histogram. 
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3.2 PROPOSED METHODOLOGY 

 

 

 

 

 

 

Figure 3.4: Various Feature Extraction and Clustering Techniques 

 

We conduct a systematic search for articles in the Scopus and Web of Science databases for the 

years 2010–2022. We review a variety of feature selection and feature extraction approaches that 

have been successfully applied in the Content Based Image Retrieval. We find that FC mean, 

GLCM, K mean, PCA, LBP and SIFT are the most widely used feature selection and extraction 

techniques with the best prediction accuracy for various Content Based Image Retrieval 

applications. 

First we will load the dataset. Then we will do the normalization of the dataset. 

After normalization, our work flow is divided into six parts. One is using FCM clustering, 

GLCM, Kmean clustering, PCA, LBP and SIFT. 

Clustering techniques are unsupervised learning methods of grouping similar from dissimilar 

data types. Therefore, these are popular for various data mining and pattern recognition 

purposes. However, their performances are data dependent. In this work, we have tested the 

performances of a soft clustering (e.g., Fuzzy C means or FCM) and a Hard clustering 

technique (e.g., K-means or KM). Distance measure is the heart of any clustering algorithm 

to compute the similarity between any two data. FCM produces most compact clusters, while 

KM yields most distinct clusters. 

When implementation performed, we got 204 features in FC Mean ,13 in GLCM, 199 in 

Kmean ,51 in LBP, 99 in PCA and 48 in SIFT respectively. 
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CHAPTER 4 

 

PERFORMANCE OF MACHINE LEARNING 

CLASSIFIERS 

 

The motive of this chapter is to show the performance of different machine learning classifiers. 

We have used different feature extraction techniques along with clustering Techniques in previous 

chapter. Along with those techniques, we have shown the performance of different classifiers in 

this chapter. For example, Support Vector Machine, K Nearest Neighbor, Decision Tree, Gradient 

Boosting Algorithm and Alexnet have been used. Apart from this, indexing technique is applied on 

the extracted features using Alexnet and most matched images will be retrieved from the dataset. 

 

4.1 PERFORMANCE TEST OF INDIVIDUAL CLASSIFIERS  

In this section, performance of the individual classifiers (SVM, KNN, DT and GT) have been 

analyzed. These classifiers have been used in conjunction with the proposed approach in Chapter 3. 

4.1.1 Support Vector Machine 

SVM [22], a supervised learning technique, may be utilised to address classification and regression 

problems. Due to its greater recognition rate when compared to other classification systems, it has 

attracted several academics from all over the world. The main application is utilising a hyperplane 

in a high-dimensional feature space to classify two classes. The basic goal is to find a hyperplane 

in an n-dimensional space that can group the vertices into related groups. The term "hyperplane" 

means: 

       𝑤. 𝑥 + 𝑏 = 0                                                                                                 … (4.1) 

 

where the weight vector (w), which is parallel to the hyperplane, is defined. Bias or threshold 

is the definition of the parameter b. SVM employs the "one-versus-rest" method for multi-class 

classification. There are created n classifiers, each of which trains data from two classes, totaling n 

classes * (n classes - 1). The decision function shape option enables you to convert the output of 

"one-versus-one" classifiers into a "one-vs-rest" decision function of shape in order to give a 

consistent interface with other classifiers. This study's SVM makes use of a rbf kernel with a 

regularization parameter set to 1. The form of the decision function is set to ovr. 
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4.1.2 K- Nearest  Neighbor  

Another supervised learning strategy for classification problems is KNN [34]. It takes no 

effort to acquire any knowledge. Its most common use is to classify a data point based on the 

classification of its neighbours. In this investigation, two neighbours were utilised. The weight 

function that is used for prediction is set to "uniform" by default. It means that each neighborhood's 

points are equally weighted. The default setting for the closest neighbour computation algorithm is 

"auto." Based on the variables supplied to the fit technique, "auto" will try to determine which of 

the three methods BallTree, KDTree, and brute force search is the best match. The distance unit 

used is the euclidean distance. 

4.1.3 Decision Tree 

The decision tree is the most efficient and popular classification and prediction method. Each 

internal node in a decision tree represents an attribute test, each branch represents the outcome of 

the test, and each leaf node (terminal node) represents the class label. Flowcharts are similar to 

decision trees, a sort of tree structure. 

A tree can be "taught" by breaking the source setup into subgroups depending on an attribute value 

test. The process of repeating this procedure on each derived subset is known as recursive 

partitioning. The recursion ends when the split no longer improves the predictions or when each 

member of a subset at a node has the same value for the target variable. The building of decision 

trees classifiers is ideal for exploratory knowledge discovery since it does not need parameter 

configuration or domain knowledge. Decision trees can be used to manage the high-dimensional 

data. Decision tree-based classifiers are typically accurate .Decision tree induction is an inductive 

method for learning classification. 

 

4.1.4 Gradient Boosting Algorithm 

Boosting methods are machine learning methods that help to overcome the challenges of 

processing extensive data.  This approach sequentially combines various predictors with some 

degree of contraction. Each predictor is applied to the committee's residuals generated by the 

previous predictor and forms the final prediction based on a subset of variables used to classify 

samples into different categories. It starts with making a leaf instead of a tree or stump. This sheet 

represents the initial estimates of the weights for all samples. When predicting continuous values 

like weights, the first guess is the mean. Then it builds a tree. Then again built another tree based 

on the previous errors. 
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Figure 4.1: Representation of Gradient Boosting Algorithm 

 

4.2 CBIR IMPLEMENTATION USING MACHINE LEARNING AND DEEP LEARNING 

All data is limited in deep learning approaches, and the contents are taught by segmenting their 

features into a deep bottom. The database maintains a unique, individual data centre with just the 

most important elements. As the data is presently being analyzed, the deep learning technique 

performs at its peak and plays a smart content extraction role. The soft computing phenomenon 

known as "deep learning" includes a subcategory that enables the recovery of information from 

millions of dispersed images. The ability of a content-based image retrieval system to find pictures 

is significantly influenced by the feature representation and similarity measurement. 

In order to attempt to model high-level abstractions in data, deep learning is a family of machine 

learning algorithms that makes use of deep architectures made up of several non-linear 

transformations. Deep learning is structured in a deep architecture that analyses information via a 

number of phases of transformation and representation, in contrast to traditional machine learning 

techniques, which frequently use "shallow" structures. 

Instead of relying on manually created features made with domain knowledge, deep learning 

techniques allow a system to automatically examine deep architectural characteristics at various 

levels of abstraction from data and learn complicated functions that directly transfer raw sensory 

input datum to the output. sophisticated neural network To push the limits of machine learning, 
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several scientists have developed an advanced artificial neural network termed deep learning. 

Information extraction utilizing high level abstraction is the main goal of this deep learning 

technology. This method commonly employs multistage nonlinear transformers, which resemble 

numerous cascading neural networks. As part of high level data abstractions carried out with 

distributed representation, data will be appraised with a variety of dimensions and attributes. A 

hierarchy of explanatory elements is employed to implement each abstraction, with a single prior 

level of produced knowledge being used to construct a number of sublevels of information. All 

deep learning networks consist of multistage nonlinear transformations, therefore to speed up 

learning; restricted Boltzmann machines (RBMs) are stacked into multistage layers with just one 

hidden layer in each layer. 

. 

 

 Image Extraction 

                                                                                                                                   

 

 

Figure 4.2: CBIR system with Deep Learning Method 

In contrast to typical machine learning approaches, which commonly employ "shallow" structures, 

deep learning is built in a deep architecture that analyses input via a number of steps of 

transformation and representation. Deep learning techniques enable a system to learn complex 

functions that directly transfer raw sensory input datum to the output without relying on human-

crafted features created using domain knowledge by automatically exploring deep architectural 

characteristics at different levels of abstraction from data. Deep learning approaches have recently 

been shown to be useful in a number of applications, including speech recognition, object 

identification, and natural language processing, among others. Feature representations from images 

may be extracted using deep learning algorithms, and representations can be compared to CBIR 

tasks. 
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Figure 4.3: CBIR Working with Deep Learning Technique 

 

4.3 DEEP LEARNING BASICS 

Deep learning uses machine learning (ML) methods that are modelled after the structure and 

operation of neural networks or the human brain. Due to its intended purposes and structural 

makeup, it was referred to as an Artificial Neural Network (ANN).DL is a method of machine 

learning that focuses on instructing systems via examples [4]. Humans and this are comparable. 

We learn new things through examples or experiences. The instructor, the master, or the learned 

employs examples while instructing a student, apprentice, or novice; the more examples provided, 

the more the pupil learns. A DL algorithm therefore performs better as data size grows. Deep 

learning is a neural network-based technique; therefore it doesn't need specialists to manually 

extract traits because it learns features and tasks directly from the training data [5]. Since deep 

learning techniques make use of neural network topologies, deep learning models are occasionally 

referred to as deep neural networks (DNN) [6]. The number of ANN's hidden layers is indicated by 

the term "deep." For the analysis of image data, Convolutional Neural Networks (CNN), a common 

type of DNN, is the best option. Why is DL a part of this inquiry? Since DL models are more 

accurate than humans in categorizing images, this ML strategy has lately gained popularity and is 

currently among the most widely used models in AI. As a result of the high-performance 

processing made feasible by GPU, we can train deep networks more quickly. Another aspect is the 
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recent increase in accessibility of the label data that deep learning requires. When there are enough 

annotated photos available, deep learning approaches have been demonstrated to be more effective 

than conventional ML techniques [7]. Photo classification is getting more and more important as 

deep learning (DL) develops quickly. With a promising future ahead of it, data analysis utilizing 

DL will surely have an international influence in the years to come. 

4.3.1 Convolutional Neural Networks (CNNs or ConvNets) 

Humans may be able to determine an animal's species based on its high-level morphological 

characteristics, such as the shape of its head, ears, eyes, mouth, legs, and other body 

components. On the other hand, a computer has a different perspective on the world. It looks for 

minuscule physical properties like corners and curves in order to do classification before 

employing a series of convolutional procedures to produce abstract concepts. A computer builds 

high-level physical attributes from the returned low-level physical information in order to identify 

the object. This is done by using CNN. An image processing and classification-focused network 

design for DL is called CNN [4]. It is one of the most popular and widely used DL networks [13]. 

CNN is to thank for DL's present enormous popularity. CNN's main advantage over its forerunners 

is that it automatically recognizes key elements without human input, which makes it the most 

popular [5]. 

Each layer of CNN transforms the data it gets from the layer below into more complex data 

that is then sent to following levels for further generalisation. By removing the pixel values from 

the input photographs and applying certain mathematical operations to the data over a number of 

layers, the network creates a classification for the images [14]. With activation functions serving as 

its hidden layer, this specific neural network (NN) features fully connected, convolutional, and 

pooling layers. Figure 4.4 [24] illustrates the architecture of CNN, which combines the feature 

extraction and classification blocks. When separating and identifying the various elements of an 

image, CNN uses a convolution tool and a pooling method. The output from the feature extraction 

block, or the extracted features, is used by the fully connected layer at the classification block to 

anticipate the class of the picture [14]. 
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Figure 4.4: The basic CNN architecture [24] 

 

4.3.1.1 Convolutional Layer 

The convolutional layer performs convolution and activation processes [8]. 

Convolution 

It is a linear mathematical process to apply a filter matrix over an image matrix. As the filter 

moves across the image, the local receptive fields, or filter values, are multiplied by the sections of 

the input image that are proportionate to the filter size [25]. By summing the multiplications from 

each of the local receptive fields to produce a single value, the output known as the feature map is 

produced. Figure 4.5 shows this convolutional process in action. 

 

      Figure 4.5: Convolution of an input image with a 3×3 kernel [25] 

 

Activation Function 

The feature map's elements are changed by the activation function to either the greatest positive 

value or, in the event of a negative element, to zero. Figure 4.6 provides a diagrammatic 

explanation of it. The network gains nonlinearity as a result. A popular non-linear activation 

function is the Rectifier Linear Unit (ReLU) [25]. ReLU has a lower computing burden than other 

activation functions, which is a benefit [5]. 
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Figure 4.6: Activation operation on the convoluted feature [18] 

4.3.1.2 Pooling Layer 

By reducing the complex feature map's dimension to a single output, the pooling layer's main 

job is to implement down sampling [5] [6]. Figure 4.7 depicts pooling at its peak and average. The 

benefit of this method is that it lowers processing costs while maintaining the characteristics that 

give an image its uniqueness. Lowering over-fitting is an additional advantage of pooling.

 

Figure 4.7: Max and average pooling on an activated feature map [24] 

4.3.1.3 Fully Connected Layers 

After feature extraction, we may divide the images into several groups using fully connected (FC) 

layers. FC layers are the last phase in CNN's classification process. The feature mappings from the 

pooling layer of the convolution block are transformed into a one-dimensional array of integers and 

linked to one or more fully connected layers, each of which has a learnable weight linking each 

input to each output [25]. Figure 4.8 depicts flattening in graphic form. Without the FC layers, a 

traditional CNN won't be able to forecast classes. All convolutional layer operations are finished, 

and the flattened feature map is then sent to an ANN for classification. 

Figure 4.9 depicts the FC layers. The entire flattened feature map is provided by the ANN 

input layer to the FC layers, which use mathematical operations on each FC layer to combine the 
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data into additional features that improve class prediction. We achieve the expected outcomes in 

the output layer [26]. 

 

Figure 4.8: Flattening of a 3×3 image matrix to a 9×1 vector [24] 

 

 

Figure 4.9: The fully connected layers with flattened input [35] 

 

4.3.2 AlexNet and Its Architecture 

The AlexNet model is a DL model that is built on CNN architecture. Together with Ilya Sutskever 

and Geoffrey Hinton, Alex Krizhevsky created the AlexNet model [5][9][35]. CNN was 

exclusively used for handwritten digit recognition tasks prior to winning the 2012 ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC) with an accuracy of 84 percent [9][35]. To improve 

CNN's capacity for learning, AlexNet expanded the network and applied a number of parameter 

tuning techniques[5]. Deep CNN architecture holds AlexNet in high regard for its innovative work 

in picture recognition and classification [5]. 
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Five convolutional layers, three max-pooling layers, two normalisation levels, two fully 

connected layers, and one softmax layer make up AlexNet's architecture. A diagrammatic 

representation of the AlexNet architecture is shown in Figure 3.7. A 227x227 pixel input picture is 

required by the AlexNet model. Filters, a nonlinear activation function, and ReLU make up each 

convolutional layer [25]. Convolution, pooling, and normalisation are the three algorithms that 

make up the first two convolutional layers [9]. The fourth and fifth convolutional layers execute 

convolution alone; no pooling or normalising is done after the second and third convolutional 

layers. As seen in Figure 4.10, the last convolution layer performs convolution and pooling without 

normalising. 

 

Figure 4.10: AlexNet architecture [9] 

 

4.3.3 Transfer Learning 

While the models are hampered by a lack of training data, Deep Learning approaches require 

a lot of data to function successfully. Since the lack of training data is a problem that the transfer 

learning approach successfully addresses, it is currently being employed to address this problem. 

[5] The relationship between the pre-trained model and the novel DL algorithm may be likened to 

that between a teacher and pupil in traditional language (TL). Before instructing a student, the 

teacher gains extensive understanding on the subject. 

Transfer learning, a convenient and effective learning technique, allows deep learning 

algorithms to be trained rapidly and efficiently with a little amount of labelled data [10]. This 

learning method's fundamental tenet is to train a model for new, related tasks by starting with its 

previous tasks. Researchers in medical imaging use TL because it can be implemented quickly and 

doesn't require a huge annotated training dataset [7]. Pre-trained models may commonly improve a 

model's accuracy when it is trained on a smaller dataset and help it fit a certain domain [15]. The 

transfer learning used in this study was the pre-trained AlexNet mode. 

Apart from this, we have extracted the features using Alexnet and after extracting the 

features, we have designed an indexing Technique, whose flowchart is shown in figure 4.12. 
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4.4 PROPOSED METHODOLOGY 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.11: Different Classifiers used to classify the Features 
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       Figure4.12: Flow Chart of Indexing Technique 

 

Pseudo-code of Indexing Technique 

To generate indexes, first load the dataset, than apply Alexnet. Than save the dominate 

features of the dataset for each image. Than save the features of all images with dominating 

features. 

In next step, import the query image, than apply Alexnet. Than extract the dominate features. 

After feature extraction of queried image, load the whole dataset. 

Extract Features 

Start 

Load Database 

Applied AlexNet 
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images  
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Calculate distance with query image and all images stored in database. After calculation of 

distance, sort them in ascending order. Give index value to sorted features of database with respect 

to query image. 

Than retrieve N number of images on the basis of index value. 

4.5 K- FOLD CROSS VALIDATION  

A given data set is split into 5 folds in a 5-fold CV, each of which functions as a testing set at 

some point. In this instance, the data set is separated into five folds. In the initial iteration, the 

model is evaluated on the first fold while being trained on the other folds. The left over data is used 

as the training set in the second iteration, while the second fold is used as the testing set. Up until a 

test set has been utilized for each of the five folds, this procedure is repeated. 

4.6 EXPERIMENT AND RESULT ANALYSIS 

We have used different feature extraction techniques along with clustering Techniques and 

for classification, different classifiers have been used. After the extraction of features using 

Alexnet, indexing technique is applied on the extracted features and most matched images is 

retrieved from the dataset. 

We have evaluated the effectiveness of the categorization model using a number of assessment 

metrics, including: 

1. Accuracy: It is the proportion of precise predictions to all predictions. 

                               Accuracy =(TP + TN)/(TP + FP + TN + FN)                                 … (4.2) 

2. Sensitivity: It is the proportion of true positives to all other positives found in the data. 

                         Sensitivity =TP/(TP + FN)                                                                      … (4.3) 

3. Precision: The ratio is the total predicted positives divided by the sum of true positive and  

False  positive. 

                               Precision = TP/(TP + FP)                                                                          … (4.4) 

4. Specificity: It is ratio of true negatives to total of true negative and false positive. 

                               Specificity= TN/(TN + FP)                                                              … (4.5) 
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5. F_Score: It’s the harmonic mean of the precision and recall. 

                                F_Score=2 ∗ (Recall ∗ Precision)/(Recall + Precision)               … (4.6) 

True Positive Rate (TPR) is a synonym for recall, hence the following definition applies: 

TPR =
TP

TP + FN
 

… (4.7) 

False Positive Rate (FPR) is characterized as follows: 

FPR =
FP

FP + TN
 

… (4.8) 

4.6.1 Experiments 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+KNN 94.00 94.12 94.10 94.58 

GLCM+KNN 92.10 92.00 91.82 92.32 

Kmean+KNN 93.00 92.00 92.87 93.72 

LBP+KNN 92.49 91.10 91.85 92.94 

PCA+KNN 93.10 93.00 92.10 93.54 

SIFT+KNN 93.00 93.10 92.10 93.40 

 

Table 4.1 Accuracy of KNN Classifier with different Feature Extraction Techniques  

 

The above Table 4.1 shows the performance accuracy of KNN Classifier with different 

feature extraction techniques. 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+KNN 72 72.50 72.80 72.90 

GLCM+KNN 61.50 60.87 60.12 61.60 
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Kmean+KNN 68.10 68.00 67.82 68.60 

LBP+KNN 66.80 62.10 63.70 64.70 

PCA+KNN 67.60 67.15 66.50 67.70 

SIFT+KNN 66.87 66.78 66.32 67.00 

 

Table 4.2 Sensitivity of KNN Classifier with different Feature Extraction Techniques 

 

The above Table 4.2 shows the performance sensitivity of KNN Classifier with different 

feature extraction techniques. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+KNN 74.20 73.87 74.10 74.72 

GLCM+KNN 60.10 60.05 59.89 60.47 

Kmean+KNN 70.26 70.12 70.61 70.62 

LBP+KNN 62.10 62.50 62.05 63.50 

PCA+KNN 67.00 66.84 65.10 67.05 

SIFT+KNN 66.80 66.10 66.10 66.94 

 

Table 4.3 Precision of KNN Classifier with different Feature Extraction Techniques 

 

The above Table 4.3 shows the performance precision of KNN Classifier with different 

feature extraction techniques. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+KNN 96.80 95.12 95.85 96.99 

GLCM+KNN 94.89 94.10 95.10 95.73 

Kmean+KNN 96.15 95.16 95.15 96.51 
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LBP+KNN 95.85 95.10 95.86 96.08 

PCA+KNN 96.10 95.78 94.71 96.41 

SIFT+KNN 96.00 95.12 95.87 96.33 

 

Table 4.4 Specificity of KNN Classifier with different Feature Extraction Techniques 

 

The above Table 4.4 shows the performance specificity of KNN Classifier with different 

feature extraction techniques. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+KNN 71.00 70.87 70.10 71.11 

GLCM+KNN 59.58 60.00 58.26 59.62 

Kmean+KNN 66.59 65.80 65.95 66.95 

LBP+KNN 63.85 61.88 61.87 62.59 

PCA+KNN 66.01 65.78 65.10 66.05 

SIFT+KNN 65.12 65.12 65.10 65.21 

 

Table 4.5 F_Score of KNN Classifier with different Feature Extraction Techniques 

 

The above Table 4.5 shows the performance F_Score of KNN Classifier with different 

feature extraction techniques.  
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Figure 4.13: Accuracy of KNN Classifier with different Feature Extraction Techniques  

 

 

 

 

Figure 4.14: Sensitivity of KNN Classifier with different Feature Extraction Techniques  
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Figure 4.15: Precision of KNN Classifier with different Feature Extraction Techniques  

 

 

 

 

Figure 4.16: Specificity of KNN Classifier with different Feature Extraction Techniques  
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Figure 4.17: F_Score of KNN Classifier with different Feature Extraction Techniques  

 

From Figure 4.13 to Figure 4.17, shows the performance of KNN classifier with different 

feature extraction techniques. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+SVM 95.10 95.12 95.10 95.68 

GLCM+SVM 91.80 90.00 91.00 92.00 

Kmean+SVM 94.82 95.00 94.10 95.78 

LBP+SVM 92.10 92.00 91.87 92.28 

PCA+SVM 93.00 93.10 92.82 93.28 

SIFT+SVM 92.81 92.80 93.10 93.84 

 

Table 4.6 Accuracy of SVM Classifier with different Feature Extraction Techniques  

 

The above Table 4.6 shows the performance accuracy of SVM Classifier with different 

feature extraction techniques. 
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Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+SVM 78.20 78.10 77.16 78.40 

GLCM+SVM 60.10 59.67 60.01 60.00 

Kmean+SVM 77.80 78.11 77.20 78.90 

LBP+SVM 61.00 60.10 60.10 61.40 

PCA+SVM 65.80 65.10 65.00 66.40 

SIFT+SVM 68.10 68.87 68.50 69.20 

 

Table 4.7 Sensitivity of SVM Classifier with different Feature Extraction Techniques  

 

The above Table 4.7 shows the performance sensitivity of SVM Classifier with different 

feature extraction techniques.  

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+SVM 78.17 78.12 76.89 78.54 

GLCM+ SVM 60.00 61.00 60.11 61.23 

Kmean+ SVM 78.10 78.89 78.12 79.02 

LBP+ SVM 62.37 61.45 61.20 62.54 

PCA+ SVM 65.10 64.57 66.05 66.58 

SIFT+ SVM 68.00 68.15 68.20 69.17 

 

Table 4.8 Precision of SVM Classifier with different Feature Extraction Techniques  

The above Table 4.8 shows the performance precision of SVM Classifier with different 

feature extraction techniques.  
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Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+SVM 96.10 95.87 96.10 97.60 

GLCM+SVM 95.10 94.87 94.88 95.56 

Kmean+SVM 96.10 96.10 96.14 97.66 

LBP+SVM 94.12 94.12 94.82 95.71 

PCA+SVM 94.12 94.50 95.13 96.27 

SIFT+SVM 95.10 94.20 94.32 96.58 

 

Table 4.9 Specificity of SVM Classifier with different Feature Extraction Techniques  

The above Table 4.9 shows the performance specificity of SVM Classifier with different 

feature extraction techniques.  

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+SVM 77.44 76.50 77.12 78.44 

GLCM+SVM 60.00 61.00 60.00 60.50 

Kmean+SVM 77.82 77.11 77.12 78.91 

LBP+SVM 61.13 60.87 60.00 61.79 

PCA+SVM 65.10 60.22 63.00 66.45 

SIFT+SVM 64.87 67.12 68.21 69.12 

 

Table 4.10 F_Score of SVM Classifier with different Feature Extraction Techniques  

 

The above Table 4.10 shows the performance F_Score of SVM Classifier with different 

feature extraction techniques.  
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Figure 4.18: Accuracy of SVM Classifier with Feature Extraction Techniques  

 

 

 

Figure 4.19: Sensitivity of SVM Classifier with different Feature Extraction Techniques  

87

88

89

90

91

92

93

94

95

96

97

CIFAR-10

CIFAR-100

Web crawled misc1

Web crawled misc2

Accuracy in(%age)

0

10

20

30

40

50

60

70

80

90

CIFAR-10

CIFAR-100

Web crawled misc1

Web crawled misc2

Sensitivity in(%age)



64 
 

 

Figure 4.20: Precision of SVM Classifier with different Feature Extraction Techniques  

 

 

Figure 4.21: Specificity of SVM Classifier with different Feature Extraction Techniques  

 

 

Figure 4.22: F_Score of SVM Classifier with different Feature Extraction Techniques  
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From Figure 4.18 to Figure 4.22, shows the performance of SVM Classifier with different 

feature extraction techniques. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+DT 95.10 95.25 94.12 95.86 

GLCM+DT 92.00 91.86 91.89 92.24 

Kmean+DT 95.00 94.32 95.10 95.60 

LBP+DT 91.00 91.15 92.10 92.62 

PCA+DT 93.00 92.10 93.00 93.62 

SIFT+DT 92.00 93.10 91.50 93.68 

 

Table 4.11 Accuracy of DT Classifier with different Feature Extraction Techniques  

The above Table 4.11 shows the accuracy of DT Classifier with different feature extraction 

techniques.  

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+DT 78.10 79.00 78.32 79.30 

GLCM+DT 60.00 60.12 59.87 61.20 

Kmean+DT 76.00 75.10 77.10 78.00 

LBP+DT 62.15 62.89 63.04 63.10 

PCA+DT 67.50 66.50 67.12 68.10 

SIFT+DT 68.00 67.00 68.10 68.40 

 

Table 4.12 Sensitivity of DT Classifier with different Feature Extraction Techniques  

 

The above Table 4.12 shows the performance Sensitivity of DT Classifier with different 

feature extraction techniques.  
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Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+DT 78.87 79.12 78.89 79.23 

GLCM+DT 62.10 61.16 61.10 62.30 

Kmean+DT 77.12 76.85 76.72 78.37 

LBP+DT 67.68 68.10 63.89 64.14 

PCA+DT 67.77 68.10 67.10 68.67 

SIFT+DT 67.82 68.12 68.12 68.83 

 

Table 4.13 Precision of DT Classifier with different Feature Extraction Techniques  

The above Table 4.13 shows the resulting precision of DT Classifier with multiple feature 

extraction techniques.  

 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+DT 96.50 96.17 96.10 97.70 

GLCM+DT 94.32 94.85 93.85 95.69 

Kmean+DT 96.65 96.56 96.10 97.56 

LBP+DT 95.64 95.45 95.12 95.90 

PCA+DT 95.50 94.12 95.64 96.46 

SIFT+DT 96.00 95.82 94.13 96.49 

 

Table 4.14 Specificity of DT Classifier with different Feature Extraction Techniques  

The above Table 4.14 shows the performance Specificity of DT Classifier with different 

feature extraction techniques. 
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Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

FC Mean+DT 78.11 79.10 78.12 79.17 

GLCM+DT 60.75 60.10 60.10 61.60 

Kmean+DT 77.87 76.87 77.12 78.08 

LBP+DT 67.32 68.00 62.58 63.47 

PCA+DT 68.12 68.10 68.12 68.23 

SIFT+DT 67.82 65.55 67.89 68.54 

 

Table 4.15 F_Score of DT Classifier with different Feature Extraction Techniques  

The above Table 4.15 shows the performance F_Score of DT Classifier with different feature 

extraction techniques.  

 

 

 

 

Figure 4.23: Accuracy of DT Classifier with different Feature Extraction Techniques  
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Figure 4.24: Sensitivity of DT Classifier with different Feature Extraction Techniques  

 

 

 

Figure 4.25: Precision of DT Classifier with different Feature Extraction Techniques 
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Figure 4.26: Specificity of DT Classifier with different Feature Extraction Techniques  

 

 

Figure 4.27: F_Score of DT Classifier with different Feature Extraction Techniques  

 

From Figure 4.23 to Figure 4.27, comparison of DT Classifier with different feature 

extraction techniques. 
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Feature 

Extraction  

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

 MISC2 

FC Mean+GT 96.10 96.20 96.50 97.44 

GLCM+GT 92.40 92.30 93 93.50 

K MEAN+GT 95.10 95.00 94.20 95.98 

LBP+GT 93.80 93.20 94.10 94.60 

PCA+GT 94.10 94.82 94.28 95.02 

SIFT+GT 94.67 96.10 93.82 94.70 

 

Table 4.16 Accuracy of GT Classifier with different Feature Extraction Techniques 

The above Table 4.16 shows the performance accuracy of GT Classifier with different feature 

selection approaches.  

 

Feature  

Extraction  

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

 MISC1 

WEB CRAWLED 

 MISC2 

Fuzzy 

CMean+GT 

97.15 98.00 97.85 98.58 

GLCM+GT 94.50 93.70 92.20 96.39 

K MEAN+GT 96.76 96.10 96.11 97.76 

LBP+GT 96.50 95.87 95.60 97.00 

PCA+GT 96.10 95.89 95.87 97.23 

SIFT+GT 96.10 96.05 96.12 97.05 

 

Table 4.17 Sensitivity of GT Classifier with different Feature Extraction Techniques 

The above Table 4.17 shows the Sensitivity of GT Classifier with different feature extraction 

approaches. 
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Feature 

 Extraction  

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

 MISC1 

WEB CRAWLED 

 MISC2 

FC Mean+GT 96.20 96.50 96.89 97.21 

GLCM+GT 93.00 93.10 91.10 93.11 

K MEAN+GT 94.60 94.50 94.12 95.67 

LBP+GT 94.20 93.11 94.00 94.24 

PCA+GT 93.20 92.85 93.95 94.65 

SIFT+GT 94.21 94.10 94.12 94.32 

 

Table 4.18 Precision of GT Classifier with different Feature Extraction Techniques 

 

The above Table 4.18 shows the Precision of GT Classifier with different feature extraction 

approaches. 

 

Feature  

Extraction  

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

 MISC1 

WEB CRAWLED 

 MISC2 

FC Mean+GT 97.54 98.21 97.51 98.58 

GLCM+GT 95.40 95.50 92.13 96.39 

K MEAN+GT 96.11 97.10 96.68 97.77 

LBP+GT 96.00 95.12 95.89 97.00 

PCA+GT 96.25 95.10 96.12 97.23 

SIFT+GT 96.10 96.08 96.10 97.06 

 

Table 4.19 Specificity of GT Classifier with different Feature Extraction Techniques 

 

The above Table 4.19 shows the Specificity of GT Classifier with different feature extraction 

approaches. 
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Feature  

Extraction  

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

 MISC1 

WEB CRAWLED 

 MISC2 

FC mean+GT 96.98 97.50 97.20 97.89 

GLCM+GT 94.17 93.25 94.10 94.71 

K MEAN+GT 95.60 96.12 95.45 96.69 

LBP+GT 94.82 93.18 93.99 95.59 

PCA+GT 94.91 94.89 95.10 95.91 

SIFT+GT 95.10 94.12 94.10 95.65 

 

Table 4.20 F_Score of GT Classifier with different Feature Extraction Techniques 

 

The above Table 4.20 shows the F_Score of GT Classifier withdifferent feature extraction 

approaches. 

In Table 4.16-4.20, after extracting the features, and then by classifying the features using 

Gradient Boosting Algorithm, different performance parameters have been calculated. It has been 

observed here that with Fuzzy C mean feature clustering technique, accuracy achieved for CIFAR-

10  is 96.10%, for CIFAR-100, it is 96.20%, for Web-Crawled misc1, it is 96.50% and for Web-

Crawled misc2 it is 97.44%. Sensitivity achieved for CIFAR-10 is 97.15%, for CIFAR-100, it is 

98.00%, for Web-Crawled misc1, it is 97.85% and for Web-Crawled misc2 it is 98.58%. Precision 

achieved for CIFAR-10 is 96.20%, for CIFAR-100, it is 96.50%, for Web-Crawled misc1, it is 

96.89% and for Web-Crawled misc2 it is 97.21%. Specificity achieved for CIFAR-10 is 97.54%, 

for CIFAR-100, it is 98.21%, for Web-Crawled misc1, it is 97.51% and for Web-Crawled misc2 it 

is 98.58%. F_Score achieved for CIFAR-10 is 96.98%, for CIFAR-100, it is 97.50%, for Web-

Crawled misc1, it is 97.20% and for Web-Crawled misc2 it is 97.89%. 
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Figure 4.28: Accuracy of GT Classifier with different Feature Extraction Techniques  

 

Figure 4.29: Sensitivity of GT Classifier with different Feature Extraction Techniques 

 

Figure 4.30: Precision of GT Classifier with different Feature Extraction Techniques 
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Figure 4.31: Specificity of GT Classifier with different Feature Extraction Techniques 

 

 

Figure 4.32: F-Score of GT Classifier with different Feature Extraction Techniques 
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is 98.58%. F_Score achieved for CIFAR-10 is 96.98%, for CIFAR-100, it is 97.50%, for Web-

Crawled misc1, it is 97.20% and for Web-Crawled misc2 it is 97.89%. 
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Apart from this, we have also shown the results corresponding to AlexNet CNN Classifier. 

After extracting the features, we have done indexing and then ranking of the images features in 

ascending order is done. On the basis of their index values, top ten images are retrieved based on 

the query image. 

 

 

Figure 4.33: Retrieved images of Web-Crawled misc1 Dataset based on the indexing 

 

Figure 4.34: Retrieved images of Web-Crawled misc2 Dataset based on the indexing 
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Confusion Matrix 

A classification technique for classifying models is a confusion matrix. To evaluate a 

classification models performance on a set of test data, utilise a square matrix table. The confusion 

matrix in Figure 4.35 shows what our model got right and wrong. The samples that the model 

successfully identified are represented by the numbers along the diagonal (the green boxes), 

whereas the samples that the model incorrectly classified are represented by the numbers along the 

off-diagonal (the red boxes) (the pink boxes). The percentage of correctly predicted samples and 

incorrectly predicted samples is shown, respectively, by the green and pink values in the white 

boxes.The misclassification rate is indicated by the red percentage value, while the classification 

accuracy is indicated by the green% number in the only grey box at the bottom of the diagonal.  

 

 

Figure 4.35 Confusion Matrix of Dataset 

 ROC curve (receiver operating characteristic curve) 

It is a graph that shows how well a classification model performs at every level of 

categorization. On this curve, two parameters are displayed: 

 True Positive Rate 

 False Positive Rate 



77 
 

TPR vs. FPR are shown for various classification criteria on a ROC curve. More objects are 

classified as positive when the classification threshold is lowered, which raises the number of both 

False Positives and True Positives. The accompanying figure displays an example of a ROC Curve. 

 

Figure 4.36: ROC Curve For Results 

AUC provides a thorough analysis of performance using all relevant categorization criteria. 

The AUC is the likelihood that a model would judge a randomly chosen positive example more 

favourably than a randomly chosen negative example. Take a look at the examples below, which 

are presented in increasing order of logistic regression predictions from left to right.  

4.6.2 Result Analysis  

 

In this chapter, we have extracted the features using AlexNet CNN Feature Extractor and by 

using Fuzzy c Mean, K mean, GLCM, PCA, LBP and SIFT. By using AlexNet CNN Classifier, we 

got total 4096 Features. We also observe that by use of Fuzzy C mean, we are getting better results 

as compare to other feature extraction Techniques along with Gradient Boosting Classifier.  

FCM produces most compact clusters as compare to other clustering techniques. Gradient 

Boosting reduces error mainly by reducing bias (and also to some extent variance, by aggregating 

the output from many models) it has lower number of hyper parameters to be tuned. Therefore, it is 
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faster to have a best setting model. It updates the weights based on the gradients, which are less 

sensitive to outliers, which yield to the better performance as compare to other techniques. 

 

4.7 SUMMARY  

In this chapter we have used different Classifiers with different feature extraction and 

clustering techniques. We have observed that Fuzzy C mean has improved the results greatly in the 

suggested approach. It means the combination of Fuzzy C mean along  with Gradient Boosting 

Algorithm, have given us the best results in terms of accuracy, sensitivity, precision, specificity 

and F_Score. So to optimize the features in next chapter, we will proceed with FC mean feature 

clustering Technique. 
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CHAPTER 5 

 

PERFORMANCE OF OPTIMIZATION TECHNIQUES 

The motive of this chapter is create an optimization approach that will enable us to increase 

the accuracy and to shorten the time spent for searching and matching the query image with images 

that are already stored in different datasets following by feature extraction using various methods. 

We have proposed a Markov chain rule-based feature selection (MCPL-FS) after the ranking step. 

This study employs a probabilistic latent graph-based feature selection technique which performs 

the ranking phase and also takes into account all potential subsets of features as pathways on a 

graph, successfully avoiding the combinatorial problem.  

When implementation performed, we got 204 features in FC Mean ,13 in GLCM, 199 in 

Kmean ,51 in LBP, 99 in PCA and 48 in SIFT respectively. After this, we have selected Fuzzy 

CMean, as we got higher accuracy with it and then we applied feature optimization technique on it 

and we got 179 features after the optimization. 

5.1 PROPOSED METHODOLOGY 

The CBIR system calculates a feature vector for each image in the database and stores it in 

the database based on the visual feature. Firstly, the feature vector will be calculated whenever a 

user executes a query. Using the similarity method, the query vector is to be compared to all the 

vectors in the visual feature database and the closest image to the input image, known as the query 

image is given to the user. Therefore, the performance of the CBIR system is highly dependent on 

the features extracted from the image. 

5.1.1 Automated ranking of features by using the Markov chain rule 

To illustrate the working of the Markov Chain Rule, a weather model is considered as an 

example. It provides the transition probability given the current state. If the weather is 

cloudy, there is a probability of 50% of having rain and a 40% chance of having a sunny day. 

Thus, it shows that the probability of being sunny gives that to have cloudy depends only on 

the previous state, which was cloudy. Therefore, it does not consider the prior state. 
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 0.4 
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 0.3 0.1  

 0.4 

Figure 5.1: Markov Chain Rule Basic Model 

As already discussed, extraction and selection representing images semantic substance play a 

central role in CBIR. This study proposed a probabilistic latent graph algorithm for feature 

selection. 

The proposed PLSA considers data subsets of feature as a node and edge as a relation 

between nodes. We have considered those features as connecting nodes which make a path. 

The three essential components of this strategy are as follows: 

Pre-processing: On raw feature distribution𝑋𝑖⃗⃗⃗⃗ , a quantization process is applied and their 

values are mapped into a smaller group of sets which is a countable nominal. During this 

phase, each raw feature 𝑋𝑖⃗⃗⃗⃗  is assigned to a descriptor fi. 

 Graph-Weighting: The feature fi and a weighted edge between feature models 

are represented by nodes in an undirected, fully connected graph. Based on 

stochastic latent semantic analysis, characteristics xi and xj are likely to be 

associated (PLSA). As a mixture of conditional independent multinomial 

distributions for parameter estimation, fi, the weights are automatically learned 

[46]. Calculate the likelihood of each concurrent event in fj.A modelled expected 

value maximization (EM) algorithm is used. 

5.1.2 Ranking Technique 

Markov chain rule feature selection ((MRC-FS)) is applied [49] which works based on 

considering paths among nodes that can investigate the redundancy of any features in any set. 

Ts is the training set with a set of feature distributions Ts = { 𝑇𝑠1⃗⃗⃗⃗ ⃗⃗  ⃗., ..., 𝑇𝑠𝑛⃗⃗⃗⃗ ⃗⃗  ⃗.}, built undirected 

graph G, where edges indicate features represented by nodes and relationships between node 

Sunny Cloudy 

 

Rainy 
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pairs. An adjacency matrix Am is used, it explains how the weighted edges of each element 

ofAm, 1 ≤ y,z≤ nbehave. Each weight represents the propensity of traits ~xy and ~xz to be 

strong choices. 

aij= ϕ(~xy,~xz),                                                                                                         … (5.1) 

Where ϕ(~xy,~xz) describes the potential function  which is used  by the PLSA-inspired 

framework. 

5.1.3 Graph weighting using Markov chains and random walks using co-occurrences 

This section gives us information of the algorithm which we have proposed and is based on 

‘‘Absorbing Random walks.’’ Markov chain rule set of nodes is known as states and every 

move is known as a step. We supposed Transp as a matrix of transition probabilities of the 

Markov chain. Here si denotes chain with the current state, while as sj denotes the moves with 

the successive state and tij at the next step with a probability.States which are once reached 

can never make a transition out of (i.e.,tii= 1). Transient mean a state, i.e., not absorbing. 

Transition Matrix can be expressed using equation (5.2). 

Trans=[
𝐼   0

𝑅𝑆    𝐴
]                                                                                                                                               … (5.2)                              

Transition probabilities from non-absorbed state to absorbed state are specified by the ‘‘RS,’’ 

which is known as rectangular matrix, probabilities from the non-absorbed state to the non-

absorbed state are specified by ‘‘AI’’ which is a square submatrix. The Identity matrix is 

denoted by ‘‘I,’’ while as, for rectangular matrix ‘‘0’’ is used. 

If ‘‘a’’ is in the absorbed state and ‘‘b’’ is in the non-absorbed state, R is b * a, A is b * b, I is 

a * a, and 0 is a * b.By iterative multiplication of the trans matrix. 

T2
rans =[

𝐼      0
𝑅𝑆   𝐴

] [
𝐼     0
𝑅𝑆   𝐴

] 

         =[
𝐼                        0

𝑅𝑆 + 𝐴𝑅𝑆     𝐴 ∗ 𝐴
]            … (5.3)                        

T3
rans=[

𝐼                  0
𝑅𝑆 + 𝐴𝑅𝑆    𝐴 ∗ 𝐴

] [
𝐼     0
𝑅𝑆  𝐴

]=[
𝐼                                          0

𝑅 + 𝐴𝑅𝑆 + 𝐴 ∗ 𝐴𝑅𝑆      𝐴 ∗ 𝐴 ∗ 𝐴
]                                          … (5.4) 

By induction, we got the following expression presented in equation (5.5): 

Tl
rans=[

𝐼      0
(𝐼 + 𝐴 + 𝐴 ∗ 𝐴 + ⋯+ 𝐴𝑙 − 1)𝑅𝑆 𝐴𝑙

]                          … (5.5) 



82 
 

Al → 0 as l → ∞. Thus 

                       … (5.6) 

C = I + A + A2 + ... + A∞ = (I − A) −1                                                                                                            … (5.7) 

To represent fundamental matrix for the absorbing chain is represented by matrix ‘‘C.’’ 

Based on the degree of relevance to sort these features automatically ranked framework is 

used to rank the training data. 

We considered the relevancy and irrelevancy of the proposed method and introduced an 

unobserved class variable CV = {cv1, cv2}. 

For each feature feature, there is a distribution Prob(V\feature) over a predetermined number of 

tokens. 

Prob (token|feature) = Prob (token|z1) P (z1|feature) + Prob (token|z2) P (z2|feature)                        … (5.8)             

For features,Prob (feature) = YnProb (token|z1) Prob (z1|feature) + Prob (token|z2) Prob (z2|feature) o       … (5.9)                   

To compute these parameters for PLSA, we have used maximum likelihood shown in the 

below equation (5.10).  

L = XXQ(feature,token)log[Prob (token|feature)]                                                                                            … (5.10) 

                                                                                                                                                                  

Q(feature,token) is used to denote the total number of times token token came in feature feature. For 

the calculation of optimal parameters, EM algorithm is used. 

E-step: 

Prob(v|feature,token)=Prob(v) Prob(feature|v) Prob(token|v)    … (5.11) 

               Prob(v1) Prob(feature|v1) Prob(token|v1) + Prob(v2) Prob(feature|v2) Prob(token|v2)                                         

M-step: 

Prob(token|v)=∑f eatureQ(feature,token) Prob(v|feature,token) 

                ∑feature,t'okenQ(feature,t'oken) Prob(v|feature,t'oken)   , 
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Prob(feature|v)=∑tokenQ(feature,token) Prob(v|feature,token) 

                ∑feature,t'okenQ(f'eature,token) Prob(v|f'eature,token)   , 

 

Prob(v) = ∑feature,tokenQ(feature,token) Prob(v|feature,token)                                                      … (5.12) 

                             ∑feature,,tokenQ(feature,token)            

                                                        

Initialize P(token|v) to link v1 to abstract relevancy and v2 for irrelevancy. The probability 

distribution P (V = v1|feature) can be used to weigh the graph. 

 

5.2 COMPARATIVE OPTIMIZATION ALGORITHMS 

 

Pigeon Inspired Optimization Algorithm 

A number of optimization issues, including as trajectory planning for aerial robots, three-

dimensional robots, an autonomous landing system, and a Proportional–integral–derivative 

(PID) development controller, have been successfully solved using Pigeon Inspired 

Optimization (PIO) techniques, according to recent study. 

 Whale Optimization Algorithm  

It is challenging to choose a subset of crucial important points since the definition of 

brightness is also suggested by the choice of an element, an attribute, or a group of variables 

for the model's creation. The Whale Optimization Algorithm (WOA) algorithm is used to 

determine who is included in this proposed structure. Due to the rapid drop in differential 

diversity, the majority of them quickly converge in the direction of the optimal 

neighbourhood, and the first WOA is not a better case, which is a significant problem for 

large-scale global enhancement (LSGO) handled by metaheuristic computing (MAS). Due to 

the great productivity of hunting all over the world, the Levy flight course has been actively 

used in previous research in MA to speed up integration and avoid the tight agreement of 

Optima. Therefore, Levy flying is employed at Whale Optimization Algorithm (WOA) to 

evacuate almost optimum, allowing for the distinction of population diversity. 

 

5.3 FLOWCHART OF PROPOSED TECHNIQUE 

First we will load the dataset. Than features will be extracted by using FC mean. After feature 

extraction, to optimize the features, Markov Chain Rule is applied. For the classification 
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purpose, Gradient Boosting Algorithm is applied. For validation, K-cross validation is 

applied to compute the required parameters like accuracy, Sensitivity, Precision, Specificity 

and F_Score. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: Flowchart for working of Feature Extraction and Feature Optimization  

Technique 
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5.4 EXPERIMENT AND RESULT ANALYSIS 

The motive of this chapter is to optimize the features of images using feature optimization 

technique to minimize the searching time and to increase the performance. 

We have used Fuzzy C mean along with markov chain rule to optimize the features and for 

classification, Gradient Boosting classifier is used and most matched images will be retrieved from 

the dataset. 

We evaluated the effectiveness of the categorization model using a number of assessment 

metrics, including: 

1. Accuracy: It is the proportion of precise predictions to all predictions. 

                               Accuracy =(TP + TN)/(TP + FP + TN + FN)                               … (5.13) 

2. Sensitivity: It is the proportion of true positives to all other positives found in the data. 

                         Sensitivity =TP/(TP + FN)                                                             … (5.14) 

3. Precision: The ratio is the total predicted positives divided by the sum of true positive and  

False  positive. 

                               Precision = TP/(TP + FP)                                                               … (5.15) 

4. Specificity: It is ratio of true negatives to total of true negative and false positive. 

                               Specificity= TN/(TN + FP)                                                            … (5.16) 

5. F_Score: It’s the harmonic mean of the precision and recall. 

                                F_Score=2 ∗ (Recall ∗ Precision)/(Recall + Precision)             … (5.17) 
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5.4.1 Experiments 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

GLCM+MC+GT 92.10 92.00 92.90 92.70 

KMean+MC+GT 97.00 96.10 96.10 97.30 

LBP+MC+GT 93.00 92.81 93.87 93.80 

PCA+MC+GT 94.30 94.99 94.78 95.60 

SIFT+MC+GT 94.99 94.37 94.10 96.20 

MCPL-FS 97.10 97.10 97.00 97.90 

 

Table 5.1 Accuracy of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

The above Table 5.1 shows the performance accuracies of different feature extraction techniques with 

feature optimization along with GT Classifier and it is clearly shown that we are getting highest accuracy 

with our proposed Technique i.e. MCPL-FS. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

GLCM+MC+GT 93.10 93.05 92.10 95.94 

KMean+MC+GT 97.10 96.50 96.87 98.51 

LBP+MC+GT 96.20 95.16 94.20 96.57 

PCA+MC+GT 96.50 96.00 96.10 97.57 

SIFT+MC+GT 96.50 96.87 96.87 97.89 

MCPL-FS 98.00 98.10 98.12 98.85 

Table 5.2 Sensitivity of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 
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The above Table 5.2 shows the performance sensitivities of different feature extraction 

techniques with feature optimization along with GT Classifier and it is clearly shown that we are 

getting highest accuracy with our proposed Technique i.e. MCPL-FS. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

GLCM+MC+GT 92.80 93.00 91.00 92.29 

KMean+MC+GT 96.10 95.10 95.10 97.07 

LBP+MC+GT 93.00 92.87 93.87 93.40 

PCA+MC+GT 94.10 93.10 94.78 95.29 

SIFT+MC+GT 94.89 94.54 94.10 95.89 

MCPL-FS 97.10 97.00 96.99 97.71 

 

Table 5.3 Precision of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

The above Table 5.3 shows the performance precisions of different feature extraction 

techniques with feature optimization along with GT Classifier and it is clearly shown that we are 

getting highest accuracy with our proposed Technique i.e. MCPL-FS. 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

GLCM+MC+GT 95.15 95.20 92.05 95.94 

KMean+MC+GT 97.12 97.21 97.58 98.50 

LBP+MC+GT 95.87 94.89 95.16 96.56 

PCA+MC+GT 97.10 95.35 96.82 97.65 

SIFT+MC+GT 96.89 96.32 96.50 97.89 

MCPL-FS 98.11 98.25 97.57 98.83 

Table 5.4 Specificity of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 
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The above Table 5.4 shows the performance specificities of different feature extraction 

techniques with feature optimization along with GT Classifier and it is clearly shown that we are 

getting highest accuracy with our proposed Technique i.e. MCPL-FS. 

 

Features 

Extraction Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

GLCM+MC+GT 93.80 93.10 93.99 93.90 

KMean+MC+GT 96.12 96.58 96.50 97.10 

LBP+MC+GT 94.17 93.00 93.17 94.98 

PCA+MC+GT 95.10 95.12 95.37 96.10 

SIFT+MC+GT 95.54 94.87 94.88 96.05 

MCPL-FS 97.20 98.11 97.30 98.27 

 

Table 5.5 F_Score of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

 

The above Table 5.5 shows the performance F_Scores of different feature extraction 

techniques with feature optimization along with GT Classifier and it is clearly shown that we are 

getting highest accuracy with our proposed Technique i.e. MCPL-FS. 
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Figure 5.3: Accuracy of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

 

 

 

Figure 5.4: Sensitivity of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 
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Figure 5.5: Precision of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

 

Figure 5.6: Specificity of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 
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Figure 5.7: F_Score of different Feature Extraction Techniques with Feature 

Optimization along with GT Classifier 

 

From above given Figure 5.3-Figure 5.7, it is clearly shown that we are getting highest 

performance with the help of MCPL-FS as compare to other Techniques. 

 

Feature 

Extraction 

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

Fuzzy 

CMean+GT 

96.10 96.20 96.90 97.44 

MCPL-FS 97.10 97.10 97.00 97.90 

 

Table 5.6 Accuracy of FC mean and MC Optimization Technique 

 

The above Table 5.6 shows the performance accuracy of feature extraction and optimization 

approach and it is clearly shown in Table that we are getting highest accuracy with the help 

of MCPL-FS as compare to other Techniques. 
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Feature 

Extraction 

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

Fuzzy 

CMean+GT 

97.15 98.00 97.85 98.58 

MCPL-FS 98.00 98.10 98.12 98.85 

 

Table 5.7 Sensitivity of FC mean and MC Optimization Technique 

 

The above Table 5.7 shows the performance Sensitivity of feature extraction and 

optimization approach and it is clearly shown in Table that we are getting highest sensitivity 

with the help of MCPL-FS as compare to other Techniques. 

 

Feature 

Extraction 

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

Fuzzy 

CMean+GT 

96.20 96.50 96.89 97.21 

MCPL-FS 97.10 97.00 96.99 97.71 

 

Table 5.8 Precision of FC mean and MC Optimization Technique 

 

The above Table 5.8 shows the performance Precision of feature extraction and optimization 

approach and it is clearly shown in Table that we are getting highest precision with the help 

of MCPL-FS as compare to other Techniques. 
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Feature 

Extraction 

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

Fuzzy 

CMean+GT 

97.54 98.21 97.51 98.58 

MCPL-FS 98.11 98.25 97.57 98.83 

 

Table 5.9 Specificity of FC mean and MC Optimization Technique 

The above Table 5.9 shows the performance Specificity of feature extraction and 

optimization approach and it is clearly shown in Table that we are getting highest specificity 

with the help of MCPL-FS as compare to other Techniques. 

 

Feature 

Extraction 

Methods 

CIFAR-10 CIFAR-100 WEB CRAWLED 

MISC1 

WEB CRAWLED 

MISC2 

Fuzzy 

CMean+GT 

96.98 97.50 97.20 97.89 

MCPL-FS 97.20 98.11 97.30 98.27 

 

Table 5.10 F_Score of FC mean and MC Optimization Technique 

 

The above Table 5.10 shows the performance F_Score of feature extraction and optimization 

approach and it is clearly shown in Table that we are getting highest F_Score with the help of 

MCPL-FS as compare to other Techniques. 

In Table 5.6-5.10, after extracting the features and optimizing the features and then by 

classifying the features using Gradient Boosting Algorithm, different performance parameters 

have been calculated. It has been observed here that with Fuzzy C mean feature clustering 

technique and markov chain rule feature optimization(MCPL-FS), accuracy achieved for 

CIFAR-10  is 97.10%, for CIFAR-100, it is 97.10%, for Web-Crawled misc1, it is 97.00% 

and for Web-Crawled misc2 it is 97.90%. Sensitivity achieved for CIFAR-10 is 98.00%, for 

CIFAR-100, it is 98.10%, for Web-Crawled misc1, it is 98.12% and for Web-Crawled misc2 

it is 98.85%. Precision achieved for CIFAR-10 is 97.10%, for CIFAR-100, it is 97.00%, for 

Web-Crawled misc1, it is 96.99% and for Web-Crawled misc2 it is 97.71%. Specificity 
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achieved for CIFAR-10 is 98.11%, for CIFAR-100, it is 98.25%, for Web-Crawled misc1, it 

is 97.57% and for Web-Crawled misc2 it is 98.83%. F_Score achieved for CIFAR-10 is 

97.20%, for CIFAR-100, it is 97.30%, for Web-Crawled misc1, it is 98.27% and for Web-

Crawled misc2 it is 97.89%. 

 

Figure 5.8: Accuracy comparison along with Feature Optimization Technique 

 

Figure 5.9: Sensitivity comparison along with Feature Optimization Technique 
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Figure 5.10: Precision comparison along with Feature Optimization Technique 

 

Figure 5.11: Specificity in Percentage for Feature Optimization Technique 

 

 

 

 

 

Figure 5.12: F_Score in Percentage for Feature Optimization Technique 
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In Figure 5.8-5.12, after extracting the features and optimizing the features and then by 

classifying the features using Gradient Boosting Algorithm, different performance parameters have 

been calculated. It has been observed here that with Fuzzy C mean feature clustering technique and 

markov chain rule feature optimization, accuracy achieved for CIFAR-10  is 97.10%, for CIFAR-

100, it is 97.10%, for Web-Crawled misc1, it is 97.00% and for Web-Crawled misc2 it is 97.90%. 

Sensitivity achieved for CIFAR-10 is 98.00%, for CIFAR-100, it is 98.10%, for Web-Crawled 

misc1, it is 98.12% and for Web-Crawled misc2 it is 98.85%. Precision achieved for CIFAR-10 is 

97.10%, for CIFAR-100, it is 97.00%, for Web-Crawled misc1, it is 96.99% and for Web-Crawled 

misc2 it is 97.71%. Specificity achieved for CIFAR-10 is 98.11%, for CIFAR-100, it is 98.25%, 

for Web-Crawled misc1, it is 97.57% and for Web-Crawled misc2 it is 98.83%. F_Score achieved 

for CIFAR-10 is 97.20%, for CIFAR-100, it is 97.30%, for Web-Crawled misc1, it is 98.27% and 

for Web-Crawled misc2 it is 97.89%. From above given results, it is clearly shown that we are 

getting highest performance with the help of FC mean feature extraction algorithm along with 

optimization (MCPL-FS) as compare to without optimization technique.  

 

Comparison with others Work 

 

 

Figure 5.13: Precision comparison of proposed Technique with other Technique 

In Figure 5.13, we have compared our Technique (MCPL-FS) with other’s proposed 

Techniques and on the basis of precision, we are getting better results. 
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5.4.2 Result Analysis  
 

We observe that by use of Fuzzy C mean and Markov chain rule, we are getting better results 

as compare to without feature optimization Technique. Apart from this, we are also getting better 

results than other optimization Techniques. 

Markov Chain algorithms have the ability to explore complex and high-dimensional search 

spaces effectively. They can handle objective functions with multiple local optima or even 

discontinuous surfaces, where traditional optimization algorithms might get stuck in a 

suboptimal solution. It often considered global optimization techniques. By performing 

random walks in the search space, they can sample from the entire space, allowing them to 

converge to global optima with a suitable exploration strategy. 

 

5.5 SUMMARY  

To summarize, we have done comparison of different Feature Optimization methods. Along 

with this, we have used feature extraction techniques with the Markov Chain Rule and Gradient 

Boosting Classifier. We have observed that Feature Optimization Technique has improved the 

results greatly in terms of accuracy, sensitivity, precision, specificity and F_Score, the best results 

were given by the combination of Fuzzy C mean and Markov Chain Rule along with Gradient 

Boosting Algorithm (MCPL-FS).  
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CHAPTER 6 

 

PERFORMANCE OF MATCHING ALGORITHMS 

 

In Chapter 5, once we loaded the dataset, features were extracted using FC mean. After 

feature extraction, Markov Chain Rule was applied to optimize these features. For the 

classification purpose, Gradient Boosting Algorithm was applied. While for validation, K-

cross validation is used to compute performance parameters like accuracy, sensitivity, 

precision, specificity and F_Score. Apart from this, in Chapter 6, different similarity 

matching techniques like Wasserstein Distance, Indexing Distance, Discrete Frechet Distance 

and Bhattacharyya Distance have been applied to get the retrieval time for comparison 

purpose. 

6.1 DIFFERENT SIMILARITY MEASURE ALGORITHMS 

6.1.1 Hausdorff Distance Matching 

To compare the similarities between query image and the images, which are already stored in 

dataset, Hausdarff similarity measure method is used. 

By assessing the percentage of points in one set that are close to points in the other, this 

measurement assesses how similar two point sets are to one another. In order to determine if two 

point sets resemble one another, it is necessary to examine two parameters: the minimum distance 

at which points must be regarded near to one another, and the percentage of points that are (at 

most) this close to points in the other set. There are no paired points in the two sets being 

compared, which distinguishes this distance metric from correspondence-based approaches like 

point matching and binary correlation. 

Pseudocode of Hausdorff Distance Matching 

To get the Hausdorff Distance between P and Q, use the formula hd = HausdorffDist. (P,Q) 

Hausdorff = HausdorffDist (P,Q) 

Hausdorff = HausdorffDist (...,lmf) 



99 
 

HausdorffDist(...,[],'visualize'] is equivalent to [hd D]. 

Calculates the Hausdorff distance, hd, between two sets of points, P and Q. (which could be 

two trajectories). There must be an equal number of columns (dimensions) in the matrices of 

sets P and Q, but not necessarily an equal number of rows (observations). 

The Directional Hausdorff Distance (dhd) is defined as: dhd(P,Q) = max p c P [min q c Q 

[||p-q||]]. 

Dhd identifies the point p from the set P that is the farthest from any other point in Q and 

finds the distance between p and its nearest neighbour in Q. 

The Hausdorff Distance is Max(dhd(P,Q),dhd(Q,P)). 

The matrix D represents the separation between the nth point in P and the mth point in Q. 

(n,m). 

If P and Q are big enough, the matrix of distances between them, D, will be too big to store in 

memory. If creating the D matrix will need more memory than we have allotted, the function 

will verify and use a quicker version of the code instead. In this scenario, the raw matrix D 

will be returned. The method may be forced to disregard the D matrix even for minuscule P 

and Q if the function is run with the optional third lmf variable set to 1. The function will be 

forced to return the D matrix if lmf is set to 0. The code could choose the appropriate mode 

on its own when lmf is set to [). 

6.1.2 Wasserstein Distance 

It is used to measure the distance between two probability distributions. It considers both 

probabilities and also distance between different outcome events. 

Pseudocode of Wasserstein Distance 

The formula wsd = WS DISTANCE yields the 1-Wasserstein distance between the discrete 

probability measures u and v that correspond to the sample vectors u samples and v samples (u 

samples, v samples). 

The formula wsd = WS DISTANCE yields the p-Wasserstein distance between the discrete 

probability measures u and v that correspond to the sample vectors u samples and v samples (u 

samples, v samples, p). P can only be either 1 or 2. 
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6.1.3 Indexing Distance 

It is an Euclidean Distance, which gives the distance between two points. 

 

Pseudocode of Indexing Distance 

It's basically a Euclidean distance. It offers the separation or straight line distance between 

two points. Let's assume that there are two points on a two-dimensional plane, (x1, y1)(x1, y1) and 

(x2, y2)(x2, y2). The formula for Euclidean distance is displayed here. 

d = √[ (x22 – x11)
2

 + (y22 – y11)
2

]         … (6.1) 

6.1.4 Frechet Distance 

To calculate the similarity between two curves, A and B, Frechet Distance is used. It is used 

to define the minimum cord-length to join a point travelling forward along A and a point 

travelling forward along B.Although, rate of travel may not be uniform for either points. 

Pseudocode of Frechet Distance 

Two sets of points, P and Q, combine to form polygonal curves with dimensions arranged in 

columns and vertices arranged in rows (data points). The points of the curve should be in the same 

order as they do in P and Q. 

The coupling measure, commonly known as the discrete Frechet distance, is given back in 

cm. When P = Q, it is 0, and as the curves diverge farther, it rises positively. 

The user can provide a function to be used to determine the separation between points in P 

and Q using the optional dfcn parameter. The L2 norm is applied if none are given. 

The coupling sequence, or collection of steps along each curve that must be taken to achieve 

the least coupling distance, cm, is the secondary output, or cSq. The outcome is shown as a 

matrix, where column 1 has the index for each point in P and column 2 contains the index for 

each point in Q. 

 

6.1.5 Bhattacharyya Distance 

The Bhattacharyya distance calculates how similar two probability distributions are to one another. 

It has a close relationship to the Bhattacharyya coefficient, which assesses how much two 

statistical samples or populations overlap. 
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Pseudocode of Bhattacharyya Distance 

Z = Bhattacharyya The function Distance determines the one-dimensional Bhattacharyya 

distances between two independent subsets of the data set X that are categorised in line with the 

logical labels in I. (X,I). The Bhattacharyya distance is a metric for assessing qualities in terms of 

their ability to discern between two classes of data, such as data from healthy and failing 

equipment. The data in X have a Gaussian distribution, which is the presumption utilised in the 

distance calculation. 

6.2 FLOWCHART OF PROPOSED DIFFERENT MATCHING ALGORITHMS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1 Flowchart for the comparison of different Matching Algorithms 

 

In above Figure 6.1, after extracting and optimizing the features, comparison between 

different similarity measures techniques like Wasserstein distance, indexing distance, discrete 

frechet distance, Bhattacharyya distance and Hausdorff distance has been computed to get the 
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execution time to retrieve the images from the database on the basis of query image to get the 

similar images. 

6.3 EXPERIMENT AND RESULT ANALYSIS 

Different similarity matching techniques like Wasserstein Distance, Indexing Distance, 

Discrete Frechet Distance and Bhattacharyya Distance have been applied to get the retrieval 

time for comparison purpose. 

6.3.1 Experiments 

 

 

Figure 6.2 Retrieved images along with Fuzzy Cmean, MC and GT classifier by using 

Hausdorff Distance matching Algorithm 

Above are the first 10 matched images from the database has been retrieved after the 

optimizing features and by similarity matching by using Hausdarff Distance similarity 

matching. 
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Similarity Measures WITHOUT OPTIMIZATION WITH OPTIMIZATION 

Wasserstein Distance 

 

0.8987 

 

0.7178 

Indexing Distance 

 

0.6766 0.6582 

Discrete Frechet Distance 

 

0.7231 0.6813 

Bhattacharyya Distance 

 

0.6896 0.656 

Hausdorff Distance 

 

0.6763 0.6302 

 

Table 6.1 Execution Time in seconds along with Fuzzy Cmean, MC and GT classifier by 

using different similarity measure Algorithm 

From above Table 6.1, it is clearly shown that our proposed technique along with Hausdorff 

distance take less time to retrieve images as compare to other matching Techniques. 

 

 

Figure 6.3: Execution Time in seconds along with Fuzzy Cmean, MC and GT classifier 

by using different similarity measure Algorithm 

6.3.2 Result Analysis 

On the basis of similarity measures, we have found the execution time with and without 

optimization technique also and we have seen that we are getting less execution time with 

optimization technique and by using Hausdorff Distance matching. 
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Hausdorff distance can provide better results compared to other distance metrics like 

Euclidean distance or Manhattan distance, especially in scenarios where the shape or arrangement 

of points is crucial. Hausdorff distance focuses on the maximum distance, making it less sensitive 

to outliers or noise in the data. It accounts for the overall shape similarity rather than being affected 

by individual data points. 

 

6.4 SUMMARY 

After extracting the features using Fuzzy C Mean and then optimized the features by using 

Markov Chain rule and Classifying the Features using Gradient Boosting Classifier and by 

applying the different similarity matching algorithms, we have founded that our proposed method 

(MCPL-FS) is best and it takes less time for the execution as compare to other similarity matching 

algorithms. 
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CHAPTER 7 

CONCLUSION AND FUTURE SCOPE 

 

This work attempted to process content based image retrieval. This searches the related 

images from the databases on the basis of query image. This research also tried to develop an 

efficient automated system for Content Based Image Retrieval without an expert‘s help or 

any manual intervention. This work focuses more on extraction of features and optimization 

of features, which helps to increase the accuracy of image retrieval and reduces the retrieval 

time. The results were comparatively satisfactory. The results obtained were given below. 

 

7.1 SUMMARY OF RESULTS AND CONCLUSION 

 

Brief summary of chapters is given here, discussing the proposed approaches and the results. 

In Chapter 3, we were able to extract the features using various feature extraction and 

clustering Techniques. From Chapter 4, we were able to investigate the best feature 

extraction Technique and Gradient Boosting Classifier based on the accuracy, sensitivity, 

precision, specificity and F_Score. It has been observed here that with Fuzzy C mean feature 

clustering technique, accuracy achieved is 96.10% using CIFAR-10, 96.20%, using CIFAR-

100, 96.50% using Web-Crawled misc1, 97.44% using Web-Crawled misc2 datasets. 

Sensitivity achieved for CIFAR-10 is 97.15%, for CIFAR-100, sensitivity is 98.00%, for 

Web-Crawled misc1, it is 97.85% and for Web-Crawled misc2, it is 98.58%. Precision 

achieved for CIFAR-10 is 96.20%, for CIFAR-100, it is 96.50%, for Web-Crawled misc1, it 

is 96.89% and for Web-Crawled misc2 it is 97.21%. Specificity achieved for CIFAR-10 is 

97.54%, for CIFAR-100, it is 98.21%, for Web-Crawled misc1, it is 97.51% and for Web-

Crawled misc2 it is 98.58%. F_Score achieved for CIFAR-10 is 96.98%, for CIFAR-100, it is 

97.50%, for Web-Crawled misc1, it is 97.20% and for Web-Crawled misc2 it is 97.89%. 

 

In Chapter 5, with selected feature extraction technique in chapter 4, a markov chain rule was 

applied to optimize the features and to improve the performance. It has been observed here 

that with Fuzzy C mean feature clustering technique and markov chain rule feature 

optimization, accuracy achieved for CIFAR-10  is 97.10%, for CIFAR-100, it is 97.10%, for 

Web-Crawled misc1, it is 97.00% and for Web-Crawled misc2 it is 97.90%. Sensitivity 



106 
 

achieved for CIFAR-10 is 98.00%, for CIFAR-100, it is 98.10%, for Web-Crawled misc1, it 

is 98.12% and for Web-Crawled misc2 it is 98.85%. Precision achieved for CIFAR-10 is 

97.10%, for CIFAR-100, it is 97.00%, for Web-Crawled misc1, it is 96.99% and for Web-

Crawled misc2 it is 97.71%. Specificity achieved for CIFAR-10 is 98.11%, for CIFAR-100, 

it is 98.25%, for Web-Crawled misc1, it is 97.57% and for Web-Crawled misc2 it is 98.83%. 

F_Score achieved for CIFAR-10 is 97.20%, for CIFAR-100, it is 97.30%, for Web-Crawled 

misc1, it is 98.27% and for Web-Crawled misc2 it is 97.89%. From above given results, it is 

clearly shown that we are getting highest performance with the help of FC mean feature 

extraction algorithm along with optimization as compare to without optimization technique.  

We have extended our work further in Chapter 6. The proposed approach (MCPL-FS) was 

applied with different similarity measure algorithms. We have also given the execution time 

with and without using optimization techniques. We can understand that we are getting less 

execution time with optimization technique and Hausdorff Distance matching. 

 

7.2 FUTURE SCOPE 

 This work can be extended with different optimization techniques for the 

improvement. 

 Matching algorithms and indexing algorithms can be the scope of further research. 

 Quick retrieval is always a challenge in the CBIR system as we have different 

types of images and the complex images.  

 Time and Space Complexity can also be analyzed for all the optimization and 

matching algorithms to speed up the CBIR process. 

 Big data concepts may be added in the CBIR research. 
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