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ABSTRACT 

“Pregnancy is the phase of a woman’s life in which she gives birth to new life and that 

new life gives birth to mother”. Pregnancy comes with full of excitement and happiness 

for the lady and the family members. However, with full joy and excitement, pregnancy 

also comes with some health-related issues for the woman and the infant. The major 

issues that arise in a woman’s body include, pre-eclampsia, heart disease, depression, 

gestational diabetes, gestational thyroid, etc. The issues related to infant health include 

thalassemia, chronic liver, kidney disease, and some hereditary issues, etc. If these 

issues can be predicted on time, one can save the woman’s or infant’s life and reduce 

the chances of future health-related issues for both.  

This work presents a novel E-healthcare system for a pregnant woman to 

monitor health-related problems that occur due to hypertension and offers real-time 

suggestions to the pregnant woman for saving her life from any further predicted risk. 

This minimizes the chances of health loose or mortality ratio of mother and infant due 

to the unawareness of the health conditions.   

The presented system monitors the health parameters including heartbeat, blood 

pressure, and ECG level of pregnant women in a real-time environment with biomedical 

sensors. Based on these parameters system predicts the health-related issues such as the 

stage of hypertension or cesarean chances. The system works in different stages to 

perform the task as a whole. At the very first step, when a woman wants to capture the 

health parameters, she needs to wear biomedical sensors attached to the microcontroller 

unit which is responsible to collect data from the sensors and send it to the further 

processing node. The data is captured by the system only after the authentication 

process which helps to offer the security of the system and reduction of data 

overwhelming at the cloud servers. The authentication process is done through facial 

recognition of the pregnant woman by the involvement of fog and cloud nodes. Initially, 

the details about the pregnant woman are stored in the database which further is used 

for comparing the real-time image of the pregnant woman captured through the fog 

node. The task of authentication is performed by a trained deep-learning model written 

in a Python programming tool. 
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In the second step, the processing of health parameters is done which classifies the 

health condition of the pregnant lady into healthy, or non-healthy classes using the 

Bayesian classification technique. Based on the resultant class the recommendation is 

generated using a designed recommendation system created in Django web-based 

application framework. This web application is connected to a cloud server using which 

the family members of the lady and health providers can directly get her health-related 

data remotely. 

At last, the ensembled machine learning-based multi-layered model created in the 

current system predicts the chances of a cesarean based on the collected health 

parameters. The result of the prediction was found highly efficient and accurate when 

tested on the existing dataset and actual patients.  
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 “Pregnancy is a phase in a women’s life where the women give birth to the new 

life, and that new life gives birth to the mother.”  

When a woman is pregnant, she is in a state of ecstasy and anticipation for the 

arrival of a new addition to her family. But, aside from all the joy that comes with 

pregnancy, hormonal changes in women's bodies significantly influence women's daily 

lives.  

It is common for pregnant women to have various health difficulties due to 

hormonal changes [1] which may also affect the health or body of the unborn kid. Every 

day, 830 women die due to pregnancy problems [2]. In addition, Preeclampsia, 

Eclampsia, Gestational diabetes, Premature birth, congenital impairment, such as heart 

problems, miscarriage, and other disorders can be caused by changes in a woman's 

hormones. Furthermore, in today's society, when almost 80% of women work and have 

busy lives, they may be missing out on important preventative measures like getting 

regular exercise, which might raise the chances of illness in their bodies. As a result, 

she needs the gadget to look after her health and her pregnancy period requirements 

every place and every time. Therefore, to protect women against certain health 

problems, it is vital to assess their health status regularly.  

1.1 Pregnancy Healthcare System 

From conception until delivery, the phrase "pregnancy" encompasses the whole span 

of time that occurs. In typical circumstances, it takes around 40 weeks to complete [3]. 

One of the most common risks associated with pregnancy is the risk of miscarriage, 

which makes it difficult to estimate future pregnancy rates and health-related statistics. 

To ensure the health of both the mother and the unborn child, women must take extra 

precautions and adopt a different way of life during pregnancy. Pregnant women need 

Physical Activity(PA), Regular Pregnancy Health Monitoring(RPHM), and 

precautionary action is taken to have a healthy infant. PA reduces the heartbeat of the 

fetus [4]. Comparing pregnant women to non-pregnant women, pregnant women 

engage in PA at the lowest rates (15.8% vs 26.1% )  [5]. According to research, pregnant 

Chapter 1  
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women are more active during the first six months of pregnancy. However, the 

American College of Obstetricians and Gynecologists(ACOG) recommends that 

pregnant women must engage in 150 minutes of moderate-intensity physical exercise 

every week[6].  

The RPHM empowers communities to avoid sickness. Maintaining good health for both 

the mother and her fetus becomes more critical throughout pregnancy[7]. RPHM 

includes monitoring of health vitals like body temperature, pulse rate, respiration rate, 

blood pressure, etc.), and body weight, [8][9] which leads to the risk of gestational 

diabetes, hypertension, and early birth[10]. 

Identification and monitoring of health parameters during pregnancy are most required. 

For monitoring health conditions, the pregnant woman needs to rush to the doctor 

whenever she got some health variations, which might be normal during pregnancy, or 

the woman needs to suffer in case of the doctor’s unavailability during an emergency, 

which can cause treatment delay. The process of RPHM if performed in a real-time 

environment can be proven as a life and time saver during pregnancy. This could help 

health professionals remotely examine their patients and deliver health treatments to 

them. Therefore, real-time health monitoring task automation is highly required by 

patients and recommended by doctors.  

In the last decade, mobile technology has revolutionized the way people engage with 

one another. The healthcare industry has benefited greatly from recent advances in 

mobile technology. With the development and application of mobile health 

technologies, the world is moving toward a future of secure healthcare. Technology-

Enabled Healthcare (TEH) is an umbrella word encompassing telecare, telehealth, 

telemedicine, mobile health, digital health, and e-Health. TEH is the convergence of 

health technology, digital media, and mobile devices. It is increasingly viewed as a 

critical solution component to many of the challenges confronting the health, social 

care, and wellness sectors, particularly facilitating more effective care integration. TEH 

enables the delivery of high-quality healthcare through the use of linked medical 

devices. TEH encompasses both software, such as health apps, and hardware, such as 

mobile diagnostics, remote monitoring devices, or wearables [11]. Monitoring the 

health conditions of the pregnant woman can be performed effectively and efficiently 
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with the utilization of TEH. Pregnancy healthcare is a result of the confluence of many 

TEH domains. Examples of these technologies may be seen in   Figure 1-1. 

 

  Figure 1-1 Technology-Enabled Healthcare domains 

1.1.1 TEH domains' contribution to the Pregnancy healthcare system 

In this section, we have discussed several aspects of Technology Enabled healthcare 

domains mentioned in Figure 1-1 contributing to the real-time pregnancy healthcare 

and health monitoring system.  

1.1.1.1 Pregnancy Health Monitoring with IoT 

The Internet of Things (IoT) is a network of physical objects, home appliances, 

vehicles, and devices, as well as numerous embedded electronics items, actuators, 

sensors, software, hardware, and connections that enables data communication between 

these objects and enables a high degree of integration of the physical world into digital 

systems. It resulted in financial gains, increased productivity, and lessened human effort 

[12]. Health care monitoring, building automation, logistics, linked automobiles, smart 

city development, smart grid, and smart homes are examples of how IoT improves 

people's lives [13]. 

For pregnant women in an emergency circumstance, distance and time are essential 

concerns. There is a lesser number of health facilities including healthcare centers, and 

gynecologists, available in rural areas[14][15]. Several technologies are used by 

researchers to reduce complications during pregnancy and maternal or infant deaths. 

One of these technologies used by health professionals nowadays is the Internet of 

Things to monitor the health conditions of pregnant women remotely. The IoT-based 

smart healthcare system reduces the workload of health professionals and improves 

work efficiency by offering quality treatment remotely[16]. 

IoT can be utilized in several ways before, during, or after pregnancy such as health 

monitoring of the pregnant woman by self-management apps[17], wearable 

sensors[18], childcare devices[19], etc. Some of these may be required to send data 
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manually to the health professionals by the user or some may automate this task. IoT-

based pregnancy healthcare system improves the health condition of the pregnant 

woman even in the case of a doctor’s unavailability by offering some remote 

recommendations.  

1.1.1.2 IoT-based pregnancy healthcare system architecture 

The IoT-based pregnancy healthcare system usually works in different layers as shown 

in  Figure 1-2. The reason for having different layers in such type of system is that every 

layer is responsible to perform a dedicated task which ranges from data collection to 

remote health recommendations. Each layer in the presented architecture performs 

services to the above layer.  

 

Figure 1-2 IoT Layered Architecture 

1.1.1.2.1 Sensory Layer (SL) 

The SL is mainly responsible for capturing physiological parameters and automatic 

identification of the pregnant woman. An electronic signal is generated by sensors 

placed in physical objects that receive a signal from a biological or chemical source and 

then convert it into an electrical output signal. Some of the most common sensor types 

include thermometers for measuring temperature and heat flow; magnetic sensors for 
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measuring the magnetic flux density of a magnetic field; electrical sensors for 

measuring the current and voltage; mechanical sensors for measuring the flow of a 

fluid; optical sensors for measuring the optical properties of light (light intensity, 

polarization, etc.) The data packets from the sensors are sent to the next level [20]. 

1.1.1.2.2 Gateway Layer(GL) 

The GL supports the task of, the transmission of health data packets via routing, and 

communication between smart devices and pregnant women using a wireless medium. 

For preprocessing or analysis, data from sensors is sent through the fog layer or straight 

to the cloud server, via the gateway layer. Sensors and microcontrollers are working 

together to create a smart and intelligent gadget that can collect data from a patient's 

body in real-time. In this layer, microcontrollers like Arduino, Raspberry Pi, Atmega, 

and so on may be found. By integrating sensors and microcontrollers into conventional 

devices, this layer enables the creation of smart ones.  

1.1.1.2.3 Fog Layer(FL) 

It includes the fog nodes (also known as fog servers) or fog nodes located near the smart 

devices and responsible for preprocessing real-time health data. When creating an E-

healthcare system, it is beneficial to include an additional layer of complexity.  The fog 

layer minimizes latency and boosts the processing capability of the e-healthcare system. 

This specific layer is accomplished by authenticating the patient, validating the metrics, 

establishing a baseline, and identifying crucial situations.  Depending on the number of 

nodes in the FL, they may collaborate to accomplish the tasks mentioned above. 

In some cases, fog nodes may gather and analyze data from many patients and send it 

to fog servers. After that, the fog servers are responsible for sending data to cloud 

servers in an emergency or for generating a certain type of warning message. In 

addition, several security methods can be implemented on this layer to safeguard patient 

data.  

1.1.1.2.4 Communication Layer(ComL) 

This technology ensures a secure connection between the middleware and the physical 

layer. A wired or wireless data transmission might be used depending on the 

application's needs. The network layer routes participant to the destination node. Wired 
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communication includes fiber optic & coaxial cable [21] whereas WiFi, infrared, 

UMTS, 4G, Bluetooth, and Zigbee are examples of wireless communication 

technologies.  

1.1.1.2.5 Cloud Layer(CL) 

The data is accessed by health professionals and pregnant women, from any place via 

cloud devices. This layer has several advantages, including the ability to communicate 

between physicians or patients and access data from any place and any device. Cloud 

servers used in E-Healthcare systems aid in the extraction of meaningful data from a 

patient's healthcare records. This layer enables doctors to conduct a more in-depth 

analysis of a patient's condition. Furthermore, the cloud server provides quick and on-

demand access to data from any place or device. This layer is sometimes used for 

intelligent decision-making following a deeper analysis of the data.  At this layer, 

numerous cognitive algorithms may be deployed to provide suggestions in real time. 

These algorithms behave and make judgments in the same way that humans do by 

adapting to their surroundings.  

It responds to user requests via the linked devices and offers the services accordingly. 

The Cloud layer sends the request to the service layer to deliver the response to the 

user/ Constrained Application Protocol (CoAP) is a common IoT application protocol 

that minimizes transmission bandwidth and processing time [22]. 

1.1.2 Fog Computing 

According to CISCO [23], the term "Fog Computing" describes how cloud computing 

is being extended to suit the needs of cutting-edge technologies like 5G, the Internet of 

Things (IoT), artificial intelligence (AI), and more.  Fog Computing (FC) provides 

IoTError! Reference source not found. users with data processing and storage 

services. When using FC, data is stored on Fog Node locally rather than increasing the 

cloud's load by transmitting data to Fog Node for storage.  Improved cloud performance 

and efficiency are achieved via FC in this manner. As a result, FC reduces its time to 

process, transport, and analyze data to and from the cloud. The pregnancy healthcare 

system monitors the sensitive health parameters of the pregnant woman. The result 

needs to generate within a fraction of a second in some emergency conditions, which is 

not possible with the cloud environment directly. The fog nodes ensure the processing 
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of data in the absence of an internet facility or response latency by the cloud server due 

to heavy severe load or during server downtime. FC when implemented in pregnancy 

healthcare systems, offers quick results which result save the life of a woman[24]. The 

typical FC architecture implementation is shown in Figure 1-3. 

 

Figure 1-3 Fog Computing 

There are fog nodes spread across the network. Targeted regions such as vehicles or 

homes are equipped with Fog nodes from the controller switch. Nodes are used to 

examine the data supplied by IoT sensors. Here at the Fog-node, the data is analyzed 

without sending it back to the cloud, hence minimizing latency and overcrowding of 

jobs for the cloud.    

1.1.3 Cloud Computing 

The term "Cloud Computing" (CC) is becoming increasingly popular in cyberspace. It 

is steadily increasing in popularity because of its extensive and well-executed offerings. 

CC refers to programs and services that run on dispersed networks employing 

virtualized resources and may be accessible using common internet protocols and 

networking standards. Over the past several years, cloud computing has proven as a 

useful tool for the healthcare system. Implementation of CC makes the effective 

utilization of smart healthcare systems. CC may offer to process patient data in bulk, 
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which needs several computing resources as well as manpower(eg. Detection of a 

specific disease by comparing different MRIs or X-Rays), sending health information 

about the patient remotely, etc. Cloud computing can also be used to implement a smart 

ambulatory system that will send the health conditions of the pregnant woman, on the 

go so that hospital can start preparation of the treatment before the arrival of the 

patient[25]. 

1.2 Motivation 

The everyday population is increasing rapidly and traditional healthcare does not fulfill 

the needs of individuals. There are still many regions of the country in which the 

population is not able to get medical services at low cost and near to them. People who 

live in rural areas need to move to urban areas for their treatment. The availability of a 

smart healthcare system allows people to get information about their health at their 

place. Furthermore, people can be connected with doctors remotely which can save 

their time or even resources such as time and money. E-Healthcare or smart healthcare 

offers efficient ways to manage emergencies remotely and improve user experience and 

health quality. Smart healthcare is possible through the utilization of IoT resources. IoT 

technology offers health monitoring at the patient’s doorstep and transfers health data 

to health professionals and caregivers at a reduced cost in a quicker way[26].  

The current pregnancy healthcare system is based on the manual recording of health 

parameters which may lead to errors while data entry that does not provide accurate 

predictions in most cases. Also, the present systems are not able to capture real-time 

healthcare data remotely without doctors' or healthcare professionals’ intervention. 

Moreover, present systems do not implement fog computing aspects which are not 

capable to recommend any suggestion to pregnant women in the absence of network 

connectivity. Facial authentication is not implemented in present systems rather than 

passwords are implemented in a few which offer a low level of security also there is the 

bombardment of the data as the cloud server of the non-pregnant women.   

The advantages of the Internet of Things and gaps found in the existing healthcare 

system become the motivation to create a pregnancy healthcare system that monitors 

the health parameters of pregnant women in a real-time environment and provides a 
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connection between the patient and health providers or caregivers remotely. In addition, 

the recognition of patients is the second aspect of the pregnancy healthcare system to 

resolve the issue of dummy data collection at the cloud server end.  

1.3 Problem Formulation 

The proposed system is a method of providing healthcare to pregnant women. The 

objective is to design a system that protects the mother's health since "a healthy mother 

gives birth to a healthy baby." The proposed technology constantly analyses the 

mother's health and advises her to take preventative measures at every opportunity. The 

mother's relatives can also access her health records using this method. As a result, the 

suggested system reminds women to carry out their regular activities, including 

reminders to take medicine as per their prescription, set appointments with their doctor, 

and monitor their body changes.  As a result, it helps the doctor to better understand the 

patient's health through her daily routine. Pregnant women with high-risk pregnancies 

find it to be a blessing.  

E-Healthcare Kit, Fog Node, and E-Healthcare Interface are three technologies 

included in the proposed healthcare system.  

a. E-Healthcare Kit 

E-Healthcare Kit is based on IoT architecture, designed to monitor the health conditions 

of a pregnant woman in a real-time environment. The kit is made up of a sensor that a 

woman needs to wear for health monitoring. The sensors are connected to the 

microcontroller which is responsible for segregating the collected health information in 

health parameter packets. The E-healthcare Kit have embedded with several biomedical 

sensors such as blood pressure, Pulse Rate, heartbeat, body temperature, and ECG. The 

E-Healthcare kit sends the data to the fog node for further processing.  The E-Healthcare 

kit mainly includes the components like sensors, microcontrollers, communication 

mediums like Bluetooth, and the nRF module. Sensors get power from the battery 

connected to them and collect health data which is further sent to the microcontroller. 

The microcontroller receives the data of all sensors collaboratively which further is 

divided into labeled data packets. These data packets are sent to the fog node via the 
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communication medium nRF module. nRF module is best suited for data transmission 

wirelessly with a 2.4GHz speed.  

b. Fog Node 

The fog node is responsible to check the security concerns and health data classification 

based on the collected health parameters. It is responsible for authenticating the 

pregnant women so that the dummy data will not be bombarded onto the cloud servers. 

The fog node is placed near the healthcare kit to perform its task. The fog node is 

prepared from the RaspberryPi system with the PICamera attached to it. The real-time 

image of the pregnant woman is captured by the fog node for user authentication. If the 

user of the system passes the authentication the fog node analyzes the health packets 

received from the E-Healthcare kit. The analysis is performed to find the health 

condition class i.e. normal or critical. The outcome of the processing is further sent to 

the cloud server from where the doctors and caregivers can get the pregnant women's 

health condition. Furthermore, based on the outcome the fog node generates health 

recommendations for the pregnant woman to improve her health conditions.  

c. E-Healthcare Interface   

The intelligent E-Healthcare interface is designed for the user to interact with the 

system. The interface allows the patient to get connected with the doctors directly and 

retrieve health information efficiently. The E-Healthcare system is prepared in the form 

of a web application designed in HTML, CSS, and BootStrap and developed in Django 

and backend as Python technologies. The web application has a great user interface and 

allows user to get their health information with a single click. The healthcare kit allows 

health professionals to maintain the health records of all patients within a single 

database. Health professionals can get the latest information and history about the 

patient easily.  The E-Healthcare web application has its database created in MySQL 

for storing historical information and is also connected to a cloud server to get the latest 

information about the patient. The web application also generates recommendations 

based on the health outcome which improves the quality of health. 
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So, the system provides a complete solution for a pregnant woman to monitor 

changes in her body and her health condition variations.  

1.4 Objectives 

 To design an E-Healthcare kit considering physiological symptoms of pregnant 

women. 

 To develop intelligent algorithms to process and analyze the real-time data 

captured through the E-Healthcare kit. 

 To design and develop a recommendation system for pregnant women and 

physicians. 

 To test and validate the developed system. 

1.5 Research Significance 

Every day, around 295000 die during pregnancy or childbirth. It has been observed that 

94% of this death occurred in rural areas due to less resource availability and 

preventable measures [27]. The major reason for maternal death is the inequalities 

between poor and rich people in getting healthcare recourses. As per the statistics, it 

was found that 463/100000 deaths occur in low-income countries while 11/100000 in 

high-income countries[27].  

Several women in rural areas are not able to get proper treatment or care during 

pregnancy due to several reasons unavailability of the resources in rural areas, less 

income, lack of pregnancy knowledge, poor quality of the services available, or cultural 

practices and beliefs.  

The reason behind maternal death is a complication during pregnancy or childbirth. The 

majority of these complications are curable or preventable. The issues such as high 

blood pressure, low heart rate, and panic attacks are usually found in every pregnant 

woman and are the major reason for death deficiencies. Every woman required extra 

care during pregnancy or after childbirth to save herself from maternal issues. 

Hypertension (high blood pressure) is the major concern during pregnancy due to which 

several other issues can arise. So it is required to monitor the blood pressure level of 

the pregnant woman regularly for safe pregnancy and childbirth.  
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The proposed system adheres to the major concerns during pregnancy and makes 

several facilities available on the women’s doorstep. 

1.6 Outcomes of Research Findings 

The proposed research aims to offer health services to pregnant women. The proposed 

system is based on several research outcomes such as: 

 Understand the health complications occurred during pregnancy 

 Classify the health conditions of the pregnant woman as normal or critical 

 Analyze the chances of health deficiencies during pregnancy and childbirth. 

 Create a pregnancy healthcare system to monitor the health conditions of the 

pregnant woman.  

 Develop a recommendation system to generate alert messages and suggestions 

based on real-time health conditions.  

1.7 Thesis Contribution 

The proposed pregnancy healthcare system aims to offer health monitoring facilities at 

the patient’s doorstep by performing several actions through different layers and 

recommendation generation. The machine learning-based model is used to identify the 

health parameter classes and recommends suggestions in a real-time environment. The 

primary goal of the study is to offer healthcare services to every pregnant woman and 

to reduce the maternal death ratio or maternal complications during pregnancy and 

childbirth. The system helps in monitoring the health conditions of a pregnant woman 

and creates real-time doctor-patient interaction for health improvement. The system 

also offers necessary health information about the pregnant woman to the caregivers 

for assurance of the proper health of the mother and infant. The current investigation 

aims to answer the stated research concerns. The following is an example of the thesis 

contribution:  

 Established a user and eco-friendly healthcare environment by proposing 

machine learning and IoT-based pregnancy healthcare system. 

 Identify the role of machine learning to classify the health conditions of 

pregnant women. 
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 Analyze the health conditions for providing real-time recommendations to the 

pregnant woman and caregiver. 

 Create a smart healthcare system by which patients and doctors can interact 

remotely to offer on-time and better health services.  

1.7.1 Presumptions 

The proposed system is based on the following presumptions 

 The proposed system is capable to identify the health parameters of the pregnant 

woman only 

 Network connectivity at the patient and doctor’s end. 

1.8 Thesis Organization 

The presented thesis is organized into seven chapters. Chapter 2 focuses on the review 

of related studies in IoT and pregnancy healthcare systems. Chapter 3 describes the E-

healthcare kit's implementation and the sensor information. In chapter 4, the algorithm 

is presented, which predicts the outcome of the pregnancy and results from the chances 

of a cesarean as per the collected health parameters. In chapter 5, the recommendation 

system is discussed, and in chapter 6, the proposed system is tested and validated based 

on a comparison made between popular classification algorithms. Finally, chapter 7 

discusses the conclusion and future aspects of the proposed system. 
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This chapter contains a comprehensive literature analysis of the healthcare system for 

pregnant women. This chapter covers all of the pre-processing, feature extraction, and 

classification approaches referenced in the literature. Additionally, this chapter 

provides a comprehensive evaluation of the datasets available for the Facial Emotion 

Recognition System. 

2.1 Internet of Things (IoT) 

The Internet of Things (IoT) is the current research topic in wireless 

telecommunications, and it's rising in popularity.  

The fundamental premise of IoT is the pervasive presence of a variety of things or 

objects – such as sensors, Radio-Frequency Identification (RFID) tags mobile devices, 

and actuators – that are capable of interacting with one another and cooperating with 

their neighbors to accomplish common goals through the use of unique addressing 

schemes [28]. The utilization of IoT regularly creates a significant impact on 

individuals, which in turn increases their potential. When it comes to everyday life, IoT 

affects business organizations or domestic areas to a large extent. Domestics, E-health, 

assisted living, and enhanced learning are only a few application scenarios in which the 

new paradigm will play a significant role in the future. According to US National 

Intelligence Council, IoT is listed as one of the six “Disruptive Civil Technologies” 

which have a high impact on US national power [29].  

The main threat associated with the utilization of IoT devices is also emphasized. 

Several objects used in daily life may store information further connected to the 

Internet, resulting in a high-security risk to the stored data. Before the Internet of Things 

(IoT) concept is broadly accepted and utilized, several challenging concerns need to be 

resolved. There are several critical concerns to address to make the interoperability of 

networked devices as well as to improve the capacity of these devices to adapt to the 

environment autonomously by ensuring privacy, trust, and security concerns as IoT has 

several issues related to the networking aspects. As a result, the connected Internet of 

Chapter 2  

REVIEW OF LITERATURE 
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Things devices will have poor computational and energy capacity. As a result, IoT 

solutions must pay particular attention to resource efficiency in addition to the apparent 

scaling issues. Numerous research bodies and industries work together to fulfill the 

technological requirements demanded by IoT networks. 

2.1.1 Internet of Things Related Technologies 

There are several definitions of IoT that state the importance of IoT within the research 

community. These definitions originate after several discussions on IoT-related issues 

or technological interests. During the literature review, the researcher might face some 

difficulties in understanding the actual concept of IoT and its real implication for 

economic, social, and technical development. The term IoT is coined from two terms. 

First, it refers to the networked architecture, and second, it focuses on the integration 

of objects with the utilization of the network. "Internet" and "Things" combined take a 

meaning that brings disruptive innovation into the ICT world today.   Internet of Things, 

in reality, implies "a worldwide network of networked items uniquely accessible, based 

on standard communication protocols" [30]. The IoT was first prescribed from the term 

“things-oriented”, in which the smaller object Radio-Frequency Identification (RFID) 

tags were taken into consideration. Then, the phrase "Internet of Things" was coined 

by The Auto-ID Labs[31], a global network of university research laboratories 

specializing in networked RFID and new sensing technologies. Since its inception, 

these organizations have been tasked with designing the Internet of Things with 

EPCglobal [32]. In a larger sense, IoT is not merely a worldwide EPC system in which 

only RFIDs are used. The same holds for the uID architecture, which uses a 

unique/universal/ubiquitous identifier (UID)[33]. The primary goal of such systems is 

to build IoT-based solutions constantly for global IoT object visibility. Using RFID-

centric solutions initially might be beneficial because the IoT will undoubtedly solve 

the major aspects emphasized by RFID technology, namely item addressability, and 

traceability. IoT ideas, however, acknowledge that the word IoT connotes a far broader 

vision than the concept of merely identifying items. Although RFID is no longer at the 

forefront of this vision, it nevertheless plays a significant role. This is a result of RFID's 

maturity, cheap cost, and strong backing from the corporate community. They argue 

that a wide range of devices, networks, and service technologies will eventually come 
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together to form the Internet of Things (IoT). "The atomic components that will link 

the actual world with the digital world" is how NFC Wireless Sensor and Actuator 

Networks (WSAN) and RFID are described. WISP (Wireless Identification and 

Sensing Platforms), a large effort aimed at establishing applicable platforms, is another 

example of this trend. Due to such kind of efforts, RFID is being matured and has strong 

support and low cost in business organizations. As a result interconnection of huge 

devices, service technologies and networks collaboratively made IoT-based networks. 

Gluhak and Presser [34] state the term “Things Oriented” which specifies the IoT 

beyond RFID. The United Nations made a similar prediction about the Internet of 

Things (IoT) during a conference in Tunis in 2005. According to a UN report, humans 

may become a minority in terms of traffic generation and reception, and the changes 

caused by the Internet would be dwarfed by those spurred by common items' 

networking [35].  

Similarly, Internet Ø [36] reduces the complexity of the IP stack by designing a protocol 

that routes “IP over anything”[37][38][39][40]. Semantic technology might be critical 

in this situation. Modeling solutions for IoT objects, reasoning with IoT data-produced 

data, semantic execution environments and architectures accommodating IoT needs, 

and scalable storage and communication infrastructure may all be used [37]. 

Furthermore, IoT is also termed the “Web of Things” [41], in which the web standards 

are re-utilized to connect objects. 

2.1.2 IoT Enabled Technologies 

Several real-world technologies, when integrated, make the actual IoT concept. Next, 

this section describes the most relevant applications or technologies related to the IoT. 

Finally, the section describes the scenario where IoT can be proven helpful in solving 

problems.   

2.1.2.1 The technology of sensing, identification, or communication  

The goal of communication technology advancements has always been to make it 

possible to communicate at any time, from any location, using any media. Radios and 

people are now reaching the 1:1 ratio in this setting, and wireless technologies have 

played a significant role [42]. This ratio might rise by orders of magnitude if radios are 

made lighter, smaller, and consume less energy at a lesser cost. Adding "anything" to 
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the above vision will allow us to include radios in nearly every device, which will lead 

to the Internet of Things (IoT). In this scenario, one or more readers and several RFID 

tags will be essential parts of the Internet of Things (IoT) [43]. The RFID tags include 

a unique identifier that can be applied to any object, including humans or animals. A 

signal generated by the reader initiates the transmission of tags, which acts as a search 

for nearby tags and a request to get their IDs. RFID uses this method to identify real-

time objects without direct line-of-sight to map real-world objects to virtual objects. 

Therefore, RFID is used across several application areas, including healthcare and 

security. RFID is a single small microchip with 0.4 mm dimensions with zero energy 

consumption(used to transmit tag ID based on a request from reader signal) that is 

connected to the antenna and combined as a package similar to an adhesive sticker [44]. 

The transmission frequency of RFID is 124kHz to 135kHHz(low frequency) and 

860MHz to 960MHx(ultra-high frequency). 

An essential part of the Internet of Things (IoT) will be sensors. They can work 

with RFID systems to better monitor the state of goods, such as their temperature, 

location, motions, etc. Sensors can act as a bridge between the real world and the digital 

world, which may help people be more aware of their surrounding environment.  

Intelligent transportation, Environmental monitoring, military use, e-health,   

and industrial plant surveillance are just some of the applications of sensor networks. 

A sensor network contains several sensing nodes that communicate wirelessly over 

many hops. Sinks are special nodes that receive information from sensors and report it 

to a small number of nodes. As a result, the scientific literature on sensor networks has 

grown significantly, covering various issues at every tier in the protocol stack [45].  

Several WSNs based on IEEE 802.15.14 standards specify MAC or physical address 

for low bit-rate and power [46]. Incorporating sensing technologies into passive RFID 

tags would open up a wide range of new IoT applications, particularly in the E-

healthcare sector [47]. There have been several recent proposals for this approach. 

These technologies will enable the creation of RFID sensor networks [46]. 

2.1.2.2 Middleware 

Middleware refers to the software layer between the hardware and application layers. 

It offers the abstraction level to the programmers from the development issues of the 
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specified application of IoT infrastructure. Middleware makes it easier to build new 

services and incorporate legacy technology into new ones, due to which has grown 

increasingly in recent years. As a result, programmers do not require to know the 

technology implementation at the lower layers. Many IoT middleware systems 

introduced in recent years use the Service-Oriented Architecture (SOA) methodology. 

In addition, a horizontal perspective of an enterprise system may be gained by using 

common interfaces and standard protocols. Several advantages to employing an SOA 

method include reusing hardware and software [48]. According to most research, 

middleware solutions for the Internet of Things tend to favor SOA approaches.   

2.1.3 IoT Enabled Applications 

IoT has been utilized in almost all aspects of life, including homes, cities, organizations, 

educational institutions, agriculture, the environment, the healthcare industry, etc. 

[49][50][51]. IoT has several capabilities for the production and consumption of data, 

offers online services, and improves different activities related to the real-time 

environment[52]. As per the increase in human desires, IoT applications are also 

increasing rapidly, which automate the management and monitoring of several human 

activities[53][54]. Moreover, IoT applications, when integrated with cloud services, 

offer better services to their users independent of their location[55][56]. IoT creates 

applications for smart devices which can be utilized in the real-time environment in 

several fields. Moreover, IoT offers the best facilities for management, monitoring, and 

decision-making activities[57]. The majority of these IoT applications shared a similar 

objective to increase the quality of an individual’s life[58][59]. Several studies have 

been made that discuss several IoT applications[60]. 

 

Figure 2-1Applications of the Internet of Things 
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As shown in Figure 2-1, the different application areas of IoT include the environment, 

smart city, business organization, infrastructural communities, and healthcare industry 

[61],[62],[63].  

2.1.3.1 Environmental Applications 

There have been many studies conducted that demonstrate the utilization of IoT in the 

environment. Li et al.[64] created a henhouses environmental monitoring system to 

capture parameters including humidity, ammonia(NH3), carbon dioxide, and 

atmospheric temperature. According to the authors, earlier research focused on creating 

systems without regard for data transmission dependability. Accordingly, the authors 

proposed a transport protocol that utilized a loss recovery method to solve the data 

transmission dependability issue. Additionally, to increase the system's integrity or get 

an estimation of data rate, auto filtering of replicated data and filling of lost data 

methods were used. Furthermore, the proposed system also had a web-based remote 

monitoring system that allows the user to access information and manage the henhouse 

environment remotely via smart devices. As a result, this project has expanded to 

include new research enhancing data collecting precision and dependability while also 

cutting down on small maintenance expenditures. However, no consideration was given 

to energy use in this investigation.  

In [65], an IoT-based ecological management system was presented. The primary goal 

was to identify the wild vegetation community as the primary objective, focusing on 

climate change. The research work is based on the WSN, which consumes significantly 

lesser energy. The soil temperature and humidity, carbon dioxide and tilt, growth 

conditions, and illumination of the habitat environment, indicated by the tree's diameter 

and the movement of its sap, are all monitored when it comes to controlling a natural 

vegetation environment. The authors proposed a model to build and examine a test bed 

utilized for rough trees to evaluate the recommended system. Unfortunately, no 

outcomes demonstrate the efficacy and implementation of the proposed strategy.  

Nordin et al. [66], at Lake Chini(Malaysia), investigated the revival of a rural 

hydrological control system. As a result of this investigation, the authors have insight 

into the reliability and performance limitations of the sensor network with low data 

capacity, particularly in rural areas where LoRa and 2G networks are deployed.   Yen 
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et al. [67] developed a low-cost smart home solution for pet owners or people with the 

issue of hearing or visual incapacities. The proposed smart house employs a variety of 

sensors to assure a real-time response to human needs in four primary areas, including 

clothing,  transport, shelter, and food. Additionally, a web server is used to store the 

acquired data and give statistics and data analysis support. It was designed explicitly 

for humidity and temperature control, health, security, and safety control for pets, the 

handicapped, and the elderly control features. The experiments were successful, and as 

a consequence, devices for remote control through the Internet may be easily connected 

and inexpensive. Using the term "smart city," Sukmaninsigh et al. [68] classify 

information and technology relevant to natural catastrophe monitoring and 

management. It proposes a prototype for monitoring smart disasters utilizing ICT and 

the Smart City domain to minimize natural disasters' significant impact on 

sustainability and mitigate environmental consequences. Ahamad et al. [69]  used IoT 

to study the ozone surface in three Malaysian locales to explore ozone movement. The 

acquired data was processed to show the variations in closer stations.   IoT is a practical 

and feasible approach used to determine meteorological and foundations situations 

sensitivity. Recent research proposed by Suparta et al. [70], consider the greenhouse 

gas monitoring system to control the emission of gaseous substances using Netduino 3 

WiFi-connected microcontroller.   In addition to temperature, humidity, and pressure, 

the developed system could also gather surface meteorological data. The authors say 

that their technology works well in remote areas and has been successfully tested in the 

lab.  

2.1.3.2 Commercial Applications 

The number of IoT business applications has grown significantly in recent years. Alodib 

[71] utilizes a prototype-driven approach to develop a real-time control mechanism for 

the QoS-aware facility structure. The author raised the issue of SLA violations as a 

serious concern. It is vital to examine the Discrete Event System (DES) to see if the 

proposed technique can be integrated with the Petri net model. To ensure the quality of 

service (QoS), a cost-effective implementation study was constructed, although 

scalability was not included in the research.  
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Researchers Han and Crespi [72] designed a system for maintenance supply 

semantically for smart devices. The primary goals were to deliver smart device services 

based on the web through various standard application programming interfaces (API) 

which have some limitations, such as assets memory or computing resources, energy-

efficient microcontrollers, and low-speed transmission channels. In various scenarios, 

Contiki Cooja used samples and web-based capabilities to test the system (simulator).  

Improvements in IoT applications on the web have increased their dependability, 

security, and scalability for service delivery. 

According to Huo et al. [73], facility composition should be based on a multi-purpose 

prototype for cost-efficient optimization. The QoS aspects' reaction time, data rate, 

accessibility, and reputation were evaluated. It was decided to use the Artificial Bee 

Colony (ABC) algorithm to grow the specified quality of service (QoS) factors and save 

expenses. Two datasets were used to test the model's performance. A comparison was 

made between the new model's outcomes and those from prior iterations to see which 

was the most effective. However, the settings were not considered, such as cloud 

computing with its rapid data flow that generates extra critical demands.   

For a dynamic approach to facility selection, Huo and Wang[74] developed a new ABC 

algorithm. An advantage of this method over others, such as a genetic algorithm, is that 

it has a more predictable reaction time and higher precision in chaotic solution spaces. 

The MATLAB software's results reveal a short response time and fewer repetitions of 

average convergence. Unfortunately, this approach hasn't studied the effects of 

sequential task node optimization.  

Temglit et al. [75] propose a web service collection be structured using a multiagent 

QoS aware technique. It was suggested for optimization of service management design 

and context awareness. Using the SAW approach, researchers examined how existing 

QoS-aware services are organized and how they are collected. It was based on using a 

flowchart to demonstrate faster response time and integrate the new service with 

existing methods.  

Cuomo et al. [76], [77]devised a new technique to extract data from different databases, 

followed by research, verification, and reporting for financial systems. Finally, 
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according to the model, the interest rate may be calculated by looking at the data 

obtained. Through the recommended parallel technique, this strategy aids in reducing 

the complexity period for the project.  

2.1.3.3 Industrial Applications 

Additionally, IoT technology has a significant role in the industrial sector[78]. Several 

studies were conducted to identify the contribution of IoT to industry.   Li et al. [79] 

developed a  planning technique to improve QoS choice-making procedure top-down 

using the Markov decision algorithm. With MATLAB software, the authors created a 

scenario model and tested their proposed solution to the problem. End-to-end latency, 

Response time, bandwidth, and accessibility all were considered during the evaluation. 

The proposed resource planning strategy was examined, and the overall network 

latency was reduced.  

Venticinque & Amato [80] describes the implementation issues of fog services.  For 

example, the smart energy domain is a good example of an IoT application that might 

benefit from computing resources. This research project provides independent 

knowledge of energy profiles and an improved program plan via the use of multiple 

computing resources, which is the primary goal[81] [82] [83].  

For industrial applications, Daell et al. [84] proposed an IoT-based Healthcare 

management system. Prognostics and systems health management (PHM) is defined in 

terms of the following four key components: sensing, diagnosis, prognosis, and 

management. There is a strong likelihood that the use of PHM will have a substantial 

impact on the development and forecast of new business possibilities.  

Industrial IoT (IIoT) was mentioned by Michele et al. [85], who focused on Low-Power 

Wide-Area Networks (LPWANs).  Creating a realistic LoRaWAN simulation model 

aimed to test various network configurations often used in industrial monitoring 

applications for their effectiveness. For example, IEEE 802.15.4 has also been 

compared and found to be a promising WPAN architecture.  
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2.1.3.4 Health-care applications  

Sharma et al. [86] focused on implementing IoT in medical applications. The authors 

discussed that IoT in healthcare improves the system's efficiency and working and the 

network involved in traveling data between sensors and the cloud. 

Kim and Kim [87] presented a complete guide for healthcare service providers based 

on the user’s point of view. According to this research, several key characteristics of 

the services supplied have an even greater influence on consumers' willingness to 

confirm their usage. In addition, trust and risk sensitivity were analyzed to determine 

whether or not the services were suitable. By concentrating on lifestyle illness, this 

study found that consumers in South Korea choose trustworthy and safe healthcare 

services. For IoT healthcare service providers, this study provides straightforward and 

novel guidance to help them increase the dependability of their services. However, this 

study has a flaw in that the results are drawn from a fictional service description rather 

than a commercial service used by a healthcare customer. Warsuzarina et.al. [88], 

proposed a model that will capture the heartbeat of the person and send the data to 

doctors or the patient’s near dears via SMS. They use a PIC circuit connected to the 

device that measures the heartbeat and this device in turn connected to the Modem and 

sends SMS. This system senses the heartbeat by placing a figure between LDR and 

Super-Bright LED at the sensor circuit. Mamidi et al. [89], proposed a model that 

detects heart attacks and monitors heart rate. They proposed a model based on IoT for 

heart attack detection in old age people and notify the heat anomaly of the person to the 

family by an alert SMS. They filter the collected data from pulse rate by techniques of 

big data analytics. 

Fafoutis et al. [90] presented a monitoring system capable to prevent & detect chronic 

diseases such as obesity, diabetes, and depression in today's home environment. The 

issue of energy limits is discussed in this article due to the associated expenses of 

recharging or replacing the batteries in wearable devices. Therefore, only battery-

powered methods are considered in this study.  

Hassan et al. [91], created an ECG monitoring system that captures the ECG signals of 

heart patients at their homes. The designed model allows doctors to remotely monitor 

the patient's health conditions through the IoT Blynk application. The proposed system 
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allows remote patient monitoring by using IoT sensors attached to a microcontroller to 

capture data. The data transmission is performed using a WiFi module through the 

Blynk application. 

Jimenez and Torres [92] created a low-cost prototype for a healthcare monitoring 

system based on IoT whose term of use might be prolonged. Furthermore, it adds 

humidity and temperature to get the impact of environmental conditions on the health 

of the patient. 

Ding et al. [93] developed an IoT-based system for remote health monitoring via mobile 

devices. The proposed system captures the physiological characteristics and human 

interaction model through intelligent nodes. It enables effective emergency alert 

systems by recording vital information in the hospital’s data center. The work's flaw is 

that it was completed without regard for expense.  

Savola et al. [94] proposed an adaptive approach for managing security metrics. The 

security intents of E-health IoT applications are evaluated, with a special emphasis on 

the health of seniors and the treatment of chronic diseases. Additionally, this article 

discusses the security requirements and implementing adequate security controls in the 

face of evolving security risks in such systems. The adaptive security management 

system described here considers a variety of including security accuracy, efficiency, 

security parameters effectiveness, secrecy,  and privacy level.  

According to Baloch et al. [95], IoT healthcare applications can benefit from layered 

context-aware data combining. The suggested method consists of obtaining context, 

constructing conditions, and implying.  This article covers these networks and how they 

function. "Data fusion" is a strategy for merging datasets from numerous heterogeneous 

sources since the data is obtained from multiple sources. In this research, an innovative 

technique of displaying the collected data is given to aid in making timely judgments.  

 Damis et al. [96] conducted an experimental investigation to detect the healthcare 

parameters of IoT applications. The purpose of this study is to demonstrate and assess 

Error-Vector Magnitude (EVM) exams and the BER factor[97]. The results 

demonstrate a correct relationship between the radiation forms and the refection 

factor[98].  
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According to Selveraj et al.  [99], IoT deployment in the healthcare industry has been 

considered. The authors said that accuracy and power consumption are the most 

important factors determining the IoT implementation's performance. The writers 

examined the pros and drawbacks of IoT applications in healthcare.  

According to Paul et al. [100] [101], incorporating IoMT into the healthcare sector will 

improve the healthcare system's efficiency, dependability, accuracy, and efficacy. The 

authors use cyber security to deploy IoMT in healthcare.  

2.2 IoT Integration with Fog and Cloud Computing 

The Internet of Things (IoT) is made up of various devices connected via a variety of 

networks. Every day, more and more things are becoming part of the IoT. This rapidly 

expanding network connects various hardware, software, sensors, and other physical 

items. As a result, IoT has grown in popularity across many people and businesses. IoT 

is a ubiquitous technology that provides several solutions to various application areas. 

As reviewed in the previous section, IoT systems prove to be useful in numerous fields, 

including smart cities, smart industries, healthcare, etc. Data from IoT devices may be 

mined and analyzed for trends, predictive analysis, or optimization to make better 

decisions at the right moment. Two types of data may be found in these situations[102]:  

 Little Data:  The term "Little Data" or "Big Stream" refers to the transitory data 

that is continually collected by Internet of Things (IoT) smart devices.  

 Big Data: Big Data is a term that refers to durable data and knowledge that are 

kept and archived in a centralized cloud storage environment. For efficient real-

time analytics and decision-making in IoT contexts, including smart cities and 

infrastructures, both Big Stream and Big Data are required[103].  

The Internet of Things can allow real-time cities [104] to study city infrastructure, life, 

and new governance models. Currently, data is gathered and aggregated from IoT 

networks comprised of smart devices and transmitted uplink to cloud servers for storage 

and processing. The Internet of Things has evolved from technologies such as Radio 

Frequency Identification (RFID) [105] and Wireless Sensor Network (WSN) 

[106],[107], [108], [109], [110], [111] for offering different related services  
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 A typical IoT system contains communication interfaces, sensors,  a cloud interface, 

and complex algorithms. Sensing devices are used to collect data from a variety of 

devices. RFID and wireless sensor network technologies provide communication and 

network infrastructure. Through Application Program Interfaces (APIs) or applications, 

advanced algorithms are employed to process data and assess anything important. 

Thousands of client-server requests can be sent between mobile devices and cloud and 

Internet-based services, enabling users to access various services concurrently[112], 

[113]. There are four key categories of IoT services [114], [115], [116], [117].  

To begin, smart wearable devices may be utilized by patients who require data about 

their health state, such as blood pressure, heartbeat, and glucose level, to be collected 

via sensors on wearable technology and transmitted to smartphones. Simultaneously, 

the health state of patients may be tracked. Second, IoT may be used to enhance smart 

houses. Sensors can detect temperature changes, but air-conditioning systems can be 

monitored. Using home security cameras, homeowners may receive alerts via mobile 

applications if intruders are spotted in their homes. Third, Smart cities may be achieved 

by using IoT to monitor traffic and transportation systems. This information may be 

used to better understand traffic networks and transportation systems changes by 

analyzing data. Fourth, the supply chain system may use IoT to record and track all 

deliveries in real time. It is possible to change delivery records once a shipment has 

arrived at its destination.  

These IoT use cases may be translated to a generic paradigm that enables smooth 

integration with various services, ranging from APIs to big data processing, sensors to 

network infrastructure, and ultimately analytics to predictive modeling [118],[119]. 

This technique enables customers to have simpler access to services, track the status of 

service delivery, and compare service providers' costs and reviews. Additionally, 

service providers may increase their exposure to more clients, monitor their company's 

success, and quickly analyze market trends.  

IoT technology provides us with several benefits to creating different applications, 

including reducing human efforts, real-time monitoring, health monitoring, and even 

lifesaving. IoT technology implements several sensors that work collaboratively. 

However, the increasing expansion of IoT and widespread adoption of small wearable 
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biosensors have created new prospects for tailored eHealth and services. The sensors 

work along with several different but related technologies to build a complete IoT 

system capable of performing specific functions as per the requirements. There are 

several technologies that, when implemented with IoT-based systems, increase the 

performance of the system and improve system efficiency. This section discusses some 

related technologies that will enhance its efficiency when integrated with IoT-based 

healthcare systems. 

IoT devices and sensors communicate with cloud data centers via fog computing, an 

intermediary layer between the two[120]. To provide Cloud-based services to the IoT 

devices/sensors, it provides computation, networking, and storage resources. In 2012, 

Cisco proposed the notion of Fog computing to overcome the issues of IoT applications 

in conventional Cloud computing[121].  

Latency-sensitive and Real-time service needs demand that IoT devices/sensors be 

located close to the network edge. As a result, Cloud data centers typically fail to meet 

the storage and processing needs of the billions of geo-distributed IoT devices/sensors 

since they are located in the same geographic location. Congested networks and poor 

Quality of Service (QoS) are encountered due to this[122]. An IoT device or sensor can 

be positioned closer to the Fog computing environment's typical networking 

components (e.g. routers and switches), proxy servers, Base Stations (BS), and so 

on[123].  

As a result, these parts may be used to run service-oriented applications with a wide 

range of capabilities. Cloud-based applications may be distributed across a wide 

geographic area because of Fog computing's networking components. Among other 

things, Fog computing provides location awareness and mobility assistance, scalability, 

real-time interactions, and interoperability[124]. In this way, Fog computing can 

perform well in terms of service latency, power consumption, network traffic, capital 

and operating expenditures, content distribution, and more. In this regard, Fog 

computing is superior to Cloud computing for IoT applications[125]. Even yet, the 

notion of Fog computing resembles several of the more well-known computer concepts.  
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The existing centralized cloud computing architecture is unable to handle IoT 

applications. For example, it does not enable time-sensitive IoT applications like 

gaming, augmented reality & video streaming [126]. In addition, because it is a 

centralized architecture, it cannot track a user's whereabouts. Fog computing is a 

solution to these problems. Furthermore, IoT devices may connect to large-scale cloud 

computing and storage services using fog computing. In the cloud paradigm, fog 

computing is a component that moves cloud computing closer to the network 

edge[127], [128], [129]. Cloud computing, fog computing, and jungle computing are 

examples of distributed computing[130]. There was a lot of discussion about these 

paradigms as well as the characteristics and application areas of each one. The authors 

also covered cloud, fog, and jungle computing paradigms and how they are used.  

Fog computing will address IoT devices' real-time issues, which brings cloud 

computing, computation, and storage capabilities down to the edge of the network, 

allowing for safe and efficient IoT applications[131]. With widely dispersed 

installations, fog computing offers various services and applications. For example, the 

fog provides effective real-time communication between various IoT applications 

through the proxy and access points positioned along lengthy highway sand tracks, such 

as linked automobiles[132]. In addition, gaming, video streaming, augmented reality, 

and other low-latency applications are best served by fog computing.  

Hao et al. [133] explain why fog computing is needed to replace cloud computing. The 

authors also examined numerous topics and obstacles associated with fog computing 

and how to evaluate the difficulties related to the field. It is expected that the IoT would 

benefit significantly from fog computing. IoT issues can be solved by fog 

computing[134]. But, unfortunately, fog computing is still a very new field of study. 

Hence there aren't any real solutions to support it [135].  

The study by Yi et al. [136] provides an overview of fog computing by examining 

several fog computing application scenarios and potential stumbling blocks. Y. Shi et 

al. [137][138] highlighted Fog computing's basic properties. It has been mentioned by 

N. Peter[139] that fog computing has real-time applications. According to this research 

article, fog computing can handle the massive amounts of data generated by IoT 

devices. Fog computing may also handle congestion and latency concerns. 
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Research by C. Puliafito et al. [140] focused on mobile IoT devices and the primary 

issues they would encounter in a fog computing environment. As a result, they 

identified and detailed three situations in which mobility assistance is critical to 

integrating the IoT and fog computing systems. There have been several studies on fog 

computing reference designs. Dastjerdi et al. [141] provided an example of an 

architectural reference model for fog computing. Rather than relying on the cloud, this 

architecture handles all IoT queries locally in the fog [142].  

Fog computing was also examined by F. Bonomi et al. [143], who looked at how fog 

complements cloud computing and how it may be used to enhance the IoT. In addition, 

they presented a distributed architecture for the fog, which is hierarchically distributed. 

They built a smart traffic signal system and a wind farm to see how well their 

architecture worked. Fog computing resource management has been discussed in 

several related studies. According to M. Aazam and E. Huh [144], fog computing may 

manage resources. Resources may be managed dynamically and realistically using this 

model's resource allocation techniques. According to the authors, their work might 

serve as a solid starting point for more realistic research and development in the Internet 

of Things (IoT) and fog computing.   

Gill et al. [145] presented the particle swarm optimization approach as a model 

ROUTER for optimizing fog cloud-based environment. On iFogSim, the suggested 

model improved 12 percent of network bandwidth, 10% reaction time and 14% latency, 

and 12.35 percent energy usage.  

It was highlighted by Aazam et al. [146], that fog computing faces several obstacles. 

There are a variety of difficulties that need to be addressed, such as determining the sort 

of device that will be used, determining how much power it will need, and determining 

how much data it will store and process.  

To address security and privacy concerns in IoT contexts, A. Alrawais et al. [147] 

suggested a technique for security enhancement that uses the fog to distribute certificate 

revocation information more effectively across IoT devices. The researchers presented 

a case study on how fog computing might be used to address security concerns in the 

distribution of certificate revocation information in IoT systems.  
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It has also been shown that fog and IoT integration raises security and privacy 

concerns[148], [149], [150], [151]. Several security vulnerabilities, they suggested, are 

introduced by IoT adoption with fog. Therefore, security mechanisms already in use to 

protect the Internet of Things (IoT) were also covered, along with how to safeguard fog 

computing environments using various security technologies.  

Using fog computing in healthcare is critical[152]. It delivers real-time processing and 

event reactions, which are essential in healthcare. In addition, a solid network 

connection is required for the interaction of many healthcare equipment for remote 

storage, processing, and retrieval of medical records from the cloud, which is not 

accessible. Therefore, it also deals with network connection and traffic [153]. The smart 

health solution was created by Craciunescu et al. [154] to record real-time fall detection 

and gas leakage.  

Sood and Isha [155] proposed an IoT-based healthcare system for heart patients to 

continuously monitor the ECG level of middle or high-risk patients [172]. User-defined 

risk categories are used to determine what preventative actions or medicines should be 

taken in the event of an emergency. There is a layer of fog between the sensors and 

cloud servers in [156], study. The authors designed edge devices that execute data 

processing, resulting in the IoT network's energy efficiency, scalability, and 

dependability.  

2.3 IoT-based Pregnancy Healthcare System 

During pregnancy, there are lots of hormone changes in the women's body and 

several risk factors associated with the health of the woman, including depressed 

mood[157][158]. Due to these changes, a lot of diseases can raise in the body of women 

that can cause harm to the women as well as the baby. So, women must take special 

precautions during their pregnancy to save themselves and their babies from different 

issues. 

Tomlinson, M. et al. [157][159][160][161] describes various risk factors occurred 

while pregnancy including High BP, High Pulse rate, Gestational Diabetes, seizures, 

etc. that leads to the occurrence of different health disorders, Polycystic Ovary 
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Syndrome, Preeclampsia, Eclampsia, Thyroid, Obesity, etc. which may lead to 

miscarriage, premature delivery, prodromal labor, fetus weaken, low birth weight, etc.   

Moreover, as per the statics shown by WHO in 2017 [162], in 2017, every day 

approximately 810 women died due to the curable disease. Overall 94% of maternal 

mortality occurs in low or middle-income countries. To reduce maternal or infant 

mortality, skilled professionals are required during or during postpartum pregnancy.  

 To reduce the health impacts during pregnancy, several requirements of the body 

need to be fulfilled. One of these requirements includes the requirement of bed rest 

during pregnancy[163]. During bed rest again precautions need to be taken including 

the position of sleeping as the major concern[164]. Susan et al. [165], investigate the 

association between sleep position, age, gender, sleep quality, and prevalence of waking 

cervical pain and stiffness, headache, and aching between the scapulae and/or in the 

arm. The findings of this study support the need for health professionals to consider 

individuals’ sleep positions and waking symptom history when developing a 

management plan for troublesome waking symptoms. Furthermore, there are several 

factors such as blood pressure, heartbeat, walking steps, depression level, and ambient 

air quality that needs to be monitored for a healthy pregnancy. 

A similar study was done by Ganguly S et.al [166], in which authors describe the 

impact of high blood pressure on the body of a pregnant lady and her baby. There is an 

increased chance of cesarean due the high blood pressure. Furthermore, high blood 

pressure has an increased risk of adverse fetal, neonatal, and maternal outcomes, 

including preterm birth, perinatal death, acute renal or hepatic failure, etc.  

Amanda R. et.al. [167][168][169], discussed the different issues that occurred with 

hypertension or high BP during pregnancy. Hypertension is a disorder that complicates 

5% to 10% of pregnancies which leads to diseases like preeclampsia, and 

eclampsia[170]. Due to this elliptic stroke occurs in a woman’s brain and can cause 

maternal or infant death. Moreover, the authors discussed the different ways to detect 

these diseases including the types of issues related to fetal growth or preterm delivery. 

Charles et.al.[171][172], in discussing the causes and impacts of hypertension 

during pregnancies. Authors discussed that hypertension is related to different common 
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problems with pregnancy like eclampsia, acute renal failure, maternal death, premature 

delivery, intrauterine growth restriction, HELLP(Hemolysis, Elevated Liver enzymes, 

and Low Platelet) syndrome, PIH(Pregnancy Induced Hypertension), etc. The author 

discussed four types and causes of hypertension disorder chronic hypertension, 

preeclampsia, eclampsia, and preeclampsia superimposed on chronic hypertension. 

Ganesh, et.al. [173][174][175], describe the information about preeclampsia and 

eclampsia. They discussed the symptoms of these diseases what are the risk factors and 

other syndromes associated with these diseases.  

SM. et al. [176] discussed that around 2%-8% of pregnancies get affected by 

preeclampsia, which may have short or long-term woman health consequences. Sarah 

et al. [177], described preeclampsia as a pregnancy-specific syndrome of unclear 

aetiology that has been difficult to define. The diagnosis likely represents more than 

one disease, which has complicated research in this area. Yet, there is evidence that 

preeclampsia is not a problem of pregnancy alone, but rather a condition that alters 

long-term health outcomes for offspring, including effects on blood pressure, 

BMI(Body Mass Index), and stroke risk, as well as potentially adverse health outcomes 

outside the cardiovascular system. Examining older cohorts would also be helpful, 

although defining maternal disease precisely and by current definitions is more 

challenging in such groups. Further investigation to explore potential mechanisms for 

developmental programming is also required.  

Ayad et al.[178] suggested a mHealth system for serving pregnant women. The 

proposed mHealth works on the mobile GIS system to select adjacent care centers on 

Google Maps for online registration of pregnant women. It is done by sending SMS via 

the GPRS network to the hospitals at the nearby location. 

JAYANTHY et al. [179], the authors proposed a mobile-based system that provides 

information services to pregnant women and their spouses. The proposed model 

provides services like health care suggestions, Emergency care, and alerts, stages of 

pregnancy, pregnancy calendar and diary, nutrition and exercise, and post-delivery 

support by a java based mobile application. The survey is performed on 30 women and 

out of which 17 women take an interest to capture suggestions for the pregnancy 

support system. 
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Olugbenga et al. [180], proposed a real-time stress monitoring system based on the 

heart rate, of pregnant women using IoT. The study includes 3 layered architecture, 

sensing layer, edge layer, and cloud layer. The data is captured through the sensing 

layer via Garmin vivosmart 2 smart band to measure heart rate and activities performed. 

The edge layer includes the user’s mobile phone which used the Qpython tool to create 

a local web server and process the captured data locally. The cloud layer stores the data 

globally and uses a k-means clustering algorithm to segregate the data received from 

the different users. Based on the received data, the calculation of stress level is 

performed.  

Santhi et al. [181], proposed an IoT-based health monitoring system for pregnant 

women which continuously monitors the vital parameters using the CC3200 module 

and highlights the performance of the C4.5 clustering algorithm for the prediction of 

risk associated with health. Fatemah et al. [182], proposed an IoT-based health 

monitoring system for pregnant women. The system is divided into 4 different but 

related layers including, the perception layer, gateway layer, cloud layer, and 

application layer. The perception layer is responsible to capture data from the 

smartwatch, or mobile applications. The gateway layer is responsible to transfer data 

between the application layer and the server. The cloud layer analyzes the data to 

monitor the stress or physical activity level or sleep monitoring of pregnant women. To 

monitor stress the authors used heart rate or HRV parameters, while to monitor sleep, 

data is captured regarding step count or hand movement, whereas the physical activity 

is monitored using step count and wearing time of a smart watch. The application layer 

is responsible to provide sleep trends and health conditions. To represent data at the 

application layer, the authors created a web application using Angular 2. For 

performance, analysis authors capture the data from 28 pregnant women and monitor 

their stress levels as per the collected parameters.  
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

Venkatasubraman

ian [25] 

2022 Ambulatory 

health 

monitoring 

system for 

pregnancy 

Blood 

pressure, heart 

rate, oximeter, 

temperature 

DCGAN  Setup only in 

Ambulance 

 The system 

proposed by the 

authors had an 

accuracy level of 

89.03% 

 Cloud layer is used 

for feature 

extraction but no 

specification is 

provided on how 

the system will 

work in absence of 

an Internet facility. 

F. Sarhaddi et al.[182]  2021 Stress, sleep, 

and physical 

activity 

Samsung Gear 

Sport 

smartwatch, 

OMRON M3 

blood pressure 

sensor,  

Bayesian 

RNN, 

CNN 

 Manual data entry 

of blood pressure 

to application 

 The stress level or 

activity monitoring 

process is based on 

questionaries 

stored in the 

application 

O.Oti et al. [183] 2018 Maternal 

Stress 

Monitoring 

Zephyr in 

combination 

with Amulet 

wearable 

device 

k-means 

clustering 

algorithm 

 They need to be 

worn by a pregnant 

woman for 7 

months 

continuously  

 Only heart rate and 

sleep activity are 

captured. 

I.Azimi et al. [184] 2019 Maternal 

Sleep quality 

monitoring 

Garmin 

Vivosmart HR 

including PPG 

Bayesian 

RNN 

 The existing Wrist 

band is used to 
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

and IMU 

sensor. 

monitor sleep 

pattern 

 Based on sleep 

efficiency no 

recommendations 

were generated to 

improve sleep 

pattern 

 Not to mention 

how sleep patterns 

impact health 

issues related to 

pregnant women 

and infants. 

Munoz et al. [185] 2020 Maternity 

Records 

Application 

- -  The record of 

pregnancy is stored 

by the application 

 No 

recommendations 

are generated based 

on the collected 

data 

Moreira et 

al.[186] 

2019 Post-

Pregnancy 

Depression 

Existing 

dataset with 

parameters 

age, 

hypertension, 

diabetes, and 

pregnancy-

related issues 

Decision 

Tree, 

Support 

Vector 

Machine, 

Nearest 

Neighbour, 

Bagging 

Tree 

 The system 

predicts the 

chances of 

postpartum 

depression in 

pregnancy based 

on age and 

hypertension.  

 No real-time data is 

collected 

 Hypertension is 

identified based on 

age it is assumed 
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

that women less 

than 32 age do not 

have hypertension.  

 No 

recommendations 

are generated 

Santur et al. [187] 2020 Web 

application 

for maternal 

data 

collection 

Mobile and 

Web-based 

application 

Neural 

Network 

 The system is 

based on 

questionnaires 

asked the users 

which have 

accuracy issues 

 No real-time 

recommendations 

are generated 

Moreira et 

al.[188] 

2019 Classifies 

health data of 

the pregnant 

woman 

Based on 

existing data 

Average 

one-

dependenc

e estimator 

 The real-time data 

analysis is not 

performed 

 The 

recommendations 

are not generated 

based on the health 

classification. 

Sunge et al. [189] 2021 Prediction of 

cesarean 

chances 

Based on the 

existing dataset 

Logistic 

Regression

, k-NN, 

Random 

Forest, 

Decision 

Tree, 

Gradient 

Boosting, 

Support 

Vector 

Machine 

 The system is 

based on an 

existing dataset 

 It predicts the 

chances of a 

cesarean based on 

age, not on the 

health factors of 

the pregnant 

women. 
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

 The real-time 

analysis is not 

performed 

 The 

recommendations 

are not generated 

for health 

improvement. 

Mario et al.[190] 2016 Hypertensive 

disorder 

Blood Pressure 

Sensor 

Naïve 

Bayes 

 Not collected data 

of other health 

parameters like a 

heartbeat, pulse 

rate, and ECG. 

 The accuracy of the 

used algorithm is 

84% only which is 

very less for 

healthcare devices. 

Haymanot et al. 

[191] 

2022 Pregnancy-

related 

anxiety 

Feedback 

based dataset 

Random 

Sampling 

 No 

recommendations 

are generated 

 Depend upon 

feedback 

 No prediction of 

health issues 

Mario et al. [192]  2018 Hypertensive 

disorder in 

pregnancy 

Existing 

dataset 

Radial 

Basis 

Function, 

Multilayer 

Perceptron

, Support 

Vector 

Machine, 

Decision, 

 No real-time 

analysis is 

performed 

 No method is 

mentioned to 

predict the impact 

of hypertension in 

pregnancy.  
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

Naïve 

Bayes 

Julien et al.[193] 2015 Wearable 

sensors 

during 

pregnancy 

Activity 

Tracker, EEG 

NA  Based on the study 

of sensors 

available for 

pregnancy care 

Usharani et 

al.[194] 

2022 Pregnancy 

Stress 

Monitoring 

Zephyr k-NN  Real-time health 

monitoring is not 

provided 

 The 

recommendations 

are not generated 

Kirsi et al.[195] 2019 Pregnancy 

monitoring 

by 

wristbands 

Wrist band NA  The requirement of 

the wristband is 

discussed during 

pregnancy 

 No discussion of 

how the parameters 

were calculated 

and retrieve health 

data of the 

pregnant women 

were.  

Ghimire et al. 

[196] 

2022 Pregnancy 

health 

monitoring 

system 

Fetal heart rate, 

blood pressure 

sensor 

NA  Manual data 

packets sent 

through LoRA end 

node 

 Unnecessary 

utilization of 

Raspberry PI 

module 

 Cost of module is 

high 

 No real-time health 

suggestions 
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

generated for 

pregnant women. 

Bjelica et al. 

[197] 

2020 Pregnancy 

care 

management 

Study based on 

data collection 

from Google 

Form 

NA  The manual data 

entry to mobile app 

and web 

application 

 No real-time health 

monitoring or 

recommendation is 

generated. 

Ohana et al.[198] 2021 Pregnancy 

health 

monitoring 

DHT22, 

MAX30100, 

MPU6050, 

GSR Sensor, 

AD8232 

NA  The cost of the 

system is very due 

to utilization of 

RaspberryPI which 

can be avoided.  

 The system author 

tested on only one 

pregnant women 

which is not valid. 

Furthermore, the 

system also tested 

to kids and old age 

person which 

divert the main aim 

of the study. 

Manivannan et al. 

[199] 

2022 Pregnancy 

labor 

monitoring 

Wearable 

patch including 

EMG and 

FECG sensors 

Discrete 

Wavelet 

Transform 

 The system detects 

the fetal heart beat 

and uterine 

contraction to 

detect labor pain. 

 No way to monitor 

health conditions 

of the pregnant 

women regularly. 
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Study Year Problem 

Specification 

Sensor Used Algorithm  Gaps 

 The application 

work with delay 

which can create 

problems during 

actual contraction 

starting.  

 The system does 

not proved accurate 

in the terms of 

medical 

emergency. 

Song et al. [200] 2019 Fetal Health 

Monitoring 

Accelerometer Rule-

Based 

Algorithm 

 The system only 

detects the 

movement of fetal.  

 The system does 

not monitor real-

time health 

conditions of the 

pregnant women.  

Ivanov et al. 

[201] 

2022 Pregnant 

woman 

health 

monitoring 

MAX30001, 

MAX30205, 

ADS1299-4, 

MAX86141 

NA  Reminder about 

doctor appointment 

and pregnancy 

information.  

 Do not provide 

real-time health 

suggestions to the 

pregnant women. 

 No implementation 

offered to handle 

emergency during 

pregnancy. 
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2.4 Research Gaps 

Based on the literature review discussed in the previous chapter, the following gaps are 

identified from the existing works: 

 The current pregnancy healthcare system is based on the manual recording of 

health parameters which may lead to errors while data entry that does not 

provide accurate predictions in most cases.  

 Also, there is the present systems are not able to capture real-time healthcare 

data remotely without doctors' or healthcare professionals’ intervention.  

 Moreover, present systems do not implement fog computing aspects which are 

not capable to recommend any suggestion to pregnant women in the absence of 

network connectivity. 

 Facial authentication is not implemented in present systems rather than 

passwords are implemented in a few which offer a low level of security also 

there is the bombardment of the data as the cloud server of the non-pregnant 

women.   
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The chapter focuses on developing an E-Healthcare kit to capture the physiological 

parameters of the pregnant woman. Firstly, the hardware required to capture the health 

parameters from sensors is created. After that, the biomedical sensors are attached to 

the hardware to capture the pregnant woman's health-related data in a real-time 

environment.  

3.1 Introduction 

The E-Healthcare field is an emerging and buzzy field. It allows health information 

delivery over the internet, improving public health and controlling the cost of health 

services for both health professionals and patients. "E-healthcare" is a term that 

encompasses a range of concepts, including a significant change in consumer attitudes 

and a commitment by organizations to networked global thinking that aims to improve 

healthcare in the local, regional, and international contexts by harnessing the latest 

information and communication technologies (ICT) [202]. Several studies were 

performed to address the IT-related issues in the E-Healthcare system. Still, relatively 

lesser work was performed on marketing or management issues related to E-Healthcare 

systems. Numerous studies have indicated that a lack of proper clinical information has 

a negative effect on both the cost and quality of healthcare, jeopardizing patient safety. 

It has been suggested as a critical instrument for resolving these issues and promoting 

improved healthcare. E-prescribing, Electronic health records, electronic monitoring of 

chronic illnesses, decision support systems,  and barcoding of pharmaceuticals and 

medical products have been proven to minimize healthcare expenditures and medical 

errors[203]. For example, research has demonstrated that automated physician order 

input dramatically reduces the risk of significant drug mistakes when medical data are 

stored electronically.  For instance, when medical records are kept digitally, it improves 

doctor-patient communication electronically, reducing medication errors or health-

related issues.  Contraindication notifications can also be provided through point-of-

care decision support technologies. New treatments and technologies are evolving 

Chapter 3  

Designing an E-Healthcare kit considering physiological 

symptoms of pregnant women 
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daily, indicating the dependency of healthcare providers on the internet by which they 

can get the latest information regarding clinical practice guidelines [204][202]. 

Early in the 21st century, e-healthcare emerged. E-Healthcare applies ICT in healthcare, 

useful for educational, clinical, administration, and research purposes worldwide. E-

healthcare empowers patients with up-to-date diagnosis and treatment information to 

make their own health-related decisions without moving to healthcare centers [205]. E-

healthcare refers to any electronic interchange of health-related data that has been 

acquired or processed via an electronic medium to increase healthcare delivery 

efficiency and effectiveness. As a result, "computer-aided medicine" is often denoting 

nearly any information relevant to this field. The main objectives of e-healthcare 

include efficiency in healthcare, higher quality of treatment, enhanced healthcare 

quality, and empowerment of patients and consumers in addition to new and deeper 

patient-healthcare professionals. Several healthcare professionals and patients use 

digital cameras, scanners, or video conferencing facilities to offer remote healthcare 

facilities. E-healthcare networks, said, can overcome the time and distance barriers to 

the flow of health information and guarantee that collective knowledge is successfully 

brought to bear on health problems throughout the world.  

The E-healthcare system performs four significant activities: consumer marketing, E-

business, clinical customer service, and organizational management. While some are 

accessible via the public internet, others are password-protected LANs or intranets. For 

example, E-business involves online procurement between healthcare professionals and 

supplies, E-claim processing, and authorization of eligibility from insurance 

organizations. Additionally, it incorporates purchasing prescription medications from 

pharmacies and health insurance from insurance providers by consumers online. 

According to research, submission of E-claiming and material management were the 

most extensively used e-healthcare technologies in healthcare by the year 2000. For 

example, one significant practice association automated nearly half of its claims volume 

and reduced its per-claim processing cost by almost 40% using an internet-based claims 

submission system. Online healthcare marketing uses websites to attract new patients 

and deliver wellness and illness information to current patients. Displaying employee 

information on a firm intranet website, providing training programs, offering career 
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opportunities, and publicizing employee health benefits are all part of e-healthcare 

organizational management. Administrative operations like strategy planning and 

billing are also included. In addition to allowing patients to undertake their risk 

assessments, clinical customer service comprises patient-physician communication via 

e-mail and electronic health records. Patients with an internet connection can use e-mail 

to communicate with their doctors and get answers to their inquiries. When it comes to 

improving patient-healthcare professional communication, electronic engagement can 

be an effective and efficient way to do so [206]. 

3.2 Proposed E-Healthcare System 

The e-Healthcare system includes a set of sensors responsible for capturing the health-

related data of pregnant women. The E-Healthcare system monitors pregnant women's 

activities. It is responsible for capturing the health-related data of the pregnant woman, 

which is further sent to the fog server for further processing and recommendations in a 

real-time environment.  

The proposed E-healthcare system's architecture for pregnant women is described in 

Figure 3-1. As described in the figure, the proposed system is divided into three 

different but related layers. Each layer performs a specific operation and provides 

services to the other layer.  
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Figure 3-1Proposed System Architecture 

3.2.1 Sensing Layer 

The sensing layer (SL) is the initial layer of the proposed healthcare system. SL is 

responsible for capturing the healthcare data of the pregnant woman, which is further 

transferred to the other layers for processing. This layer includes several sensors that 

monitor the health conditions of pregnant women in a real-time environment. The 

woman needs to use the sensors attached to a customized healthcare kit to capture data. 

Once data is collected from the sensors, the authentication of the pregnant woman is 

performed by capturing a real-time image of the woman. This image is compared with 

the existing information to do authentication. If the woman's authenticity is approved, 

the data is directly sent to the fog layer for further processing. Moreover, during the 

authentication process, the fog layer collaborates with SL as the images are compared 

at the fog layer.  
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3.2.2 Fog Layer 

The fog layer (FL) is responsible for authenticating the system user. Moreover, after 

receiving the data from SL, it first segregates the healthcare and environmental data 

and then compares it with the threshold values. The rule-based values divide the data 

into normal, high, and low categories. Then the data is passed to the cloud and end-user 

layer, which is further responsible for generating health recommendations or 

emergency alert messages as per the result obtained.  

3.2.3 Cloud and End User Layer 

The data received from FL is in processed format. The data at Cloud and End User 

Layer (CEUL) sends recommendations or emergency alert messages as per the data 

category. If the data is found normal, then the data is stored in the database and cloud 

server; otherwise, if the health conditions come under the category of high or low, then 

the emergency alert messages are generated at the doctor’s or patient’s attendee system. 

Moreover, the recommendation to the pregnant woman is also generated to perform 

specific tasks until the help reaches her end. Therefore, this layer includes a customized 

application from which the doctor can get a more profound analysis of the patient’s 

historical data, which helps to reduce health impacts to a large extent. Moreover, this 

data can be found helpful in the case of future pregnancies of the specific woman.  

3.3 Methodology & Implementation 

This section deals with the collaboration of different sensors with customized nodes for 

data capturing. The first step is to find the healthcare sensors compatible with the 

customized boards and the other sensors collaboratively. There are several sensors 

attached to the boards to monitor the health parameters of pregnant women. This section 

describes the role and working principles of the connected sensors. 

The presented system works in different stages as shown in Figure 3-2. 
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1. Firstly the physiological data is captured through biomedical sensors. 

2. The captured data is sent to the fog node for further processing in the second step 

using the RF mode of communication. 

3.  Then the data processing is performed, which involves comparing obtained health-

related data with the threshold values.  

4. If the data is found normal as per the threshold, then the data is stored in the database; 

otherwise, the emergency alert message will be generated to the patient and doctor’s 

end.  

5. In the last step, the data is stored on the cloud server to access our data easily. 

 

 

Figure 3-2Flow chart of Presented system 
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3.3.2 E-Healthcare Kit 

The E-healthcare kit offers a complete health monitoring solution for pregnant women. 

It is responsible for capturing health-related data of pregnant women in a real-time 

environment and offers health suggestions as per the health parameters. The E-

Healthcare kit is divided into three layers Sensing Layer, Fog Layer, Cloud computing, 

and End User Layer. The kit includes several sensors to monitor health conditions. 

These sensors are attached to a customized board that provides power to the different 

sensors and captures data sent by various sensors. There are mainly three types of 

sensors attached to the board to collect health-related data. The sensors are responsible 

for collecting real-time health-related data of the pregnant woman, which is further sent 

to the fog layer for further data processing. The E-healthcare kit developed in the 

present system is shown in Figure 3-3. 

 

Figure 3-3Healthcare Kit 

3.3.3 Sensing Layer 

The sensing layer is the first layer of the presented system and is responsible for 

capturing the pregnant woman's health-related data. This layer includes several sensors 

that monitor the pregnant woman's health conditions and transfer collected data to the 

fog layer for further processing. The layer uses the proposed E-healthcare kit to capture 

health-related data. The proposed E-healthcare Kit has different features includes, 

 Blood Pressure Detection 
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 Heartbeat 

 Pulse Rate 

 ECG Detection 

The e-Healthcare kit needs to be worn on the wrist and the EGC pads need to be 

attached on the left side of the chest, right side of the chest, and left calf. The kit includes 

a customized processing board, which is the heart of the proposed healthcare kit. It 

consists of the microcontroller and different components that perform different 

functions. Each component has its functionality and collaborates with other 

components to allow the working of the complete system as a whole. Its circuit diagram 

Figure 3-4. 

 

Figure 3-4: Circuit Diagram 

The actual representation of the above circuit diagram is presented in Figure 3-5. 
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Figure 3-5Customized board 

The customized board is prepared with the collaboration of several components. The 

configuration of the board is shown below: 

3.3.3.1 FTDI (Future Technology Devices International) 

The FTDI connectors connect parallel FIFO devices and RS232(Recommended 

Standard 232 for serial data transmission). It allows the connection of a second 

hardware device on a USB-less board without interfering with the boot loader code 

from Arduino IDE. A USB-to-serial bridge or any other device with an FTDI header 

may be connected to the FTDI232SmartBasic hardware, which is very simple to set up 

and uses the standard FTDI connector. The FTDI used in the proposed system is 

FT232RL. FTDI has expanded its range of USB UART interface Integrated Circuit 

Devices with the addition of the FT232R. The FT232R is a USB-to-serial UART 

interface that includes an optional clock generator and the new FTDIChip-IDTM security 

dongle. Additionally, there are synchronous and asynchronous bit-bang interface 

modes. The FT232R's USB-to-serial converter designs have been simplified further by 

fully integrating the device's external EEPROM, USB resistors, and clock circuits.  

By using FTDI232RL, we are passing data or programs to our customized board. The 

component is connected to the board using different pins.  

 GND: This pin connects the ground pin of the customized board to the FDTI 

module.  

 CTS: CTS (Clear to Send) is a control input responsible for clearing the send 

data request. 



51 

 

 Vcc: Vcc is the voltage pin that connects the Vcc pin of the board. 

 Tx: Tx( Transmit Asynchronous Data) is the output pin responsible for 

asynchronously transmitting data to the board. 

 Rx: Rx(Receive Asynchronous Data) is the input pin responsible for reading 

asynchronously transmitted by the board.  

 DTR: The DTR pin auto-resets the target board when the new code is 

downloaded.   

3.3.3.2 ATMega2560 

The ATmega2560 is an 8-bit CMOS low-power microcontroller based on the AVR-

enhanced RISC architecture. The ATmega2560 delivers throughputs approaching 1 

MIPS per MHz by executing strong instructions in a single clock cycle, allowing the 

system designer to balance power consumption vs processing performance.  

It is designed as High-density non-volatile memory technology from Atmel and is used 

for manufacturing devices. Atmega2560 is a powerful system due to the combination 

of onboard self-programmable flash memory with 8-bit RISC architecture on a 

monolithic chip. As a result, it offers high flexibility and a less costly solution to several 

embedded control applications. The presented system used Atmega2560 as a 

processing unit to which sensors are connected to capture real-time health-related data 

of the pregnant woman. Therefore, we use this microcontroller as per the stated features 

above. 

3.3.3.3 nRF24L01:  

The nRF24L01 is a widely used wireless transceiver module for engineering 

applications, operating at 2.4GHz, which means that each module can transmit and 

receive data. When appropriately managed, the modules may reach a distance of up to 

100 meters (200 feet), making them an excellent solution for any wireless remote-

controlled application. In addition, the module is powered by 3.3V, which means it may 

be efficiently utilized with 3.2V or 5V systems.  

3.3.3.4 Pins 

There are several pins of the customized board which perform specific functions, 

including: 
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 12V: The customized board has four 12V pins 

 Digital: The board has 16 digital pins from D0 to D15 

 Analog Pins: The board has 16 Analog pins A0 to A15 

 3.3V: The board has four 3.3V pins 

 ICSP: ICSP (In-Circuit Serial Programming) represents several methods 

available for programming boards. Ordinarily, a bootloader program is used to 

program a board, but if the bootloader is missing or damaged, ICSP can be used 

instead. ICSP can be used to restore a missing or damaged bootloader. There 

are six ICSP pins arranged in a grid of 2x3 order.  

 5V: There are ten 5V pins present on the board. 

 GND: Ten GND(Ground) pins are present on the board.  

 AD Pins: There are three analog digital pins, AD0(22), AD1(23), and 

AD2(24), which can serve as dual-purpose pins.  

3.3.3.5 Blood Pressure Sensor 

The blood pressure sensor used in the presented system is used to sense blood pressure 

in a real-time environment. To sense the blood pressure, you need to wear a sensor cuff 

on the arm, as shown in Figure 3-6 
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Figure 3-6Blood Pressure Sensor 

The above blood pressure sensor needs to be worn in a stable sitting position to capture 

blood pressure from blood vessels accurately. This sensor sense Blood Pressure & Pulse 

reading and is displayed with serial out for external embedded circuit processing and 

display projects. The parameters provided by the sensor include Systolic Blood 

Pressure, Diastolic Blood Pressure, and Pulse Reading. The sensor we used for the 

proposed system with a compact design fits your wrist like a watch. It is easy to use 

wrist style and eliminates pumping. 

3.3.3.6 Pulse Oximeter Sensor 

The pulse oximeter sensor used in our proposed system is Max30100 and is used to find 

the blood oxygen (SPO2) and heart rate (Beats Per Minute). The pulse oximeter and 

heart rate monitor sensors are combined inside the MAX30100 sensor. Using two red 

and infrared LEDs, the sensor emits two wavelengths of light and then measures the 

absorption of pulsating blood through a photodetector to get its values. Reading data 
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through the tip of one's finger is made easier using this LED color combination. The 

digital output data is kept in a 16-deep FIFO within the device, which is completely 

programmable using software registers. It has an I2C digital interface to communicate 

with a host microcontroller. Max30100 is shown in Figure 3-7 

 

Figure 3-7 Pulse Oximeter Max30100 

3.3.3.7 ECG Sensor 

AD8232 Figure 3-8, measures electrical activity in the heart using a single lead. An 

ECG (Electrocardiogram) may record and display this electrical activity. AD8232 

single lead heart rate monitor is an op-amp for ECGs that can be noisy; it helps get clear 

signals from the PR and QT intervals quickly ECG and other biopotential 

measurements may be made with the AD8232 integrated signal conditioning block. In 

noisy settings, such as those caused by mobility or remote electrode placement, it is 

designed to collect, amplify, and filter tiny biopotential signals.   
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Figure 3-8 ECG Sensor 

3.3.4 Working of sensing layer 

The sensing layer is responsible to categorize data into different classes based on the 

probability technique, i.e. degree of vulnerability(DoV). The DoV is calculated for a 

particular parameter 𝑝𝑖 that is unfavorable to the mother’s health conditions. It allows 

finding a probabilistic estimation of the harmful effect of specific parameters on health. 

This estimation allows health professionals to set threshold values of the health 

parameters for a woman in various stages of pregnancy. The layer estimated the DoV 

by applying the Bayesian Belief Network(BBN) model. This technique was found 

useful for classifying parameters based on predefined threshold values. DoV and BBN 

allow for determining the classes of the collected dataset efficiently. Moreover, the 

system takes the average value of the health parameters after 15mins; so, DoV is 

calculated by sensing node after the interval of 𝑝𝑡.  

3.3.4.1 Mathematical Modelling 

The current section discussed the mathematical modeling of the BBN network to 

predict health categories. Let 𝑃 (
𝑝𝑛

𝑐
) and 𝑃 (

𝑝𝑐

𝑐
) represents the “Normal” and “Critical”  
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probability of health conditions under the attributes 𝑐 > 𝜃 (predefined threshold) at the 

given period of time 𝑇 and 𝑊 weight associated with predefined attribute 𝑐. The BBN 

model on weighted probability 𝑃𝑤 (𝑐 >
𝜃

𝑝𝑛
) is given as follows: 

𝑃𝑤 (
𝑐

𝑝𝑛
) = 𝑤(𝑐) × 𝑃 (

𝑐

𝑝𝑛
) 

Accordingly, 𝑃 (
𝑝𝑛

𝑐
) can be inferred from the following formula: 

𝑃𝑤 (
𝑝𝑛

𝑐
) = 𝑝𝑤 (

𝑐

𝑝𝑛
) × 𝑃(𝑝𝑛)𝑃(𝑐) 

More specifically,  

𝑃𝑤 (
𝑝𝑛

𝑐
) = 𝑤(𝑐) × 𝑃 (

𝑐

𝑝𝑛
) × 𝑃(𝑝𝑛)𝑃(𝑐) 

Where,  

𝑃(𝑐) = 𝑃𝑤 (
𝑐

𝑝𝑛
) × 𝑃(𝑝𝑛) + 𝑃 (

𝑐

𝑝𝑐
) × 𝑃(𝑝𝑐) 

More specifically,  

𝑃(𝑐) = 𝑤(𝑐) × 𝑃 (
𝑐

𝑝𝑛
) × 𝑃(𝑝𝑛) + 𝑃 (

𝑐

𝑝𝑐
) × 𝑃(𝑝𝑐) 

As per the above calculations, DoV can be calculated as: 

𝐷𝑜𝑉 =
1

𝑘
∑ 𝑃𝑤 (

𝑝𝑛

𝑐
)

𝑐

 

When DoV is calculated more than the predefined threshold value, the health 

condition is critical. Every attribute is to be converted into two categories, as 

mentioned previously. Based on the calculated DoV, the parameter values will be 

segregated as shown in Figure 3-9 



57 

 

 

Figure 3-9Seggregation of health parameters based on DoV 

Based on the capture parameters, it is valid to say that specific parameter are interlinked 

and may affect the normality of other related health parameters. As per these 

parameters, BBN further segregates parameters to decide on the further action to 

perform. If some abnormalities are found in the dataset, BBN creates classes for 

prediction, which allows the system to generate an alert message to the doctor and 

patient’s family; otherwise, some recommendations can be offered to the pregnant 

woman. PSoV further determines the probability of affecting health parameters due to 

other health parameters or environmental conditions. This prediction helps to offer 

immediate health services to women’s doorstep. As in the above case, it may be 

predicted that a woman may get a fever or abnormalities in heart rate or blood pressure 

level due to the bad PPM concentration. After predictive analysis, the data is sent to the 

cloud server using Quantum walks' secured method. The present study applies the 

quantum hash function to encrypt the health parameter so that it can be securely sent to 

the cloud server. 

Algorithm 1 represents the working of the sensing layer and how the data is captured 

from different sensors in a real-time environment.  

 

 

 



58 

 

Algorithm1: Physiological Data Collection 

Input: n number of physiological parameters α,β,γ with associated threshold values 

θ1, θ2, θ3 ,θ4, θ5, θ6.  

Step1: Initialise serial 

Step2: Identify the current timestamp parameter by splitting the passed data packet 

Step3: Compare the collected health parameters with prefix threshold values.  

Step4: If θ1 <=α<=θ2 and  θ3<=β<=θ4 then find if θ5<=γ<= θ6 then 

3.3.4.1.1.1.1.1 State=N 

3.3.4.1.1.1.1.2 Return State 

Step5: If α<θ1 || β<θ3 || γ<θ5 then,  

a. State=L, call Algorithm2() 

Step6: If α>θ2 || β>θ4 || γ> θ6 then,  

b. State=H, call Algorithm2() 

 

Algorithm 1 presented an approach for capturing physiological parameters and 

changing the pregnant woman's health according to the data obtained. The system 

performs the specific task based on the health parameter obtained at a particular 

timestamp.  

Mathematically, the presented system is denoted by 𝑃 = {𝑆, 𝑅, ∆𝑇}.  The symbol 𝑆 

represents the health state of the pregnant woman, i.e. 𝑆 = {𝐿, 𝑁, 𝐻} , where 𝐿 =

𝐿𝑜𝑤, 𝑁 = 𝑁𝑜𝑟𝑚𝑎𝑙, 𝑎𝑛𝑑 𝐻 = 𝐻𝑖𝑔ℎ , respectively. The symbol 𝑅  represents the 

recommendation or action that needs to be performed according to the health 

parameters. ∆𝑇 represents the temporal timestamp representing the difference between 

the timestamp of health data collection during nine months. The health condition of the 

pregnant woman is classified according to Algorithm1. The threshold values𝜃1, 𝜃2 are 

the lower and upper range of 𝛼(Systolic Blood Pressure), 𝜃3, 𝜃4 are the lower or upper 

range of 𝛽 (Diastolic Blood Pressure) and 𝜃5, 𝜃6  are the lower or upper range of 

𝛾 (Heartbeat) constants the doctor prescribes. These threshold values utilize by 

Algorithm2  for rules formation. Moreover, the personalized recommendation system 

generates health-related messages to the patient and doctor based on the rules. The 
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system. Initially, the physiological parameters of the pregnant woman were analyzed 

by Algortihm1. If the health state of the pregnant woman is found to be “Normal”, then 

the data is stored in the database attached to the recommendation system and sent to the 

cloud server. If at any timestamp 𝑡, 𝑆𝑡𝑎𝑡𝑒! = 𝑁, then Algorithm 2 called for further 

process.  

3.3.5 Fog Layer 

The typical representation of the fog node is represented in Figure 3-10. The fog layer 

is mainly created with two components, including RaspberryPi and PiCamera. The 

components work collaboratively to capture the real-time image of the pregnant 

woman. 

 

Figure 3-10Representation of Fog Node 

The RaspberryPi is a low-cost pocket computer that allows us to create IoT-based 

devices with high performance compared to conventional microcontrollers. The 

RaspberryPi is a ready-to-use device that is ready to work when we install the operating 

system onto the memory card to be inserted. One can easily connect the normal 

keyboard, mouse, and monitor screen to RaspberryPi to work in a GUI environment. 

We can program RaspberryPi using Python and perform different tasks in a real-time 

environment. The RaspberryPi comes with an inbuilt communication medium, 

including Wi-Fi and Bluetooth, making the communication between the various IoT 

devices very effective. The presented system utilizes RaspberryPi as a fog node capable 

of capturing the image of the pregnant woman in a real-time environment.  
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Face recognition is used in several disciplines such as emotion detection, sentiment 

analysis, person authentication, etc. Face recognition is the best way to authenticate a 

pregnant woman. The face recognition performed in the presented system uses 

PiCamera attached to the RaspberryPi. The dataset of the woman is created during 

profile creation. The live image for the authentication is captured in a real-time 

environment using OpenCV, SciPy, Scikit learns, and other related python libraries. 

Firstly these libraries are installed on the RaspberryPi, which captures the image using 

PiCamera. The image will be stored only till the authentication is not performed. Once 

the authentication is performed, the signal is sent to the recommendation system.  

At the fog layer, the user's authentication is initially performed with the individual's 

face through a recognition authentication server. This server is installed at the fog 

server, which calls the stored information about the woman from cloud storage, then 

applies the logic to compare the credentials before starting any pre-processing data. The 

fog node is created with Raspberry Pi. The cloud server sends the user credentials in 

encrypted form, which the fog server first decrypt and then compares the provided 

credentials with the stored ones. If the credentials are found matched, it further starts 

its task of pre-processing data. Still, if it is found to be unauthenticated, it triggers an 

error message and immediately discards the collected data. 

3.4 Results and Discussion 

The sensors discussed in the previous section are attached to microcontrollers to obtain 

results. This section addressed the output generated by the sensors in a real-time 

environment. The results are obtained using the cloud server of ThingSpeak. 

ThingSpeak is an IoT analytics service that allows aggregating, visualizing, and 

analyzing live data streams in the cloud. This service provides instant visualizations of 

the data you send to ThingSpeak. Online data analysis and processing may be done 

using ThingSpeak's MATLAB code execution feature. ThingSpeak is a popular tool for 

developing prototypes and proof-of-concept IoT devices that need analytics.  

Rest APIs and MQTT may be used to deliver data straight to ThingSpeak from any 

internet-connected device. Several cloud-to-cloud connectors allow ThingSpeak to 

receive sensor data across LoRaWAN, 4G/3G cellular connections, and the Libelium 
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Meshlium gateway. Using ThingSpeak, we can store and analyze data in the cloud 

without setting up web servers. If you want to get email notifications based on data 

flowing from your linked devices, then we can do that, as well. Figures 3-12 to 3-15 

show the results generated through MATLAB 2017b after categorizing the markers 

from a video. 

 

Figure 3-11Systolic Blood Pressure 

Figure 3-11 shows the Systolic Blood Pressure (SBP) results at a specific period. Again, 

the blood pressure sensor generates the output in a real-time environment.   

 

Figure 3-12Diastolic Blood Pressure 

Figure 3-12 shows the Diastolic Blood Pressure (DBP) results at a specific period. 

Again, the blood pressure sensor generates the output in a real-time environment.   
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Figure 3-13Beats Per  Minute 

Figure 3-13 shows the Beats Per Minute(BPM) results at a specific time period. The 

pulse oximeter sensor generates the output in a real-time environment.   

 

Figure 3-14ECG sensor Output 

Figure 3-8 shows the ECG results at a specific period. Again, the ECG sensor generates 

the output in a real-time environment.  

3.5 Comparative Analysis 

Table 3-1 shows the comparison between the existing pregnancy healthcare system with 

the feature of the presented pregnancy healthcare system. 
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Table 3-1Comparative Analysis of Pregnancy Healthcare System 

Study Description Features Offered Research Gap 

 

Wang 

Tao[207] 

 

It includes a pregnancy 

ring that captures the 

health data of women 

and sends it to an 

intelligent mobile 

terminal that compares 

the collected data with a 

predefined limit range 

and if the data lies 

outside the range it 

displays the alert 

message 

The ring includes 

Temperature 

Sensor, Blood 

Pressure Sensor, 

Heartbeat Sensor, 

and Pedometer. 

Intelligent 

Terminal includes 

Data Receiving, 

Data processing, 

memory, display, 

and alarm module. 

1. No method to 

mentioned to transmit 

data from the ring to a 

mobile intelligent 

system 

2. Only heartbeat, blood 

pressure, the 

temperature is 

detected in this 

system, and alerting is 

displayed on an 

intelligent terminal 

system not sent to the 

cloud or other servers 

for further processing. 

Yanhui, 

Tianchi 

[208] 

 

It is a smart wristband 

like a normal health 

wristband that measures 

the health parameters 

and displays it to the 

display of it. 

Temperature 

Sensor, Heart Rate 

Sensor, Air Quality 

Sensor, LCD 

1. Does not attach to the 

cloud devices 

2. Does not provide 

Real-time 

suggestions. 

Na et 

al.[209]   

The System measures 

the humidity, or 

temperature of the 

environment as well as 

the body of women and 

uses an air conditioner 

infrared emitter to make 

Temperature 

Sensor, Humidity 

Sensors, Air 

Conditioning 

Infrared emitter 

sensor, and a 

processor. 

1. Does not measure the 

health parameter of 

the baby as well as 

women. 

2. Does not attach to the 

cloud devices 
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Study Description Features Offered Research Gap 

an accurate environment 

around women. 

3. Does not provide 

Real-time 

suggestions. 

Kai and 

Xin 

[210] 

 

These systems are used 

for hospitals and capture 

data from ECG, Blood 

oxygen detector, or 

clinical information 

uploaded to the cloud 

server 

It uses intelligent 

systems, cloud 

servers, and 

Bluetooth 

technology to 

transfer data. 

1. Processor data gave 

by ECG.  

2. Cannot be used 

anywhere 

3. Uses slow-speed 

Bluetooth 

technology. 

4. Does not measure 

other health 

parameters of women 

like temperature, 

stress level, or the 

health of the baby in 

the womb. 

5. Does not provide real-

time suggestions 

5according to the 

health conditions.  

Yan and  

Yuzhao 

[211] 

  

The system discussed 

the server that acquires 

data on pregnant women 

by using different 

instruments like blood 

test machines, ECG, or 

other facilities available 

in maternal care centers. 

It also includes data 

Data Acquisition 

module, Data 

Processing Module, 

Data Application 

Server. 

1. Li6mited 

functionality to the 

hospitals.  

2. Does not discuss the 

method to transfer the 

data from different 

devices to the server. 
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Study Description Features Offered Research Gap 

processing and 

application servers to 

store or process data. 

3. Does not capable to 

provide real-time 

health suggestions.  

 Yan et 

al. [212] 

 

The system uses an 

ECG machine, smart 

terminal, Cloud Server, 

Fetal Heart rate, and 

Oxygen saturation 

detection system that 

capture and sends data 

to the cloud servers. 

Cloud servers receive 

information from 

maternity hospitals’ 

laboratory tests. 

ECG machine, 

Fetal Heart 

detector, Oxygen 

Saturation,  

1. Its scope is limited to 

hospitals and cannot 

be used with 

portability. 

2. It can store data and 

the capturing of data 

is performed using the 

ECG or other health 

monitoring devices 

available to the 

hospitals.  

3. It is not capable to 

send real-time 

suggestions to the 

women as well as 

family or doctors.  

Jang 

[213] 

It uses a test strip 

obtained from the urine 

of the pregnant woman 

buried in yaw test paper 

to analyze the health 

variation of the women. 

In this system personal 

health care device is 

provided to the women 

which women need to 

insert the strip to further 

Uses a strip to test 

urine and Bluetooth 

to transfer data to 

the smart devices 

1. Does not 

connected to the 

cloud servers. 

2. It needs a strip to 

analyze data from 

urine.  

3. It is not capable to 

send real-time 

suggestions to the 

women as well as 

family or doctors. 
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Study Description Features Offered Research Gap 

analysis and data is 

transferred to the smart 

devices using Bluetooth 

technology. 

Lee et al. 

[214] 

It uses a stethoscope to 

hear the heart rate of the 

fatal and uses a 

temperature sensor to 

create a bit pattern of the 

fatal rate. It uses a MIC 

or speaker to hear the 

fetal heart rate  

Stethoscope, 

Temperature 

sensor, MIC, 

Speaker, display 

1. Its scope is 

limited to 

hospitals and 

cannot be used 

with portability. 

2. It can be used to 

detect fetal heart 

rate only.  

3. It is not capable to 

send real-time 

suggestions to the 

women as well as 

family or doctors. 

4. Does not capable 

to send data to 

cloud servers. 

 

3.6 Summary  

The chapter focused on the pregnancy E-healthcare kit which captures the health-

related data of the pregnant woman in a real-time environment. The chapter started with 

a discussion of the E-Healthcare system and its importance then moves toward the 

proposed system E-Healthcare system which specifies the number of layers used in the 

presented system and the working of these layers. Further, the chapter discussed the 

implementation of the customized E-Healthcare kit along with its specification and the 

sensor information that is used in the presented kit. Finally, the chapter compared the 
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proposed kit with the existing healthcare systems available for pregnant woman and 

found that the presented system is very useful in the terms of utilization.  
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This chapter proposes an intelligent algorithm to analyze the real-time data captured 

through the E-Healthcare Kit. First, the data is analyzed through a machine learning 

algorithm. Further, the capture proposes the ensemble-based machine learning 

technique, which proved highly efficient in accuracy with a minimum error rate.   

4.1 Methodology & Implementation 

The major reason for the proposed algorithm is to monitor the health conditions of the 

pregnant woman and predict the chances of a cesarean at an early stage so that the 

required health-related services are provided on time. The system uses the classification 

approach to predict the outcome of the healthcare dataset. To obtain an accurate 

prediction, an optimized algorithm is proposed. We combine two different 

classification algorithms, i.e. XGBoost and Random Forest, to improve the accuracy of 

the prediction The process of prediction is performed in different steps as demonstrated 

in Figure 4-1: 

 

Figure 4-1Process of Ensembling 

As shown in the above figure, the ensembling is done to predict the cesarean chances.  

4.1.1 Dataset Description 

The dataset was generated from the E-healthcare kit created in the present system. The 

dataset contains 1262 entries with no missing values. The dataset was collected from 

the real-time environment through an E-Healthcare kit under the supervision of Dr. 

Kawal and Dr. Jagdish. There are seven attributes in the dataset, as shown in Table 4-1. 

Chapter 4  

Developing intelligent algorithms to process and analyze the 

real time data captured through E-Healthcare kit. 
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Table 4-1: Attributes of the dataset 

Attribute Name Description Possible Values Assigned Values 

Age The current age of 

the pregnant 

woman 

17-40 - 

Delivery Number The current 

pregnancy number 

1-4 - 

Delivery Time The previous 

delivery has taken 

which time  

Timely, Premature, 

Late 

0-2 

Systolic Blood 

Pressure 

The Systolic blood 

pressure of the 

pregnant woman 

120-200 - 

Diastolic Blood 

Pressure 

The Diastolic 

Blood Pressure of 

the pregnant 

woman 

60-120  

Heart Problem If the woman has 

any existing heart 

problem or not 

Present or not 

present 

0-1 

Caesarean(Target) Cesarean Chance 0-1 - 

 

The above-stated dataset attributes are non-null and have the same data types.   
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The stated dataset description related to counting, mean, median, mode, and 

percentiles is represented in Table 4-2.  

Table 4-2 Dataset Description 

Attribute Count Mean Standard 

Deviation 

Min 25% 50% 75% Max 

Age 1262.0 28.909667 6.486471 17.0 23.00 29.0 34.0 40.0 

Delivery 

Number 

1262.0 2.449287 1.115195 1.0 1.00 2.0 3.0 4.0 

Systolic 

Blood 

Pressure 

1262.0 159.908082 23.557434 120.0 140.00 160.5 180.0 200.0 

Diastolic 

Blood 

Pressure 

1262.0 90.072900 17.407813 60.0 75.25 90.0 105.0 120.0 

Heart 

Problem 

1262.0 0.500000 0.500198 0.0 0.00 0.5 1.0 1.0 

Caesarian 1262.0 0.514263 0.499995 0.0 0.00 1.0 1.0 1.0 

 

The distribution of the dataset’s attributes is shown in figures Figure 4-2 to 4-7.  

Figure 4-2, represents the age distribution of the woman dataset. The woman between 

the ages of 17 to 40 was taken into consideration for testing of an E-Healthcare kit. 



71 

 

 

Figure 4-2Distribution of the age attribute values 

Figure 4-3, represents the number of babies delivered already by the women taken into 

consideration. The woman who delivered a minimum of one baby and a maximum of 

4 taken into consideration for identification of their health conditions.  

 

Figure 4-3Delivery Number 

Figure 4-4, represents the systolic blood pressure level of the pregnant women during 

observation. The minimum systolic blood pressure level found was 120 and the 

maximum systolic blood pressure level found was 200 
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Figure 4-4Systolic Blood Pressure 

Figure 4-5, represents the diastolic blood pressure level of the pregnant women during 

observation. The minimum diastolic blood pressure level found was 60 and the 

maximum systolic blood pressure level found was 120. 

 

 

Figure 4-5Diastolic Blood Pressure 

Figure 4-6, represents the heart problem existence in pregnant women during 

observation. This parameter only has the value 0 or 1 in which 0 means a woman does 

not have a heart problem whereas, 1 represents a woman who has a heart problem. 
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Figure 4-6Heart Problem 

Figure 4-7, represents whether the previous delivery was cesarean or not for pregnant 

women under observation. This parameter only has the value 0 or 1 in which 0 means 

a woman does not have a cesarean previously whereas, 1 represents a woman who had 

a cesarean previously. 

 

Figure 4-7Caesarian 

The correlation between the dataset parameters is shown in Figure 4-8. From the 

correlation matrix, we found that all attributes have a negative correlation with each 

other, which states that an increase in the value of one attribute leads to increased 

chances of cesarean (outcome 1).  
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Figure 4-8 Correlation Matrix 

4.1.2 Classification Methods 

The method KNN, Decision Tree, Support Vector Clustering, Random Forest, and 

XGBoost, models are implemented using Python. Moreover, for prediction, we divide 

the dataset into 80% for the training dataset and 20% for the testing dataset. The 

methods are identified based on the true positive rate(TPR) and false positive rate(FPR). 

TPR is the correct prediction of positive class whereas FPR is the probability of falsely 

rejecting the null hypothesis. TPR and FPR are both considered the best measure of 

accuracy prediction for healthcare data.  

4.1.2.1 KNN 

K-Nearest Neighbor(kNN) algorithm is the most preferable and widely used algorithm 

for machine learning and data mining. kNN is widely used to solve various problems, 

including regression, classification, or imputation of missing values. The main principle 

of kNN is to predict the test data label based on the major classes of k similar training 

points from the dataset. The kNN was applied to the collected dataset with random 

neighbor choices ranging from 5 to 50. The cross-validation parameter is set to 10, with 

the refit parameter set to True. As per the calculated result, the best score was 52.28%, 

with an accuracy of 63.33%, respectively. The obtained results are tuned based on ten 
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neighbors. The result of true positive and false positive rates obtained by applying kNN 

is shown in Figure 4-9 

 

Figure 4-9kNN Receiver Operating Characteristic 

The Mean Absolute Error(MAE) value obtained from testing and prediction of the 

dataset is 5.1%, whereas Mean Squared Error (MSE) was 5.33%. 

4.1.2.2 Decision Tree 

Decision trees are considered a powerful tool for prediction using classification 

techniques. It is represented as a tree structure like a flow chart in which the test is 

performed on the attribute defined as the internal node while the tree branch describes 

the test outcome. Moreover, the leaf nodes of the tree represent the predicted class 

labels. The decision tree is applied to the collected dataset with max_depth=9. The 

cross-validation parameter is set to 10, with the refit parameter set to True. As per the 

calculated result, the best score was 51.33%, with an accuracy of 71.36%, respectively. 

The result of the true positive and false positive rate obtained by applying the decision 

tree is shown in Figure 4-10 
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Figure 4-10Decision Tree Reciever Operating Characteristic 

The Mean Absolute Error (MAE) value obtained from testing and prediction of the 

dataset is 4.8%, whereas Mean Squared Error (MSE) was 5.6%. 

4.1.2.3 Support Vector Clustering 

By utilizing a kernel function, data points in SVC are translated from the data domain 

into the high-dimensional feature domain. The approach uses the Support Vector 

Domain Description algorithm to find the smallest sphere that encompasses the 

picture of the data in the kernel's feature space. These outlines may be seen in the 

dataset when the sphere is translated back into data space. This way, SVC assigns the 

points included inside each contour to a particular cluster. The SVC is applied to the 

collected dataset with gamma=0.1. The cross-validation parameter is set to 10, with the 

refit parameter set to True. As per the calculated result, the best score was 50.84%, with 

an accuracy of 50.84%, respectively. The result of true positive and false positive rates 

obtained by applying SVC is shown in Figure 4-11. 
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Figure 4-11SVC Receiver Operating Characteristic 

The Mean Absolute Error (MAE) value obtained from testing and prediction of the 

dataset is 5%, whereas Mean Squared Error (MSE) was 5%. 

4.1.2.4 Random Forest 

Random forest is one of the most popular machine learning algorithms that solve 

regression and classification problems.   It is based on an ensemble-based machine 

learning approach that integrates several classifiers to solve complex problems. It offers 

solutions to many complicated issues related to different fields including, business, 

education, and healthcare industries. Random forest is used as a base classifier for the 

proposed technique, which allows the ensemble of several decision trees to predict the 

results. The algorithm is trained based on the bagging aggregation technique. The 

training set T=((X1, Y1),(X2, Y2)…(Xn, Yn)) make k vectors, 𝑋 ∈ 𝐴 where A is a set 

of the numerical observations and 𝑌 ∈ 𝐵 where B refers to the set of labeled classes. 

The classifier 𝐴 → 𝐵 needs to be mapped in the classification problem. Every tress 

classifies a new input vector which yields some classification results. Random forest is 

based on the binary classification of the subtrees based on the samples taken from 

training set T and selects A’s subset randomly. The Random Forest is applied to the 

collected dataset with max_depth =3. The cross-validation parameter is set to 10, with 
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the refit parameter set to True. As per the calculated result, the best score was 52.22%, 

with an accuracy of 65.71%, respectively. The result of true positive and false positive 

rates obtained by applying random forest is shown in Figure 4-12. 

 

Figure 4-12Random Forest Receiver Operating Characteristic 

The Mean Absolute Error (MAE) value obtained from testing and prediction of the 

dataset is 5%, whereas Mean Squared Error (MSE) was 5%. 

4.1.2.5 XGBoost 

The XGBoost(Extreme Gradient Boosting) is an ensemble machine learning approach 

based on a decision tree and utilizes a gradient boosting framework. It predicts 

preference ratings by attention semantic vectors based on aspects. XGBoost is based on 

gradient boosting used for different complex tasks, including distributed computing, 

GPU training, and parallel processing. Furthermore, XGBoost is based on supervised 

learning, which uses training data ai to get the target value bi. XGBoost is mainly 

considered for the optimization of principles and machine learning systems. It provides 

a highly accurate, portable, or scalable solution to the problem. XGBoost is mainly 

known for its high performance and speed. XGBoost enhances the functionality of 

gradient boosting by optimizing the system and strengthening the algorithm. It applies 

to medium-scale structured data. The XGBoost applied to the collected dataset with 
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max_depth =4. The cross-validation parameter is set to 10, with the refit parameter set 

to True. As per the calculated result, the best score was 53.22%, with an accuracy of 

79.68%, respectively. The result of true positive and false positive rates obtained by 

applying random forest is shown in Figure 4-13. 

 

Figure 4-13XGBoost Receiver Operating Characteristic 

The Mean Absolute Error (MAE) value obtained from testing and prediction of the 

dataset is 5%, whereas Mean Squared Error (MSE) was 5.4%. 

4.1.3 Proposed Algorithm 

The presented system is based on the combination of Random Forest and XGBoost 

(XGBRF) for classifying the dataset, which gives high efficiency. In addition, random 

forest generates several decision trees at the training stage. Finally, to predict the final 

labeled classes, the prediction outcome of intermediate trees is pooled to predict the 

final result. The bagging process applies to the random forest to train the classifiers.  

Bagging continuously (𝜏 𝑡𝑖𝑚𝑒𝑠) takes the random sample from the training set 𝐴 =

{𝐴1, 𝐴2, … , 𝐴𝑛} with response set 𝐵 = {𝐵1, 𝐵2, … , 𝐵𝑛}  and fit trees 𝑓𝑡, to these samples 

for 𝑏 = 1 … 𝜏. A simple majority vote can take the predictions of all classification trees 

on A' for unseen data. Mathematically, it can be presented as: 

𝑓 =
1

𝜏
∑ 𝑓𝑡(𝐴′)

𝜏

𝑏=1
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Moreover, the uncertainty in the prediction can be calculated using the standard 

deviation of all regression trees 𝐴′.   

𝜎 =
√∑ (𝑓𝑡 (𝐴′

) − 𝑓̂)
2

𝜏
𝑏=1

𝜏 − 1
 

 

Moreover, XGBoost is based on boosting algorithm. Therefore, the algorithm XGBoost 

combined with random forest will improve the system's performance and accuracy. 

XGBRF hybrid ensemble method is used to classify healthcare data to predict the 

outcome of the cesarean. The major benefit offered by XGBRF is the accuracy and 

stability of the results. It also overcomes the problem of over-fitting. The input of the 

pre-trained dataset is provided to boost the model. The output of the boosting is used to 

construct different forest trees. The bootstrap sample size must be the same as that of 

the samples used for training the dataset.  Every tree extends to a large depth without 

pruning. 

Algorithm 2 is the prediction of cesarean chances through the health parameters of the 

pregnant woman.   

Algorithm2: Prediction Algorithm 

Input: Collected labeled dataset  

Step1: Initialise 𝑓(𝑥)
0  

Step2: for p=1 to P do: 

               for t=1 to T do: 

                     Create vector 𝜃𝑖  and weight 𝑤𝑝(𝑖) 

                     𝑆𝑡 ← 𝑏𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 𝑆𝑎𝑚𝑝𝑙𝑒(𝑆) 

                     𝐶𝑡 ← 𝑏𝑢𝑖𝑙𝑑 𝑡𝑟𝑒𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 (𝑆𝑡, 𝜃𝑡)  

                End for 

             End for  

Step3: Return a hypothesis based on voting  

Step4: Calculate 𝑔𝑘 =
𝜕𝐿(𝑦,𝑓)

𝜕𝑓
 and ℎ𝑘 =

𝜕2𝐿(𝑦,𝑓)

𝜕𝑓2   

Step5: Calculate leaf weight 𝑊∗ = −
𝐺

𝐻
 and Base Learner 𝑏(𝑥) = ∑ 𝑤𝐼𝑇

𝑗=1  



81 

 

Step6: Add forest 𝑓𝑘(𝑥) = 𝑓𝑘−1(𝑥) + 𝑏(𝑥)  

Step7:  𝐴 =
1

2
[

𝐺𝐿
2

𝐻𝐿
+

𝐺𝑅
2

𝐻𝑅
+

𝐺2

𝐻
] 

 

Algorithm2 demonstrates the working of the proposed algorithm. The algorithm works 

for iterations P, and in every iteration p, the t tree is taken from the set of trees T to 

build the classifier 𝐶𝑡. The algorithm starts by taking data from biomedical sensors in 

textual form. The algorithm filters the dataset and classifies the data based on health 

parameters systolic blood pressure, diastolic blood pressure, and heart rate. 𝑓(𝑥)
0  is the 

initial root vector based on which we need to create the tree for the classification. Based 

on this initial value the residuals are calculated. For every data point p, we need to 

create tree t recursively. The similarity index from the left and right nodes of the trees 

𝐺𝐿
2

𝐻𝐿
+

𝐺𝑅
2

𝐻𝑅
. This similarity index allows to creation gain A factor from the model. 

4.2 Results and Discussion 

To predict the accuracy of the proposed algorithm, we apply simulation using 

Python. The result of the prediction is obtained as shown in Figure 4-14.  

 

Figure 4-14Proposed Algorithm Prediction 

The proposed algorithm describes the accuracy of 98.12% and MAE at 4.3% and 

MSE at 3.4%   

4.3 Comparative Analysis 

This section presents the comparison of the proposed pregnancy healthcare system with 
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existing related studies. As stated in the previous sections, health is the crucial 

parameter as several attributes are associated. Moreover, the present study discussed 

the different concepts compared to the several state-of-the-art studies that present the 

system's overall efficiency.  The comparative analysis is shown in Table 4-3 

Table 4-3Comparative analysis of the proposed system with existing studies. 

Parameters Moreira et 

al.,[186] 

Abdullah et al., 

[215] 

Omesh et 

al., [216] 

Oti et al., 

[217] 

Proposed 

System 

Domain-

Specific 

Depression 

prediction in 

Pregnancy 

Telemonitoring 

the health of the 

pregnant 

woman 

Health 

monitoring 

pregnant 

woman 

Stress 

monitoring of 

Pregnant 

Women 

Health 

Parameter of 

pregnant 

Woman 

Focused Area Emotions of 

a Pregnant 

Woman 

Fetal rate, body 

temperature 

Heartbeat Heart rate 

vulnerability 

High Blood 

Pressures 

impacts 

Sensing 

Technology 

Used 

Machine 

Learning 

IoT IoT IoT and Edge 

computing 

IoT 

Data 

Classification 

Model Used 

Decision 

Tree 

Not Applicable Not 

Applicable 

K Means 

clustering 

Physiological 

(Blood 

Pressure, 

Heartbeat, 

Pulse Rate) 

Atmospheric 

pollution 

Data 

Extraction 

Dataset Sensors directly Not 

Applicable 

Not 

Applicable 

Heterogenous 

Information 

Mining 

Analytics Not Applicable Location-

based 

Classification Decision-

based mining 

Data Storage Not 

Applicable 

Cloud Database Cloud Cloud and 

MySql 

Output 

presentation 

No Yes Yes Yes Yes 

Security 

Mechanism 

No No No No Yes 
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 Domain Specific parameters discuss the information regarding the healthcare 

domain based on which the study is carried out. Furthermore, the discussion 

about the information related to the proposed system in the healthcare domain 

is presented.  

 The focused Area parameter discussed deep information about healthcare-

focused by the existing studies and proposed study.  The parameter mainly 

discussed the influence of the studies in the pregnancy healthcare industry.  

 Sensing technology parameter presents healthcare data at the core of the 

research. Therefore, it is critical to find out 

 The data classification model parameter presents information about the specific 

category of data classifier model implemented in different studies for effective 

vulnerability determination, as stated in the preceding sections concerning the 

efficacy of healthcare data categorization before vulnerability assessment. 

 In the data extraction parameter for the evaluation of the effectiveness of the 

system with feature extraction technique for heterogeneous data. This 

parameter compares the presented system with comparative research based on 

the feature extraction mechanism. 

 The technique of data mining is implemented on continuous data extraction 

from the database for realizing real-time healthcare assessment. Henceforth, it 

becomes an important parameter for analyzing the proposed model based on 

the underneath data mining technology indulged for data extraction. 

 The data storage parameter presents data that has been saved in the database 

for evaluation. In other words, it includes the details of the data storage strategy 

that researchers have employed to store real-time heterogeneous health-related 

data. 

 The output presentation parameter compares the suggested model to existing 

research in the field based on the output result presented to the target user. It 

will also provide information about the health-on-health care user interface for 

evaluating user health. 

 Security mechanism presents appropriate security measures for the acquired 

data containing personal health information. In addition, this parameter 
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includes details on the various security approaches used by researchers to 

protect healthcare data. 
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5.1 Introduction 

The recommendation system is working at the cloud and end-user layers. It is 

responsible for providing real-time health suggestions to a pregnant woman. Figure 

Figure 5-1 shows the typical working of the recommendation system 

 

Figure 5-1Recommendation Model 

The recommendation system as shown in Figure 5-1 likewise works as the "go-

between" for the sensor design and the database. The associations with sensors for the 

application layer will shift from client to client, yet this layer can force and drive 

significant information from and to the database. There will be various types of uses 

given the introduced sensors and the client's need; everyone decided through the 

application age process. Necessities and plan contemplations are examined in the 

accompanying passages. The application's client should be thought about, and the 

interface should be outlined around that. Multifaceted nature should be limited for the 

patient, and expansive-hued catches should be given as one contrasting option to those 

not used to utilizing portable applications. The interface should be tab-based to support 

assist modules and guarantee that the application can be extended without the stress of 

an aggregate overhaul. A notice framework ought to be incorporated. This makes the 

Chapter 5  

Designing and development of a recommendation system to 

the pregnant women and physician. 
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shading coding a well-being plan and could likewise be dreamy to use messages. Email 

cautions might be a need for the patient may probably read a perpetual email than a 

little warning on their telephone. The patient's application layer ought to be propelled 

enough to give an extensive picture of the specific patient's well-being. Diagrams and 

outlines ought to be given that is anything but difficult to peruse and introduce pertinent 

data exactly and predictably. Diagrams may likewise be available in the patient 

application for individual utilization, however with a few information clouded full 

Physician-persistent data cover isn't wanted. The Physician application is completely 

extraordinary. It ought to be anything but difficult to utilize, yet client acknowledgment 

isn't as imperative a core interest. More catches and highlights can be utilized and the 

GUI might be more "crude." The Physician application should have a reliable client 

involvement with the patient application. 

At last, the Physician application ought to consider examining different information 

focuses on numerous patients and an audit of patient history. The connectors in this 

piece of engineering are essentially associating the gadgets with the portable design and 

an association with the database that transmits the data pulled from the sensor gadgets. 

The subtle elements of the connectors are limited as the transmission is going from the 

sensors to the database. Nothing is put away locally aside from on account of a blackout, 

and after that, information is reserved, however later erased after transmission. 

5.2 Methodology & Implementation 

The proposed recommendation system uses Python as a tool and Django as a 

framework. These both have powerful functionality as by using python, we can create 

any smart application. In contrast, we can create web applications that have smart 

functionality and are created with lesser LOC by using Django. The proposed 

recommendation system is based on different panels. This section discussed these 

panels' purpose and work and how these panels perform in interaction with the other 

panels.  

5.2.1 Main Panel 

The main panel is represented in Figure 5-2. This is the main website starting point 

from where all the users of the system can move to any other part of the application.  



87 

 

 

 

Figure 5-2Main Panel 

The purpose of the main panel is to provide information regarding the Tech Preg: 

Pregnancy Healthcare system and also about the members of the system. The main 

panel has a navigation bar at the top to move to the different pages of the web 

application. 

5.2.2 About Us 

The about us page is represented in Figure 5-3. The page represented the information 

regarding the team members associated with the proposed system. The page is static 
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and is used to provide only static information about the team so that users can have 

information regarding the creator of the proposed system 

 

 

Figure 5-3About team 
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5.2.3 Login Panel 

 

Figure 5-4Login Panel 

The login panel as shown in Figure 5-4  is created for the authenticity of the user. 

Four users can log in to the system including, admin, user, hospital, and doctor. 

a. Admin Panel: Admin panel is created to create different roles in the system. From 

the admin panel what features a specific user can access about the system is 

decided. Through this panel, we can have access to the database as a whole. 

b. User Panel: This is the patient’s panel from where the patient can monitor their 

health conditions and directly log in to the system for connecting with the doctors. 

The patient needs to fill in all information about her health, her feeling, her mood, 

or her previous pregnancy history in one place. This information will be used by 

doctors to identify the health condition and prediction of depression or other health 

issues in women’s bodies. 

c. Doctor’s Panel: This panel is utilized by doctors to get the complete health 

information of their patients in one place. Doctors can get a historical profile of 

the patient, her present health conditions, and the prediction result of chances to 

get any issues during or post pregnancy. 

d. Hospital Panel: This panel is used by hospitals to enter their doctor's and patients' 

conditions or the observation found about the patient during regular checkups. 

This panel helps hospitals to manage their staff and maintain the health profile of 
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the patient. Also using this panel doctors can maintain the tests to refer to the 

pregnant women during pregnancy and can store the reports of the test.  

5.2.4 Signup Page 

To use the recommendation system, the user first needs to register to the system by 

providing their information. The signup panel shows in Figure 5-5. Using the signup 

page four types of users can register to the system i.e. Hospitals, Users (patients), 

Doctors, and Admin.  

 

Figure 5-5Signup Panel 

a. Admin Panel: Admin panel is created to create different roles in the system. From 

the admin panel what features specific users can access about the system is 

decided. Through this panel, we can have access to the database as a whole. Using 

this panel we can create more than one admin to manage access and provide roles 

to the other users of the system. 

b. User Panel: This is the patient’s panel from where the patient can monitor their 

health conditions and directly log in to the system for connecting with the doctors. 

The patient needs to fill in all information about her health, her feeling, her mood, 

or her previous pregnancy history in one place. This information will be used by 

doctors to identify the health condition and prediction of depression or other health 

issues in women’s bodies. 
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c. Doctor’s Panel: This panel is utilized by doctors to get the complete health 

information of their patients in one place. Doctors can get a historical profile of 

the patient, her present health conditions, and the prediction result of chances to 

get any issues during or post pregnancy. 

d. Hospital Panel: This panel is used by hospitals to enter their doctors' and 

patients' conditions or the observation found about the patient during regular 

checkups. This panel helps hospitals to manage their staff and maintain the 

health profile of the patient. Also using this panel doctors can maintain the tests 

that refer to pregnant women during pregnancy and can store the reports of the 

test also. 

5.2.5 Admin Panel 

Once the admin authenticity is approved through login, the admin will get the screen as 

shown in Figure 5-6. The homepage provides the current time and local weather as per 

his location. The digital clock is created using JavaScript and the weather forecasting 

is performed using AccuWeather API. On the left side, there is a navigation bar through 

which the admin can set different roles for the user or set values to several options. This 

panel plays a great role in offering a dynamic environment in the recommendation 

system. As the new feature needs to be introduced in any panel, it can be done through 

the Admin panel only. 

 

Figure 5-6Admin Homepage 
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5.2.5.1 Security Questions 

The security question form as shown in Figure 5-7 is created for providing security 

questions and health-related questions to the patient panel. It is asking one entry from 

the Admin the question which needs to be asked from the user and the other entry is a 

description that specifies for what purpose the question needs to be asked from the user.  

 

Figure 5-7Security questions 

5.2.5.2 Add Relation 

The add-relation form as shown in Figure 5-8 allows the admin to add the type of 

relation the user can select in their disease history or contact person form. This further 

will allows the doctors to retrieve the health history of the pregnant woman so that 

necessary actions can be taken to save the infant from any hereditary disease. 
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Figure 5-8Add Relation 

5.2.5.3 Add Diagnosis Information 

Add diagnosis information form as shown in Figure 5-9, allows the admin to add which 

kind of disease information is necessary to take from pregnant women to know about 

hereditary health issues. This information will be entered by the patient from the user’s 

panel. 

 

Figure 5-9Add diagnosis information 

5.2.5.4 Add Hospital Type 

Add Hospital Type form as Figure 5-10 offer provisioning for different types of hospital 

register. The created web application allows hospitals to directly register themselves or 
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the hospitals can be registered by any third party bodies. By registration, only the 

hospital staff can use the system. 

 

Figure 5-10 Add Hospital Type 

5.2.5.5 Add country information 

Add country information form as shown in Figure 5-11 allow admin to permit users 

from only those countries which are entered here. The user, hospitals, and doctors only 

belong to those countries offered by the admin and can register themselves in the 

created application.  

 

Figure 5-11Add country information 

5.2.5.6 Add state information 

Add state information form as shown in Figure 5-12 allow admin to permit users from 

only those state as per the country selected which are entered here. The user, hospitals, 
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and doctors who only belongs to those state of the selected countries offered by the 

admin can register themselves in the created application.  

 

Figure 5-12Add State Information 

5.2.5.7 Add district information 

Add district information form as shown in Figure 5-13 allow admin to permit users 

from only those district as per the country and state selected which are entered here. 

The user, hospitals, and doctors only belong to those districts of the selected state and 

countries offered by admin and can register themselves in the created application.  

 

Figure 5-13Add District Information 

5.2.5.8 Add city information 

Add city information form as shown in Figure 5-14 allow admin to permit users from 

only those cities as per the country, state, and district selected which are entered here. 
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The user, hospitals, and doctors only belong to those districts of the selected state, and 

countries offered by admin can register themselves in the created application.  

 

Figure 5-14 Add City Information 

5.2.6 User Panel(Patient Panel) 

 The user panel is created for the patient to interact with the web application. By using 

this panel the user(patient) can maintain her health profile, review her health conditions, 

get connected with the doctor and monitor her health parameters. The user panel has 

separate web forms discussed below. 

5.2.6.1 Registration Panel 

The user registration panel as shown in Figure 5-15 allows users to register to the 

recommendation system. Only the registered students can get access to the system 

which allows her health monitoring. On the registration page, the basic information 

about the lady is asked regarding her contact information, date of birth, blood group, 

and security questions(retrieve account information if forget at a later stage). 
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Figure 5-15User Registration 

5.2.6.2 Forget password 

The forget password form as shown in Figure 5-16 allow user, hospital, and doctors to 

retrieve passwords from registered email ID. This form is common for all panels to 

retrieve passwords through email. 

 

Figure 5-16Forget Password 
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5.2.6.3 User Home Panel 

The user home panel as shown in Figure 5-18 shows the patient health conditions. The 

form shows the heartbeat, blood pressure, and health monitoring classification. This 

panel shows the recent health data monitored by biomedical sensors. The heart rate 

graph shows the heartbeat and pulse rate of the pregnant woman who logs into the 

system. The blood pressure graph shows the systolic and diastolic blood pressure of the 

woman date-wise. The health condition in the monthly pie chart show on average in a 

month what is the health condition of the pregnant woman. On the left side, the 

navigation panel allows the user to navigate to the user’s panel. 

 

Figure 5-17User Home panel health parameters 

Furthermore, the second part of the home panel as shown in Figure 5-18 displays the 

appointment calendar. In this view, the calendar is automatically maintained as per the 

health conditions monitored regularly or as per the previous checkup the calendar is 

updated by the hospital staff for a further appointments as per the availability of the 

doctor.  
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Figure 5-18 User Home Panel 

5.2.6.4 Book Appointment 

The book appointment form as shown in Figure 5-19 allows the user to book an 

appointment with the doctor whom the pregnant lady wishes to contact during 

pregnancy. The lady first needs to select the country, its respective state, respective 

district, and city. Based on the location the user will get the list of hospitals and clinics 

registered to the tech preg panel and based upon the selected clinic the doctor and his 

available timings are shown which the woman needs to select as per her convenient 

time. Furthermore, the woman needs to enter the reason for an appointment like any 

health issue she is facing or the lady wants to book the appointment for regular 

checkups. This form also displays the appointment history to the user.  
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Figure 5-19Book Appointment 

5.2.6.5 Allergies 

The allergies form as shown in Figure 5-20 allows the user to enter her allergy 

information. This information will allow the doctor to identify which drug or other 

substance does allergy in the woman so that during pregnancy necessary precautions 

can be taken for the reduction of health issues.   
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Figure 5-20 Allergy 

5.2.6.6 Vitals panel 

The vitals form in the user’s panel allows the user to monitor the real-time health 

conditions of the pregnant woman. This form works only if the sensors get connected 

to the web application. It shows real-time blood pressure and heartbeat. Furthermore, 

the form offers recommendations as per the present health parameters monitored 

through the biomedical sensors. 

 

Figure 5-21Health Status 
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5.2.6.7 Basic Health information 

The basic health information form as shown in Figure 5-22, allows user to input their 

personal information. This information takes user information including, body 

dimensions, weight, date of birth, working hours per day, eating habits, drinking or 

smoking habit, health conditions as per feeling, anxiety, depression, or happiness 

emotional conditions of the pregnant woman. This data is taken from the user from 

questionaries, which the user needs to fill in after registration on the portal. This data is 

helpful for the identification of depression or anxiety, or pre-eclampsia prediction. The 

user needs to fill in complete data first once she registers with the system. After the 

creation of the profile, a few question values will be asked from the user again to 

identify the present mental state of the pregnant woman.  
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Figure 5-22Basic Health Information 

 

5.2.6.8 Family Health History 

Family health history form as shown in Figure 5-23 allows the patient to identify the 

health history of her family. This information will be used by doctors to give medication 

to the patient for the reduction of hereditary health issues chances in the infant. This 

information needs to be updated by the lady only once.  
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Figure 5-23Family Health History 

5.2.6.9 Health Tracker 

The health tracker form as shown in Figure 5-24 allows the user to enter data at the end 

of the day. This data includes the weight measured, steps taken, kicks felt, sleeping 

hours, KM walked, and blood sugar rating of the present day. Using this data the health 

conditions of the pregnant woman are classified whether the health condition is normal, 

or critical.  

 

Figure 5-24Health Tracker 

5.2.7 Hospital Panel 

The hospital panel is a complete maternity home management solution. The system 

allows hospitals to manage their doctor’s and patient’s records in a single place with a 

single database. The hospital panel is discussed below: 
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5.2.7.1 Hospital Registration 

The hospital panel started with the registration panel as shown in Figure 5-25. In this 

form, the hospital information is asked who wants to register to the panel. The hospitals 

can only use the panel only after verification from the admin. The form asked for the 

hospital name, address, nodal officer name, contact details, and hospital head person or 

society which is running that hospital. This information is used by the admin to verify 

the hospital information.  

 

 

Figure 5-25Hospital Registration 

5.2.7.2  Hospital Home Panel 

The hospital home panel as shown in Figure 5-26 displays the total number of doctors 

who collaborate with the hospital and the patient under the care of the doctors appointed 
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in the hospital. Furthermore, the digital clock created in JavaScript shows the current 

time, and the weather widget shows the present weather as per the current location. On 

the left-hand side, the navigation panel allows the hospital to move further to the other 

forms of the hospital panel.  

 

Figure 5-26Hospital Home Panel 

5.2.7.3 Doctor Registration 

The doctor registration panel as shown in Figure 5-27 allows the hospital to enter the 

doctor’s information, the OPD timing, specialty, profile information, and login roles 

creation for the doctors. The doctors can be registered directly or by the hospitals 

through this panel.  

 

 

Figure 5-27 Doctor Registration 
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5.2.8 Doctor Panel 

The doctor panel as shown in Figure 5-28, is a single place from where the doctor can 

get the health conditions of all the patients and their profiles in one place. With this 

panel, all information about the patient is just a single click away from the doctor. A 

doctor can directly check his schedule or vitals of the specific patient if not found 

normal. This allows the doctor to directly connect with the patient.  

 

Figure 5-28Doctor's Panel 

5.3 Comparative Analysis 

The comparative analysis of the presented system with the existing application is shown 

in Table 5-1. The comparison of the presented system was performed based on different 

parameters such as Blood Pressure, Heartbeat, pulse rate, weight, health suggestions, 

messages, and health tracking. Based on the comparison it is identified that the 

presented system is more utilized and offers better services to the user. 

  



108 

 

Table 5-1Comparative Analysis of Pregnancy healthcare applications 

App Bellabeat 

Shell 

Bloom 

Life 

Biobands  Qardiobase 

wireless 

smart scale 

& body 

analyzer 

Pregnancy+ Babyscript  Pregnancy++ Ovia 

Pregnancy 

App 

Proposed 

System 

BP          

Heart Beat of 

Women 

         

Pulse rate 

 

 

         

Weight          

Provide 

Real-Time 

Health 

information 

         

Send 

messages 

         

Internet 

Connected 

         

 

5.4 Summary 

The chapter focused on a discussion of a recommendation system that works in a real-

time environment. The system develops in the Django web application development 

framework. The chapter includes information related to the modules or panels created 

in the system and their work. As last, the comparison is made between the different 

applications. Based on the comparison, the presented recommendation was found 

useful for hospitals, doctors, and patients that are using the system.  
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This chapter focuses on analyzing the presented system based on the performance 

analysis of the presented system. The chapter finally, concluded with a comparative 

analysis of the proposed system with the existing systems.  

6.1 Results and Discussion 

Before performing any model construction, the dataset is divided into two parts, in 

which one part contains 80% of training data elements(1009 instances). In contrast, the 

other part contains 20% of the testing dataset (253 instances). As per the empirical 

study, it is recommended to take training and testing dataset ratio as 80% and 20% 

respectively[218]. The performance of the proposed model is evaluated based on 10-

fold cross-validation by which the complete data is randomly divided into ten folds, 

where one fold out of all is provided to the model for validation and the rest k-1 fold 

consumed for training purposes. The final accuracy was further calculated based on all 

intermediate obtained accuracy.  

Table 6-1 describes the calculated results for the efficiency of prediction by the 

proposed optimized algorithm and the other algorithms used for testing purposes. 

Model MAE MSE Accuracy 

kNN 5.1% 5.33% 63.33% 

Decision Tree 4.8% 5.6% 71.36% 

Support Vector 

Clustering  

5% 5% 50% 

Random Forest 5% 5% 65.71% 

XGBoost 5% 5.4% 79.68% 

Proposed 

Algorithm 

4.3% 3.4% 98.12% 

Table 6-1Machine Learning Prediction Results MAE, MSE, Accuracy 

Chapter 6  

Performance Evaluation 
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The table depicts the calculated Mean Absolute Error (MAE), Mean Squared Error 

(MSE), and the accuracy obtained from other models and the proposed methodology. 

The comparison between different algorithms includes KNN, Decision Tree, Support 

Vector Clustering, Random Forest, XGBoost, and the proposed algorithm.  

6.1.1 Mean Absolute Error 

Mean absolute error (MAE) is defined as the absolute difference between the observed 

outcome and the predicted outcome.  

𝑀𝐴𝐸 = ∑
|𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑡𝑎𝑟𝑔𝑒𝑡 𝑣𝑎𝑙𝑢𝑒|

𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒

𝑛

𝑖=1

 

6.1.2 Mean Squared Error 

Mean squared error (MSE) is defined as the average squared difference between the 

prediction outcome of the model with the target outcome.  

𝑀𝑆𝐸 = ∑(𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑐𝑜𝑚𝑒)2

𝑛

𝑖=1

 

6.1.3 Accuracy 

Accuracy is defined as the fraction of the correct predicted outcome over the total 

number of predictions.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

6.2 Comparative Analysis 

The comparison chart of different algorithms in terms of accuracy is shown in Figure 

6-1. The accuracy prediction specifies that the proposed algorithm offers high accuracy, 

i.e. 98.12%. 
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Figure 6-1Accuracy Prediction 

The comparative analysis of the proposed and existing system's mean absolute 

error(MAE) is represented in Figure 6-2. The proposed system was found to be reliable 

in terms of less MAE. 

 

Figure 6-2MAE Calculated 

The comparative analysis of the proposed and existing system's mean squared 

error(MSE) is represented in Figure 6-2. The proposed system was found to be reliable 

in terms of less MSE. 
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6.3 Summary 

The chapter focused on the discussion of the results obtained from the overall system. 

The chapter discussed the comparative analysis of different existing algorithms with 

the created algorithm. Based on the comparison, it is found that the presented system is 

better in all aspects in the terms of accuracy and utilization.   
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This thesis identifies the usage of the Internet of Things, Fog computing, and Cloud 

computing in the field of healthcare. These technologies when used together, may result 

in a powerful lifesaver system that can reduce maternal health issues even in the 

absence of doctors. The continuous information on a patient’s health can be monitored 

by biomedical sensors. Based on the monitored health parameters, the pregnant 

woman's health is categorized as normal or critical. The presented thesis offers a 

complete healthcare solution for the pregnant woman which monitors her health 

conditions and suggests real-time recommendations based upon the health classes. 

Furthermore, a novel ensembled algorithm is proposed for the system to work 

efficiently in a real-time environment.  

7.1 Conclusion 

An IoT-based pregnancy Healthcare system using fog computing is presented in this 

work. This system comprises three main tasks:  

1) Identification of several health parameters of the pregnant women 

2) Creation of algorithms for the sensors to work collaboratively for health issues 

detection 

3) Provide the recommendations to the woman as per the found healthcare parameters. 

The main focus of this work is to provide health recommendations to pregnant women 

for offering better health services at their doorstep. The novelty of this work is that as 

per the health parameters the pregnant women get suggestions in a real-time 

environment and directly get connected with the doctors remotely. The data is obtained 

by the real-time health monitoring of the women. No pre-trained data is used for 

calculations and capturing information. The system allows us to identify the type of 

recommendation needed to provide the pregnant woman. The health parameters are 

calculated and the categorization of the data is performed based on which the decision 

is taken that recommendation needs to be offered to the pregnant women. The data is 

stored in the database from where the notification is sent to the customized 

Chapter 7 
Conclusion and Future Work 
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recommendation system. Moreover, the woman can store historical information about 

their health and get connected with doctors in a real-time environment.  

7.2 Findings 

 Chapter 3, presents the novel E-healthcare kit created during the research. The 

kit is responsible to monitor the health parameters of the pregnant woman in a 

real-time environment. The kit includes several components and a few 

biomedical sensors are attached to it, for monitoring critical health parameters 

during pregnancy. The main motive for the development of an E-healthcare kit 

is the monitoring of health parameters in the absence of doctors. In this study, a 

Bayesian network is used to classify the health parameters based on continuous 

monitoring. The Bayesian network was found accurate to classify health-related 

data. Furthermore, the fog node implements a novel ensemble-based technique 

to recognize the person wearing the sensor. The deep learning ensemble 

technique is used for authentication so that no person other than a pregnant 

woman can send data to the cloud server. It results in security implementation, 

saving time of processing and space to store monitored data at the cloud server. 

  In chapter 4, an IoT and fog computing-based health monitoring system is 

presented. The system monitors the health parameters of the pregnant woman 

and based on this predicts the chances of a cesarean at the end of the pregnancy. 

For prediction, machine learning-based decision trees, and boosting techniques 

were used. The ensembling of these techniques offers wonderful results in real-

time monitoring. The presented system was compared with other systems in the 

terms of domain, focused area, sensing technology, classification methodology, 

data extraction process, information mining, data storage, output presentation, 

security mechanism, and accuracy. The presented algorithm was found 98.12% 

accurate which proves the system is highly efficient. Furthermore, the presented 

system  

 Chapter 5, describes the implementation of the recommendation system. The 

recommendation system is a web application, created using the Django 

framework including Python as a back-end technology with MySQL database 

connected to the cloud server. The application includes a patient, doctor, and 
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admin panel in which the roles of all panels are different. The patient panel 

shows the health monitoring parameters result and health classification of the 

patient. The doctor panel is used by doctors to get the profile history and present 

health conditions of the pregnant woman. The patient and doctors can get 

contacted each other in real-time from any location. The admin is responsible 

to offer services to the doctors and patients. 

 Chapter 6, describes the testing and validation part of the presented system. The 

presented novel algorithm is compared in the terms of accuracy, MAE and MSE 

with existing techniques like, XGBOOST (MAE=5%, MSE=5.4%, 

accuracy=79.68%), Random Forest(MAE=5%, MSE=5%, accuracy=68.71%), 

Support Vector Clustering(MAE=5%, MSE=5%, accuracy=50%), Decision 

Tree(MAE=4.8%, MSE=5.6%, accuracy=71.36%), and KNN(MAE=5.1%, 

MSE=5.33%, accuracy=63.33%). Whereas, the proposed novel algorithm has 

(MAE=4.3%, MSE=3.4%, accuracy=98.12%) 

7.3 Future Work 

In this work, the health-related parameters of the pregnant woman are captured and 

real-time health suggestions are provided. Due to ever-increasing attention in the 

advancement of the healthcare domain, several health monitoring applications and 

products are available in the market for users. By considering the sensitive nature of 

healthcare, the future direction of the research is divided into two domains: 

1. Depression Prediction and precaution system:  The study can be extended to 

predict postpartum depression in women in the pregnancy phase. This kind of 

depression may be occurred due to many reasons like body weakness, first-time 

child care, health issues, etc. The depression issue may lead to the variation of 

several vitals in the woman’s body which may cause harmful effects on the 

mother or infant who is taking breast feed.  

2. Security and privacy: The study can be further extended to improve security 

concerns of data transmission over the network. Furthermore, the system can 

become more portable with the utilization of mobile-based applications through 

which the health conditions of women can be monitored easily and efficiently.  
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