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ABSTRACT 

To monitor disaster situations or reach hard-to-reach areas, new wireless 

communication mechanisms have gained much attention in recent years because 

of their extensive range of aerial technologies, which is a kind of new technology 

or configuration. FANETs or flying ad hoc networks are related to a kind of ad 

hoc network configuration that consists of unmanned aerial vehicles (UAVs).  

Based on the collected images and sending them to a base ground station, UAVs 

are operated and helped monitor a particular area in a method termed as UAV- 

to-ground (U2G) communication. 

A particular vehicle ad hoc network (VANET) and mobile ad hoc network  

(MANET) can be considered as FANET. Various distinctive challenges of 

design have been included in the FANETs, although they have common 

characteristics. Compared to the MANET and VANET, each node’s degree of 

mobility is much higher in the FANET. The speed with the value of 30-460 km/h 

has included in UAV. From moment to moment, the UAVs’ locations can change 

in other words. Among UAVs, the links are destroyed and established 

intermittently. By comparing with the VANET and MANET topologies, the 

FANET topology has been changed more frequently due to the higher value of 

the degree of mobility. A problem of link variation is resulted by the UAV 

network topology, which quickly changes the changes. In addition to these, the 

packet loss, latency, and control signaling overhead have increased by the 

changes in frequent topology. The mobility of multi-UAV systems could impact 

the flight plan changes, various UAV formations, and fast and sharp UAV 

movements directly in multi-UAV applications. 

The standard requirements have involved all applications of FANETs, and they 

should faster the usage of multi-hop communications throughout the aerial 

nodes. For example, Helicopters, Aircraft, UAVs, etc. The applications of 

FANET's rely on the following categories like collaborations of UAV-to- 

VANET, multi-UAV cooperation, and UAV-to-Ground tasks. For providing an 

optimal and appropriate solution, several UAVs will perform a specific task 

cooperatively. The scope of this work considers the cooperation of multi-UAV 

in various improved applications like tracking and monitoring disaster 

situations, target detection, and accurate geographic localization. While 
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differentiating between the divisions of FANETs, many concerns might appear 

that discuss earlier underline. 

In this thesis, discusses implementing unmanned aerial vehicles (UAVs) for  

various civil and military areas by creating flying ad-hoc networks (FANETs) 

as recent applications include remotely aerial nodes. Adaptable, reliable, and 

delay-bounded communications among UAVs are required in FANETs due to 

the rapidly changing topology and increased number of UAVs by maintaining 

the desired network with quality services. In a FANET, routing of data between 

UAVs is a severe challenge, not the same as the MANETs with low portability  

mobility conditions. As indicated by topology changes, routing tables must be 

updated dynamically. Most of the existing routing algorithms' metric 

calculations are neglected in FANET to give a dependable correspondence 

between UAVs. Reliability of routes is also a real challenge due to the very high 

mobility in FANET. We have introduced a new routing protocol for FANETs 

that considers the node's current and future values of specific parameters the 

reliable routing path. This proposed routing scheme assigns weight to every 

node in the network by predicting the node's future. Due to this, the 

communicating nodes can establish a reliable path that lasts for a long time. This 

dynamic, future prediction-based routing scheme ensures better data delivery 

with minimum overhead and optimized energy consumption in all conditions 

than traditional routing protocols. The proposed protocol could achieve better  

results than others based on the assessment of simulation results. 
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CHAPTER-1 

INTRODUCTION 

 

1.1 Background 

 

With current industrial developments in electronics, computers, different types 

of devices, and broadcasting systems, it has been possible to develop UAV 

systems. UAVs can be small aircraft, drones, and balloons [1]. It remotely 

controls disaster applications such as saturated and armed and civilian 

applications (rescue operations, forecast fire detection, etc.). Small UAV nodes 

have many advantages compared with large nodes [2]. Multi-UAV System with 

FANET is a network of small UAVs flying autonomously in the air. In FANETs, 

only one node connects with a base station or satellite, and the remaining UAVs 

connect in an ad hoc network mode. High mobility of nodes, efficient routing, 

and identification of neighbor locations are the features of FANETs [3].In some 

critical situations, when the infrastructure communication is not available, using 

FANETs [4]. It requires a good broadcasting architecture, routing protocol, and 

mobility model for robust and reliable communication [10]. FANETs 

Communication architecture provides information about how communication is 

established between the ground base, satellite, and UAV nodes or between UAV 

nodes. In FANETs communication architecture, UAV nodes deliver 

instantaneous announcements in an ad hoc style. It can eliminate the substructure 

requirement and detect the communication range restriction [4]. 

 
 

Figure 1.1: Flying Ad hoc Networks [1] 
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The communication range limitation and efficient communications are the main 

problems, but no chance to provide infrastructure; in such scenarios, FANETs 

communication architecture plays an important role. Compared with centralized 

control, decentralized communication is more convenient for robust and 

effective communication between UAV nodes [10]. 

 
1.1.1 Multi-Layer UAV Ad hoc Network 

 
 

It is a kind of FANET communication, as shown in Fig-1.2. In this network, 

several groups consisting of various UAV nodes shape an ad hoc network within 

every group. One surface is for communication between UAV nodes, and 

another is for interaction among backbone UAV nodes of all linked clusters and 

ground base. Only one UAV node links with the base station, and the remaining 

nodes communicate ad hoc. Not essential to interconnect all groups with the base 

station to exchange data between UAV nodes [4]. This communication 

architecture decreases the broadcasting capacity and calculation on the base 

station [6]. In summary, we need a decentralized architecture for communication 

between multiple UAVs. Finally, this network is more convenient for FANETs. 

 

 
 

Figure 1.2: Multi-Layer UAV Ad hoc Network [25] 

 
 

 

 

 



3  

1.1.2 Advantages of Multi-UAV Systems 

 
● The cost of small UAVs is meager and more efficient than the large UAVs 

● Multi-UAV systems extend operation scalability using FANET more quickly 

than large UAVs; it covers a limited range of operations. 

● Using a single large UAV may fail in a mission; there is no way to continue 

the process, and the mission can stop. However, if we use a multi-UAV 

system, the operation can continue with other UAVs [26]. 

● With the help of small UAVs, missions can be completed faster than large 

UAVs. 

 

1.1.3 Unique Challenges of Multi-UAV Systems 
 

● Compared with a single-UAV system, a multi-UAV system has some unique 

challenges. 

● In both single-UAV and multi-UAV systems, the connection is confirmed 

between the UAV and infrastructure, but the difference is a topology 

variation. In multi-UAV systems, the number of nodes increases. Every time 

the topology changes, the distance between nodes is vast, and link quality 

also changes [30]. 

● Depending on these unique challenges, designing an efficient network 

architecture is a significant problem for data communication in multi-UAV 

systems. Entirely the multi-UAV system relies on an infrastructure-based 

approach. This approach faced many problems, like complicated hardware 

and collection limits among UAVs and base stations. Another clarification 

for multi-UAV systems is FANETs. 

 

1.1.4 Difference between MANET, VANET, and FANET 

 
 

FANET extends from Mobile Ad hoc to Vehicular Ad hoc Networks. There are 

some differences between FANET and traditional networks [32]. 

Mobility: FANET nodes' mobility is very high compared with traditional 

network nodes like MANET and VANET. Mobile Ad hoc and Vehicular Ad hoc 

nodes are near the ground, but FANET nodes fly in the air. 

Topology: FANET network topology changes continuously compared with 

MANET and VANET due to the high mobility nature of UAV nodes 



4  

Distance: The distance between FANET nodes is very high compared with 

MANET and VANET. 

Communication Range: In FANET, the distance between nodes is very long, 

depending on the communication range is longer than in MANET and VANET. 

 

1.2 FANET Routing Protocols 
 
 

The dominant reason for introducing steering procedures is establishing an 

effective network data transfer route [26]. In Flying Ad Hoc Networks, due to 

the nature of UAVs, Always the network topology will be changed [29]. The 

design of an actual steering arrangement for Flying Ad Hoc Networks is an 

essential task, and its process is still under research. In traditional ad hoc 

networks, almost the protocols are developed for MANET and VANET routing 

but cannot apply directly to FANETs because UAVs have some unique features 

[30]. For FANETs routing, some existing procedures have been adapted, and 

specific novel procedures have been suggested [40]. 

FANET protocols are divided into three categories: 

 

Figure 1.3: Classification of Routing Protocols [110] 

 
 

1.2.1 Table-Driven or Proactive Routing Protocols (PRP) 
 

Proactive procedure stores all the steering info in a routing table. In FANET, 

other proactive procedures are not related to each other. The steering procedure 

conveys the newest info of nodes; that is the reason, no need to delay and choose 

the route between transmitter and receiver [39]. When the bandwidth is not used 

efficiently, this will not be suggested for massive transmission systems. 

 

1.2.2 On-Demand or Reactive Routing Protocols (RRP) 
 

These types of routing protocols do not maintain any information regarding 

network topology. They can discover the path from sender to receiver when the 
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source node wants to send data to the receiver. On-demand protocols take more 

time to find a path from sender to receiver. Due to this reason, these type of 

protocols faces high routing overhead problems and high end-to-end delay [26]. 

 

1.2.3 Hybrid Routing Protocols (HRP) 
 

HRPs control the drawbacks of PRP and RRP procedures as RRP needs 

additional time to discover paths, and PRP has routing overhead [37]. In HRP, a 

system distributes into regions; PRP is used for intra-region steering, whereas 

RRP is used for inter-region steering [38]. 

Previous works used different topology-based routing protocols and compared 

every routing protocol with each other to satisfy the requirements of FANETs 

and enhance the performance of FANET applications. However, still, no 

protocol satisfied FANET requirements such as efficient bandwidth, QoS, link 

connection, end-to-end delay, etc. Different routing techniques are available in 

ad hoc networks to relay the data packets strongly [41]. 

 

 

1.3 Comparison of Routing Protocols 
 
 

In PRPs, each node preserves a complete address to the destination, but in the 

RRPs, it establishes a path when it is necessary to relay data [26]. HRPs combine 

both PRPs and RRPs [37] (Table 1.1). 

 

Table 1.1  

Comparison of Routing Protocols 
 
 

Protocol Routing 

Structure 

Periodic 

Updates 

Control 

Overhead 

Route 

Possession 

Delay 

 
Bandwidth 

Proactive Hierarchical 

& Flat 

Yes, Some 

may use 

conditional 

High Less Delay Need More 

Bandwidth 
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Reactive Mostly Flat Some 

nodes may 

require 

periodic 

beacons 

Less Delay is very 

high 

Need Less 

Bandwidth 

Hybrid Flat Yes Average Lower for 

Intra-Zone, 

Higher for 

Inter-Zone 

Need

 Average 

Bandwidth 

 

 

 

1.4  FANET Design Considerations 
 
 

1.4.1 Adaptability 

 
 

Due to the high mobility nature of nodes, the parameters can change during 

operation and continually change their location. In FANET, the distance 

between two nodes is vast and cannot be constant because of operational 

requirements [29]. Because of some reasons like technical problems or attack 

operation problems, some UAVs fail in mission operation. That failure decreases 

the number of UAVs. Maybe that failure mission requires additional UAV 

injection to maintain the network system. Automatically, the injection and 

failure of UAVs may change FANET parameters. Environment conditions and 

flight plan updates are also changing the FANET specifications so that we can 

design FANET with an effective communication architecture and an efficient 

routing protocol to adjust itself in crucial cases against failures. 

 

1.4.2 Scalability 

 
 

Equated with a single-UAV system, the UAV's swarm can increase the 

structure's presentation. FANET extends the scalability of operation [44]. For 

example, in search and rescue operations, the usage of more UAVs gives 

effective performance than single UAVs. 
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1.4.3 Latency 

 
 

In every network, latency is a big challenging issue. UAV ad hoc networks also 

face this problem in different applications. In real-time applications, the data 

must be relay within a specific time. The latency is very high in the routing; it 

raises more problems such as collision, collaboration, etc. MANET/VANET 

routing protocols do not satisfy FANET latency requirements. So, we need to 

develop new routing protocols and algorithms [45-46]. 

 

 

1.4.4 UAV Platform Constraints 

 
 

The weight of hardware and space limitation is platform-associated restrictions 

in FANET design. Weight of hardware means heavy payload. The space 

limitation is significant for mini UAVs [41]. 

 

1.4.5 Bandwidth Requirement 

 
 

The main aim of the FANET application is to transfer the data from the collected 

location to the ground station. For example, in rescue operations, relaying target 

data with strict delay bound from the UAV to the command control center 

requires high bandwidth [34]. Developing an efficient and effective FANET 

routing protocol is needed to meet bandwidth needs. 

 

1.5 Functionality of FANET 
 
 

1.5.1 Scalability Extension of Multi-UAV Operation 

 
 

In a multi-UAV system, every UAV must converse with the ground control 

station or satellite for operation; otherwise cannot operate. However, in FANET, 

no need to communicate all UAVs with the ground base. At least one UAV 

communicates with the ground base, and the remaining will communicate ad hoc 

[5]. In single- UAV and multi-UAV systems use UAV-to-Structure-based 

communication links, but in FANETs, we use UAV-to-UAV communication 

links to extend the operation's scalability. FANET can operate a mission with 
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UAVs even with no communication link with infrastructure. For example, In 

FANET, one UAV cannot connect with the ground base, but no problem, with 

the help of another UAV, we can operate it. 

In Infrastructure-based networks, the communication between nodes is also 

affected due to the environment. For example, obstacles like buildings, 

mountains, or large walls may block the signals to transfer the data between the 

ground base and UAVs, especially in urban areas. However, in FANET, 

operating behind obstacles can also increase the UAV operation range [41]. 

 

1.5.2 Trustworthy Multi-UAV Communication 

 
 

In multi-UAV system operations, continuously the topology changes due to the 

high mobility nature of UAVs in a network. During the operation, the conditions 

may change in a mission. In a multi-UAV system, all UAVs are connected to 

infrastructure; there is no chance to establish an ad hoc network, as illustrated in 

Fig. 1.4a. In some cases, UAVs may discard their connection in multi-UAV 

systems due to problems occurring in the network, such as unknown persons 

entering into the network and taking absolute control into their hands, sudden 

drastic changes occurring in whether etc. [26]. However, in FANET, if one UAV 

fails and gets no problem, we can operate a mission with other UAVs, as shown 

in Fig. 1.4b. This feature increases the reliability of the multi-UAV systems. 

 

 
 

 

 

 

 

 

 

 

 

 

 

(a)                                          (b)                                               

Figure 1.4: Trustworthy communication network using FANET 
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1.5.3 UAV Swarms 

 

UAV Swarm is nothing but a group of small-UAV nodes coordinated together 

to produce a significant result. UAV swarms can handle complex missions with 

the help of coordination for every UAV node in the network. Due to the limited 

payload of small UAVs, it is tough to maintain large and heavy communication 

hardware [30, 41]. 

FANET uses much cheaper and lighter hardware to establish a network 

connection in small UAVs. UAV swarms can complete complex missions 

successfully with the help of FANET communication architecture. 

 

1.5.4 FANET to Decrease Payload and Cost 

 
 

In small UAVs, the payload is very low because small-UAV systems use lighter 

and cheaper hardware to establish a communication network. The payload 

problems occur not only in small UAVs; Higher Altitude UAVs also consider 

 

Payload weights. Multi- UAV systems depend on UAV-to- Infrastructure links, 

every UAV must communicate with a ground station, and it carries higher 

hardware to data communication [41]. However, FANET uses the UAV-to-

Infrastructure link and UAV-to-UAV link; only some UAVs communicate with 

the ground station, and the remaining UAVs can operate with FANET. FANET 

extends the performance of multi-UAV systems. 

 

1.6 Motivation 
 

The routing protocol plays a significant role in communication between UAVs 

in every application of Flying Ad hoc Networks (FANETs). Consequently, a 

well-made interacting model wants to be defined, which permits UAVs to 

communicate with every node so they can organize themselves into a network 

called Flying Ad hoc Network (FANET) [111]. On the other hand, many 

stimulating features are distinguished in the performance of UAVs, which 

should be well-respected, such as their high mobility, their unpredictable 

movements, and their non-uniform distribution over the network, which results 

in frequent topology changes, and therefore, makes the design of FANET 
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routing protocols a highly complex task [83]. As a result, several routing 

protocols are suggested for FANETs trying to deliver contemporary routines, 

avoid packet losses, and to different scenarios and situations. Additionally, due 

to its similarity with MANETs, researchers have considered the probability of 

applying the routing methods used in those environments in FANETs [85]. 

Modifications have been made, but different requirements are overlooked, such 

as the mobility patterns, the energy constraints, the area of deployment, the node 

localization, and the QoS requirements. Consequently, the knowledge of the 

different routing protocols limits and the existing techniques allows us to 

continually develop new routing schemes according to the needs and know 

which near-optimal methods to apply among UAVs in a given situation. 

 

1.7 Research Objective/ Scope of Study 
 

Nowadays, most researchers are interested in working on wireless network 

systems because the reason is that compared with a wired network, the usage of 

a wireless network is very convenient and flexible to carry outside of the 

organizations or offices to complete our work or to give any presentations, etc. 

An ad hoc network is one type of wireless network. It is an autonomous and 

unstructured network. The ad hoc network consists of a collection of mobile 

nodes, and it can relay the data from source to destination without any base 

station. During data transmission, every intermediate node acts as a router. 

The ad hoc network is divided into different types, such as Mobile Ad hoc 

Network (MANET), Vehicular Ad Hoc Network (VANET) and Flying Ad Hoc 

Network (FANET), etc. Most of the research work doing on MANET and 

VANET. Many routing protocols are introduced for these traditional ad hoc 

networks. Less work has been completed on Flying Ad hoc Networks 

(FANETs). 

In FANETs, the existing routing protocols face significant challenges due to 

their dynamic nature. No routing protocol provides a compatible routing to relay 

the data between UAV nodes. Mostly, the research is done on a survey of 

different types of existing routing protocols, various mobility models to control 

the mobility of a UAV node, different types of communication protocols, etc. 

However, it fails to achieve a flexible routing between nodes due to limited 

bandwidth, energy constraints, rate of change of speed, high mobility, etc.  
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This research introduced an adaptive routing protocol to overcome some of the 

frequent limitations in flying ad hoc networks. 

The research work will pass through the following phases to achieve the 

objectives: 

 A broad survey will be conducted to study various existing routing 

protocols, and their performance in FANETs accomplished in extreme 

knowledge of adaptive routing protocol. 

 An Adaptive routing protocol will be proposed based on the knowledge 

and facts obtained from the different phases. The proposed routing 

protocol will discuss performance-related issues and evaluate FANET 

parameters such as end-to-end delay, packet delivery ratio, routing 

overhead, throughput, etc. 

 The proposed routing protocol will be compared with other existing 

protocols against FANET performance parameters. 

 The goal is achieved by considering the following objectives 

1. To study and analyze the existing routing protocols for FANETs. 

2. To design an adaptive routing protocol. 

3. To verify and validate the proposed adaptive routing protocol. 

4. To compare performance aspects. 

       

Chapter 2 provides all the information about routing protocols in ad hoc 

networks. Different Q-learning-based routing protocols are also described—in 

the literature review regarding the routing schemes and algorithms of position-

based and topology-based methods. The chapter also reviews various mobility 

models and zone-based algorithms. 

Chapter 3 deals with PF-WGTR: A predicted future weight-based routing 

scheme that predicts the node's future behavior and dynamically adjusts the 

routing strategy. PF-WGTR assigns weight to every node by incorporating 

several parameters into the AODV routing protocol. The Route (TWGHT) 

Total Weight between the sender and receiver nodes defines as the 

mathematical representation of the following parameters. 

Chapter 4 deals with the EBDPS scheme, a new metric called link steadiness, 

which defines the steadiness of the available link during data communication, 

is introduced in this scheme. The newly introduced link steadiness parameter 
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evaluates the link steadiness of the selected links based the multiple parameters 

like link steadiness, minimum energy drain rate, node closeness, ETX & link 

availability factor. The proposed scheme selects and caches the possible paths 

in the source code. The selected primary path's steadiness is a monitor to reduce 

the possibility of link breakage during packet broadcast. So the packet delivery 

rate is not affected if the link breakage occurs. These selected disjoint paths 

control the number of hops essential for forwarding the info to the destination 

via minimum hops. It achieves energy efficiency during data transmission. The 

proposed scheme of EBDPS provides improved results in end-to-end delay and 

PDR and controls the overhead in the lower or higher mobility of network 

environments. 

Chapter 5 summarizes the results and contributions of this thesis work. The 

future research potential of this research is also stated in this chapter. 

 

1.8  Thesis Contribution 

 

Figure 1.5: Chapter-wise Thesis Organization  
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CHAPTER-2 

LITERATURE REVIEW 

 

2.1 Introduction 
 

Nowadays, ad hoc networks play a vital role in wireless communication. It is a 

temporary network to relay the data between nodes. Ad hoc network is divided into 

different types, such as MANET, VANET & FANET. FANET is a combination of 

MANET and VANET [25]. In FANET, routing is a big challenging issue due to 

unique characteristics like dynamic topology, frequent changes in link quality, 

mobility of UAV nodes, etc. Reliability of routes is also a real challenge due to the 

very high mobility in FANET. The determination of an appropriate path for the 

transmission of data is the primary purpose of routing protocols [26]. 

 

2.2 AODV Based Routing in Ad Hoc Networks 

In this routing protocol, the source node can establish the path from the source 

node to the destination node. The source sends a route request to its neighbor 

nodes, and various messages of route requests might exist in the network. The 

sender node sends a unique request-id to avoid mixing the sender node. Every 

node of the network must relate to route caches in which every one of the routes 

is available. Only one entry for each destination includes AODV, and next-hop 

information to each data communication [85] is stored. Three phases are 

contained in the AODV routing protocol: route maintenance, packet 

transmission, and route discovery. However, the routing message types of 

AODV include route error, route reply, and route request. It may not be practical 

to build direct communication between UAVs to the BS on the ground at 

particular times in extensive coverage areas. Based on the hop-by-hop manner, 

this problem can be overcome, and it requires a routing protocol for discovering 

the efficient path or route from source to destination [86]. It is essential to 

consider the UAV’s mobility and spatial arrangement to determine the 

communication routes. The rearrangement of these routes completes as a result  

of the movement. It will lead to the continuation of interconnection between the 

UAVs. With the increment in the UAVs, the routing should perform 

dynamically, and the delay reduces in delivering data between source and 
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destination nodes [87]. 

In both armed and citizen areas, UAVs have been used extensively. In recent 

years [95], FANETs containing multiple UAVs have been investigated for 

enabling complex submissions that are challenging for using conventional 

mobile ad hoc networks or individual UAVs. The exact and quick data delivery 

is required between UAVs in FANETs for applications such as wildfire 

monitoring and search and rescue operations. Several unique features are 

included in FANETs, such as frequent topology changes, high mobility, and 

challenges in network connectivity [97]. 

For data transmission, the shortest path is used by the reactive routing protocols 

like AODV in the route discovery process. An alternative approach is sought 

only if an active way is broken [98]. Link breakage is caused by frequent route 

discoveries in FANETs, characterized based on high mobility and significantly 

increased overhead [98]. This link failure causes two significant problems. All 

packets transmitted on the broken route have dropped out, and the average packet 

delivery ratio (PDR) has reduced [99]. Until a new way is discovered, the data 

transmission is stopped, and the average end-to-end delay is increased. 

If a UAV wants to engage in communication and the destination location is not 

known, the route discovery is adopted. [101] have discussed determining the 

shortest path to the destination using route discovery. In the route reply (RREP) 

packet, the novelty is that position of the goal is included and shared with all 

intermediate nodes. UAVs exploit the greedy forwarding method if there is a 

disconnection until the destination. As any connectivity factor is considered, the 

chosen path included in the links can be broken quickly as a drawback. Many 

route discoveries result in consuming more energy and resources. 

[102] present an on-demand discovery path to address the issues of UAVs by 

considering the connectivity factor among UAVs. The sequence of UAVs near 

each other is required to establish a robust routing path. As this protocol cannot 

determine various alternative solutions, it cannot deal with sudden link breakages 

on multiple path links. 
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2.3 Cluster-Based Routing in Ad Hoc Networks 

 

[86] utilized the multi-cluster-based approach where a fixed number of UAVs 

are contained in each cluster, and the election of one UAV is considered a CH. 

Among neighboring UAVs, the information message of a node is exchanged 

initially. UAVs are grouped according to the node data "zone ID" field. Each 

node maintains a link quality table in the cluster. Here, the table includes the 

delays, SNR, and distance to the neighbors. According to link quality, CH is 

elected, and a node with the best link quality is chosen as a CH.  

 [87] proposed CBLADSR. According to the factors like the degree of 

connectivity, energy level, and relative velocity, the CHs are elected by 

CBLADSR. For intra-cluster and inter-cluster communications, CBLADSR has 

used short-range and long-range transmission communications correspondingly.  

Zang and Zang proposed an algorithm of mobility prediction clustering [88] for 

UAVs. Each node maintains a neighbor table-hop neighbor. The probability of 

a node that will persist in its table is contained in the neighbor table. With the 

use of a dictionary tree structure, this probability is determined. Using the 

neighbor node’s moment and possibility link expiration time (LET) is 

anticipated. Each node's weight is computed by taking the assistance of degree 

and LET probability of the neighbor. A node that has the highest weight will be 

selected as a CH. 

 

2.4 Reactive Routing in Ad Hoc Networks 

 

If a UAV wants to engage in communication and the destination location is not 

known, the route discovery is adopted. Shirani et al. [103] have discussed 

determining the shortest path to the destination using route discovery. The 

novelty of the route reply (RREP) packet is that the destination’s position is 

included and shared with all intermediate nodes. UAVs exploit the greedy 

forwarding method if there is a disconnection until the goal. As any connectivity 

factor is considered, the chosen path included in the links can be broken quickly 

as a drawback. Many route discoveries result in consuming more energy and 

resources. 

Oubbati et al. [104] present the on-demand discovery path to address the issues 
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of UAVs by considering the connectivity factor among UAVs. The sequence of 

UAVs near each other is required to establish a robust routing path. As this 

protocol cannot determine various alternative solutions, it cannot deal with 

sudden link breakages on multiple path links. Among UAVs, unbalanced energy 

consumption is a severe issue.  

In [105], demonstrated that the network is categorized into clusters, where CH 

is chosen using its members' relative velocity, energy level, and connectivity 

degree. The intra-cluster communications use by member nodes for direct 

communication. Since the residual energy is sufficient for communicating with 

other CHs located are a little far; all communications will be made via the CH. 

The residual energy is minimized as successive communications transit via the 

CH. It will run out of energy faster than other UA, resulting in strategy failure. 

In [106] , focused on minimizing the overhead through the clustering formation 

based on a higher energy level. The dynamic transmission power is considered 

based on the distance that separates the communications of UAVs. For good CH 

selection, clusters are formed using the K-means density (i.e., the neighborhood 

degree). This type of routing protocol is provided better performance for a path-

planned mobility model, not in the case of FANET applications. Other schemes 

have been proposed for particular mobile nodes to overcome the UAV's energy 

constraints. 

 

2.5  Node’s Prediction-Based Routing  

 

In [89-90], the authors have demonstrated the MDA-AODV routing protocol, 

an extension of the AODV protocol. To build the routes with stability and 

efficiency between the source and destination nodes, the intermediate node’s 

speed and direction are used by the MDA-AODV protocol in the route reply and 

route discovery phases.  

To enable a  path between UAVs without compromising efficiency, the authors 

proposed a routing protocol in [93] and adapted and applied it for these situations 

based on the fuzzy system. Based on the most extended durability and best 

connection, the efficient route will be determined by the new routing protocols. 

Thus, the performance of a network will be improved. , But Routing complexity 

and overhead is increased when the UAVs are flying at higher and similar 
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altitude (heights) and directions  

A routing algorithm that integrates both reinforcement learning and fuzzy logic 

algorithms in FANETs was proposed by an author in [85]. By considering the 

successful packet delivery time (SPDT), hop count (HC), energy drain rate, 

residual energy, and transmission rate (TR), the routing path is determined by 

connecting the multiple UAVs. For deriving the reliable links between two UAV 

nodes, a fuzzy system is utilize-learning supports starting with providing a 

reward on the path. Routing overhead is increased in dense networks due to the 

multiple parameter estimation during route discovery. 

 

 

2.6 Research Gap 

 

After reviewing numerous researches regarding FANET routing protocols, the 

following research gaps are identified: 

1. Adapting new paths dynamically is not enough standard for frequent changes 

in topology 

2. Finding a reliable neighbor node is very difficult due to the unique 

characteristics of FANETs. 

3. Most routing protocols are developed for small networks because of 

continuous link failures and congestions. 

4. The QoS is significantly very less with surviving protocols ad hoc networks. 

5. Optimal path determination can be required to handle the routing overhead.



18  

CHAPTER-3 

PF-WGTR: A Predicted Future Weight-based Routing Scheme 

 
 

3.1 Introduction 
 

Nowadays, ad hoc networks play a vital role in wireless communication. It is a 

temporary network to relay the data between nodes. The ad hoc network is 

divided into MANET, VANET & FANET. FANET is a combination of MANET 

and VANET. In FANET, routing is a big challenge due to unique characteristics 

like dynamic topology, frequent link quality changes, mobility of UAV nodes, 

etc. Reliability of routes is also a real challenge due to the very high mobility in 

FANET. In this research work, we have introduced an adaptive routing protocol, 

PF-WGTR - A predicted future weight-based routing scheme for FANETs that 

considers the node's existing and upcoming values of assured parameters to 

determine the reliable routing path. This proposed routing protocol assigns 

weight to every node in the network by calculating the node's future. Depending 

on the predicted future weight of every node in a network, the communicating 

nodes can establish a reliable path that persists for a long time. This adaptive, 

future prediction-based routing scheme ensures better data delivery with 

minimum overhead and optimized energy consumption in all conditions 

compared with the existing routing protocols. The NS-2 simulator compares the 

proposed routing protocol with previous protocols regarding FANET 

parameters. Finally, the simulation results show better performance than the 

existing works. 

3.2 Flying Ad Hoc Networks (FANETs) 

New wireless communication mechanisms have gained much attention in recent 

years because of their extensive range of applications in aerial technologies, a 

kind of new technology or configuration to monitor disaster situations or reach 

hard-to-reach areas. FANETs or flying ad hoc networks are related to a kind of 

configuration of ad hoc networks that consist of unmanned aerial vehicles 

(UAVs). Based on the collected images and sending them to a base ground 

station [73], UAVs are operated and help monitor a particular area in a UAV-to-
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ground (U2G) communication method.  

A unique practice of VANET and MANET can be considered as FANET. 

Various distinctive challenges of design [74] have been included in the FANETs, 

although they have common characteristics. Compared to the MANET and 

VANET [93], each node's degree of mobility is much higher in the FANET. The 

speed with the value of 30-460 km/h has been included in AUAV [75]. From 

moment to moment, the UAVs' locations can be changed. Among UAVs, the 

links are destroyed and established intermittently. 

3.3 Ad hoc On-Demand Distance Vector Routing Protocol 

(AODV) 

 

In this protocol, the source node finds the path for relaying data to the destination 

node. The correspondent node sends a route request message to its nearest 

neighbor nodes; various messages of route requests might have existed in the 

topology. The correspondent node is sent a distinctive request-id to avoid the 

mixing of the correspondent node. In the AODV protocol, each node maintains 

a route cache. Only one entry for each destination is included in AODV, and the 

following hop information to each data communication [82] is stored. Three 

phases are contained in the AODV routing protocol: route maintenance, packet 

transmission, and route discovery [94]. However, the routing message types of 

AODV are included route error, route reply, and route request [95].  

UAV's mobility and spatial management are used to find out the route. The 

rearrangement of these routes is done as a result of the movement. It will lead to 

the continuation of interconnection between the UAVs. With the increment in 

the UAVs, the routing should be performed dynamically, and the delay is 

reduced in delivering data between source and destination nodes [83]. 

 

 

 

 
 

 



20  

3.4 PF-WGTR - A Predicted Future Weight-Based Routing 

Scheme 

 

PF-WGTR assigns weight to every node by incorporating several parameters 

into the AODV routing protocol. The Route (TWGHT) Total Weight between 

the source and destination nodes defines as the mathematical representation of 

the following parameters. 

 Flying Node Current Speed and Rate of Change of Speed 

 Node Flying Direction 

 Link Quality between Nodes 

 

Flying Node Current Speed and Rate of Change of Speed 

 
 

In PF-WGTR assigns weight to every node in a network. During data 

transmission, observes the current speed and variations in a range of current 

speed to calculate the total weight. Depending on the total weight, it predicts the 

future total weight for every node in a given path. In radio communication range, 

observes which node will stay much longer when flying at the same speed, 

Direction, and velocity assigns that total weight and considers such calculations 

are highly desirable conditions. 

 

Vehicle Movement Direction 

 
 

In the range of radio communication, vehicles will stay much longer in the same 

Direction logically. In determining TWR to the target, a direction vector also 

plays an important role. The route selection is determined with a direction 

parameter and will be demonstrated later. 

 
Node Flying Direction 

 
 

A direction vector is used to calculate the total weight to the destination node. The 

route selection can also evaluate the use of a direction parameter. By computing 

the angle between two driving directions, this value can retrieve. 
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Figure 3.1: Flowchart of Proposed System 
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𝑖=1 

 

Link Quality between Nodes 

 
 

In the TWGHT, another parameter is also considered, i.e., the link quality 

between nodes to the route's destination. The quality of a link between the flying 

nodes might impact by the neighboring nodes, obstacles, and buildings in 

FANETs. In the calculation of TWGHT, the factor of link quality must include. 

 
So based on the above parameters, the TWGHT can be defined as follows 

equation (1) 

TWGHT = ∑𝑁 {𝑆𝑛 +| 𝑁𝐻𝑠 − 𝐷𝑁𝑠 | + 𝑅𝑆𝑛 + 𝐷𝑛 + 𝐿𝑄𝑛} (1) 

Here, 𝑆𝑛 denotes node speed, 𝑁𝐻𝑠 &𝐷𝑁𝑠 denote next-hop speed & destination 

node speed, respectively, and 𝑅𝑆𝑛 denotes nodes rate of change of speed, 𝐷𝑛 

denotes direction vector, and 𝐿𝑄𝑛 denotes the parameter of the link quality 

between the source and next-hop node. 

Here, the rate of change in speed is described as the change in velocity ∆𝑣 over 

the change in time ∆𝑡 (the time it took to make that change in velocity ∆𝑣). It is 

used to measure how fast velocity ∆𝑣 changes in meters per second (𝑚⁄𝑠2). The 

rate of change of speed 𝑅𝑆𝑛 can be described as follows. 

∆𝑣 
𝑅𝑆𝑛 =  

 

∆𝑡 

Compared to the destination node, the best next-hop node with the least TWGHT 

includes a similar Direction and speed observed from the above equation. The 

better link quality chooses what exists between a source node and the next-hop 

node. 

By using the above equation, the TWGHT of a node can calculate. FANET has 

the significant characteristic of frequent changes in the topology, and the nodes 

may leave in the next moment in the current topology. To ensure a stable relay 

node relatively that can choose over a period in the future, the node's future 

TWGHT should be considered. Again the following parameters are considered 

for predicting the weight of the nodes for selecting the stable nodes. 



23  

Predict Node Speed 

 
 

During data transmission, consider the shortest time interval between the current 

speed into the variation of the following speed, and that variation treats a 

constant to predict the speed of a node. It can be calculated      as follows equation 

(2) 

𝑃𝑆𝑛 = 𝑆𝑝𝑒𝑒𝑑𝑛 + (
∆𝑣𝑛 ∗ 𝐶𝑈𝑅𝑅𝐸𝑁𝑇_𝑇𝐼𝑀𝐸)                                                  (2) 
∆𝑡 

Here, 𝑃𝑆𝑛 denotes the predicted speed of the node n, 𝑆𝑝𝑒𝑒𝑑𝑛 denotes the current 

speed of the node n, ∆𝑣𝑛 is the node n velocity. 

 

Predict Node Movement and Direction 

 
 

Node flying movement & Direction can calculate as follows equation (3) 

𝑃𝐷𝑛 = 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑛 + (𝑆𝑝𝑒𝑒𝑑𝑛 ∗ 𝐶𝑈𝑅𝑅𝐸𝑁𝑇_𝑇𝐼𝑀𝐸) (3) 

Here, 𝑃𝐷𝑛 denotes predicted the Direction of the node n, 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑛 denotes the 

node's current position n, 𝑆𝑝𝑒𝑒𝑑𝑛 denotes the speed of the node n. 

 
Predict Link Quality between Nodes 

 
 

By using the current coordinate, the node's next coordinate determines, and the 

link quality between vehicles can estimate as mentioned below-equation (4): 

𝐿𝑄𝑛 = 
1 

𝑆𝑖𝑗 
(4) 

We can get the stability index of the link (i, j) based on the node movement as 

follows. 

 

 
 

𝑆𝑖𝑗 = 1 − 
√(𝑖𝑥 − 𝑗𝑥)2 + (𝑖𝑦 − 𝑗𝑦)2 

 
 

𝑟 

Where r is the maximum communication range between the two adjacent nodes; 

(𝑖𝑥, 𝑖𝑦) & (𝑗𝑥, 𝑗𝑦) are the coordinates of nodes i & j, respectively. 

 
Here, 𝐿𝑄𝑛 denotes the link quality of the node n, 𝑟 denotes the radius of the node 

n, and 𝑇𝑟 denotes the maximum transmission range of the node. 
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The node's future TWGHT can estimate through the above calculations and 

estimations. The relay selection rule can be stated as follows in Table 3.1: 

Table 3.1 

The Relay Selection Rule 
 

Node 

TWGHT 

Node 

STATE 

Future 

TWGHT 

Result 

Optimal Unstable Better Select the 

relay 

Optimal Stable Not Better Select the 

relay 

Sub Optimal Unstable Better Select the 

relay 

Sub Optimal Stable Not Better Select the 

relay 

Not Optimal Unstable Not Better Do not 

Select the 
relay 

 
Here, the node’s STATE can state the difference between the node’s current 

TWGHT and future TWGHT. The node's state is STABLE if the difference 

value exceeds the threshold value. Otherwise, it is UNSTABLE. The threshold 

value must be selected based on the above characteristics of the connectivity 

between the node's current weight, the node's state, and predicted future weight. 

 
3.5 Predicted Weight-based Routing Process 

For maintaining a routing, hello messages will be broadcasted by the nodes 

periodically in the AODV protocol. The current TWGHT, state, and future 

TWGHT can compute by the source node with the neighbor node's information 

and select by the relay node. The RREQ message multicast to relay node. The 

RREP message will be sent to the source node along the reverse path when one 

relay node is well-aware of the path to the destination node. The selection of 

multicast RREQ messages and the next relay node has been made if no path is 

found to reach the destination by a relay node. Until determining a route to the 

destination node, this process has continued, or such destination cannot find. 
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3.6 Route Selection 

 

This algorithm calculates speed, continuous variations in the speed, and what is 

the direction of traveling a node from the initial position to the destination. The 

link quality is based on the fixed speed and location of intermediate nodes from 

the source node to the target node for a long time. It depends on these 

considerations, calculating the total weight of every node and predicting future 

speed, Direction, and link quality for every node using current speed, Direction, 

and link quality to estimate the future weight. However, the relay node is selected 

based on the current weight of every node in a network. For example, the weight 

of the next node n+1 is compared to that of the previous node n. Which node has 

less weight than the threshold value to check whether the weight is less than the 

threshold or not? If the value is less than the threshold, compare the future weight 

of a particular node(i.e., either n or n+1) with the current weight and select the 

relay node as either n or n+1.   Repeat the same process for all the network nodes 

to find an adaptive routing path to relay the data between the source and the 

target node. 

Algorithm 

𝑺𝒏 = speed of the Node n;  

𝑅𝑆𝑛 = Rate of Change of Speed for Node n; 

𝐷𝑛 = Direction of the Node n;  

𝑄𝑛= Link Quality of Node n; 

𝑃𝑆𝑛 = Predicted Speed of the Node n;  

𝑃𝐷𝑛 = Predicted Direction of the Node n; 

𝐿𝑄𝑛= Predicted Link Quality of Node n; 

TWGHT = Total Weight of the Node n;  

FWGHT = Future Weight of the Node n;  

for all Nodes n 

Calculate𝑆𝑛, RS𝑛, 𝐷𝑛, 𝑄𝑛 
     Estimate TWGHT  

     Calculate𝑃𝑆𝑛, 𝐿𝑄𝑛 
      Estimate FWGHT  

         end for 
for all Nodes n 

if (𝑇𝑊𝐺𝐻𝑇𝑛 < 𝑇𝑊𝐺𝐻𝑇𝑛+1) 

if ( |𝑇𝑊𝐺𝐻𝑇𝑛 − 𝐹𝑊𝐺𝐻𝑇𝑛 | ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)  

if (𝐹𝑊𝐺𝐻𝑇𝑛 < 𝑇𝑊𝐺𝐻𝑇𝑛) 

relay = n 

         else 

relay = n+1 

                                end if 

                                end if 
      end if      

                                                                                                                                                                                                     end for 
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3.7 Simulation Discussions 

The simulation results of the proposed method PF-WGTR compared with the 

previously existing protocols such as FSQOS and QLF-MOR for analyzing the 

performances. In this work, network simulator NS-2 utilizes the results of the 

proposed method in energy consumption, routing overhead, network 

throughput, delay, and packet delivery ratio. The results demonstrate in detail in 

the below section. 

In the simulation network, deploying 25 flying nodes over the free space network 

area of 1000 × 600 considers where the configuration of nodes is made with 

the IEEE standard of 802.15.4 to cope with the FANET standards. The initial 

energy of 100 joules provides for all nodes communicating with the wireless 

medium. Based on the RWM model, the UAVs move about the network at 

random Directions and speeds. Between the UAVs, UDP agents act as transport 

agents. At the interval of 0.1 ms, the packet size is 1024 bytes within the 

transmission range of 250 m with a simulation time of 100 sec in a network. 

Table 3.2 refers to the simulation table, which includes different parameters. 

 
Table 3.2  

Simulation Table 

 

Parameters and Traffic model Value 

Background Traffic CBR/UDP 

Number of Connections 15 

Packet Size 1024 bytes 

Packet Rate 1.0 

Propagation Type Free Space 

Simulation Time 100 sec 

Simulation Parameters and Network 

Characteristics 

Simulation Version NS-2.35 

MAC & PHY Layer Protocols IEEE 802_15_4 

Transmission Range 250 m 

Propagation Model Two-Ray ground 

Type of Antenna Omni-Antenna 

Parameters used for Mobility Model 

Dimensions of the Simulation Area 1000 m x 600 m 

Number of Mobile Nodes 25 

Mobility Model Random Waypoint 

Traffic Direction Random 
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        Figure 3.2: UAV Initial Deployment, Start to Flying 

 
 

The UAVs are deployed in the network area with the size of 1000 x 1000 and 

represented in figure 3.2. Unique Id is assigned to UAVs for easy identification. 

The nodes can fly (move) across the network area randomly. 

 
 

Figure 3.3: UAVs start transmitting the data to each other using a wireless 

medium 

 

 

 
After deployment, the UAVs randomly start flying (moving) in the network area. 
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The routing protocol establishes the connectivity between the nodes. Nodes start 

transmitting the data of the size of roughly 1020 bytes through the established 

links, as shown in figure 3.3. 

 

Figure 3.4: A data unit of 1020 bytes is shared between the pair of flying UAVs 

through the newly established path 

 
The nodes obtained a new position due to flying and continued the data 

transmission irrespective of their location, as represented in figure 3.4. The 

proposed protocol predicts the node movement, speed, and link quality and 

establishes or maintains the connectivity through reliable nodes, despite the nodes 

moving. 
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Figure 3.5: AODV keeps tracking the routing parameters using control packets 

throughout the communication period 

 
During mobility, it is better to monitor the vital parameters of the nodes to 

maintain uninterrupted connectivity, as shown in figure 3.5. The proposed 

protocol maintains the parameters list by frequently exchanging the control 

packets and updating the routing table periodically despite the nodes' constant 

mobility. 

 

Figure 3.6: Log file of energy consumption of every node during the 

communication period 
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The energy depletion happens in each node when the node participates in the 

network activity. Initially, all nodes are incorporated with equal energy, and the 

energy starts depleting for every activity the node performs. The node should 

possess a decent amount of energy to participate in the activity. Here log file is 

represented in figure 3.6. 

 

Figure 3.7: PREDICTED WEIGHT of every UAV at every round of 

communication concerning proposed routing parameters 

 
The routing table parameters with a predicted weight of each UAV at each 

communication round are displayed in figure 3.7. The link quality, acceleration, 

mobility, and Future Direction of nodes predict by the proposed PF-WGTR 

protocol and the weight assigned to each node. The strategy of future prediction-

based weight assigning is to ensure the quality nodes selection for data 

transmission and a reliable data path. 
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3.7.1 Comparing the Performance by Varying Simulation time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.8: Performance on Delay 
 

The end-to-end delay versus simulation time for the proposed protocol is 

displayed in figure 3.8. The minimum delay is provided by the proposed method 

PF- WGTR compared to the previous techniques QLF-MOR and FSQOS due to 

delivering data to the target node within the estimated time. The shortest and 

interference-free path is always chosen by considering vital parameters such as 

link quality, acceleration, and speed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9: Energy Consumption 
 

The energy consumption vs. simulation time graph is displayed in figure 3.9. 

The results show high energy efficiency achieved with the PF-WGTR than 

DELAY PERFORMANCE 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

 

FSQOS 

QLF-MOR 

PF-WGTR 

25 50 75 100 
Time (s) 

ENERGY CONSUMPTION 

16 

14 

12 

10 

 

 

 

 

 

FSQOS 

QLF-MOR 

 

 
PF-WGTR 

25 50 75 100 

Time (s) 

D
e
la

y
 (

m
s)

 
E

n
e
r
g

y
 (

j)
 



32  

the previously proposed methods like QLF-MOR and FSQOS. It will happen due 

to the reduction of improper retransmission of data by the shortest and interrupt-

free paths. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10: Network Throughput 
 

The throughput vs. simulation time for a network represents in figure 3.10. The 

proposed protocol improves the network throughput by transmitting the 

information through the optimal and reliable path for the entire communication 

period. The simulation results show higher throughput for the proposed 

technique PF-WGTR than the other methods like FSQOS and QLF-MOR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.11: Routing Overhead 

 

The simulation results of routing overhead vs. simulation time illustrate in figure 

3.11. Based on the performance comparison graph, the reduced overhead 
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achieves with the proposed protocol PF-WGTR compared to the existing 

protocols like QLF-MOR and FSQOS. It is due to the selection of a reliable path 

by predicting the future behavior of a node. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.12: Packet Delivery Ratio 

 
The packet delivery ratio vs. simulation time illustrates in figure 3.12. A high 

PDR rate achieves with the proposed protocol PF-WGTR than the previous 

protocols like QLF-MOR and FSQOS. It is possible to choose the reliable and 

optimal path to consider factors that impact the delivery rate of data 

transmission. 

 

3.7.2 Comparing the Performance by Varying Mean Speed Value 

The flying speed is adjusted from 2 to 8 ms for every flying node to evaluate the 

proposed algorithm's performance, reliability & stability under different speed 

conditions. The network area remains the same for the network, and the nodes 

are flying in different directions. 
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Figure 3.13: Mean Speed vs. Routing Overhead 

 
Table 3.3 

Mean Speed vs. Routing Overhead 

 
Speed (ms) PF-WGTR QLF-MOR FSQOS 

2 11 27 37 

4 33 54 62 

6 52 75 85 

8 60 80    100 

 

 
The routing overhead vs. mean speed for a proposed protocol illustrates in Figure 

3.13. The graph shows a lower overhead for PF-WGTR than for existing 

methods like QLF-MOR and FS-QoS. The low overhead is possible because 

predicting the nodes' future weight leads to maintaining a stable path for a more 

extended period. In the existing protocols, the variable speed affects the 

selection of a stable path. 

 
 

 
 

80 
 

60 
 

40 
 

20 
 

 

    

Speed (ms) 

FS-QOS QLF-MOR PF-WGTR 

O
v

er
h

ea
d
 (

%
) 



35  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 3.14: Mean Speed vs. Packet Delivery Ratio 

 
Table 3.4 

Mean Speed vs. Packet Delivery Ratio 
 

 

The packet delivery ratio vs. mean speed describes in Figure 3.14. In a proposed 

protocol, the PDR is not affected positively by the variable speed of flying nodes. 

Hence, the data packets can deliver at a higher rate using a proposed method PF-

WGTR compared to the existing techniques like QLF-MOR and FSQOS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15: Mean Speed vs. Throughput 
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Table 3.5 

Mean Speed vs. Throughput 

 
Speed (ms) PF-WGTR QLF-MOR FSQOS 

2 146 142 137 

4        150 145 140 

6 153 148 143 

8       156 149 145 

 

The proposed algorithm and other existing methods simulation results of mean 

speed vs. throughput have shown in Figure 3.15. The proposed method's 

increased throughput provides despite the nodes flying in the high-speed mode. 

The throughput rate improves with the prediction property that prolongs the 

nodes' connectivity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.16: Mean Speed vs. Energy Consumption 

 
 

Table 3.6 

Mean Speed vs. Energy Consumption 

 
Speed (ms) PF-WGTR QLF-MOR FSQOS 

2 0.1 0.16 0.27 

4 0.21 0.33 0.43 

6 0.5 0.67 0.76 

8 0.65 0.81 1.05 
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The comparison of mean speed and energy consumption of a proposed algorithm 

PF-WGTR is displayed in Figure 3.16. The lower consumption of energy results 

in a proposed protocol due to the prediction of a future node weight that leads to 

an improved network lifetime. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.17: Mean Speed vs. End to End Delay 

 
 

Table 3.7 

Mean Speed vs. End to End Delay 

 
Speed (ms) PF-WGTR QLF-MOR FSQOS 

2 18 19 20 

4 42 56 61 

6 60 76 100 

8 80 110 123 

 

The end-to-end delay compares with the mean speed, which displays in Figure 

3.17. The proposed algorithm shows a reduced end-to-end delay than the 

existing ones, such as QLF-MOR and FSQOS. Due to the longer duration of 

connectivity, the end-to-end delay reduces. 

 

3.7.3 Performance Comparison by Changing Amount of Nodes 

 
The network size increased from 25 to 100 with random node placement, and 

the flying speed of the node was maintained between 2 to 8 ms. The network 

size remains the same for the entire run time. A random waypoint model is used 

to determine the flying Direction of the nodes. 
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The number of nodes with delay, energy consumption, routing overhead, packet 

delivery ratio, and throughput for a proposed protocol PF- WGTR and other 

existing methods like QLF-MOR and FSQOS are illustrated in Figures 3.18-

3.22, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.18: Number of Nodes vs. Delay 

 

 
Table 3.8 

End-to-End Delay 

 
NODES PF-WGTR QLF-MOR FSQOS 

25 69 85 93 

50 71 87 98 

75 71 88 99 

100 72 90 99 

120 

100 

  80 

  60 

  40 

  20 

 

25 50 75 100 

No.of Nodes 

FSQOS QLF-MOR PF-WGTR 

D
el

ay
 (

m
s)

 



39  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 3.19: Number of Nodes vs. Energy Consumption 
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Energy Consumption 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 3.20: Number of Nodes vs. Routing Overhead 
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Table 3.10 

Routing Overhead 
 

NODES PF-WGTR QLF-MOR FSQOS 

25 73 81 90 

50 73 82 91 

75 74 82 91 

100 74 83 92 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.21: Number of Nodes vs. Packet Delivery Ratio 

Table 3.11 

Packet Delivery Ratio 
 

No. of 

Nodes 

PF-WGTR QLF-MOR FSQOS 

25 94.6 90.3 85.3 

50 96 92.1 88.8 

75 97.1 93.3 90.1 

100 97.5 94.8 92.0 
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Figure 3.22: Number of Nodes vs. Throughput 

 

 
Table 3.12 

Throughput 
 

NODES PF-WGTR QLF-MOR FSQOS 

25 168 161 154 

50 180 172 159 

75 185 174 166 

100 188 177 168 

 
 

3.7.4 Performance Comparison of Beacon-enabled Vs. Beacon-Less 

Networks: 

Beacon or hello packets must be broadcast frequently to select a route correctly. 

The collisions with data packet and transmission delay will result in a high 

beacon frequency, i.e., high overhead. Also, the FANET implemented as a 

beacon less depends on the application. 

The simulation results of beacon MSGs have been compared with throughput, 

packet delivery ratio, routing overhead, energy consumption, and end-to-end 

delay for a proposed method shown in Figures 3.23-3.27correspondingly. 
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Figure 3.23: Beacon MSGs vs. End-to-End Delay 

 
 

Table 3.13 

Beacon MSGs vs. End-to-End Delay 
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 3.24: Beacon MSGs vs. Energy Consumption 
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Table 3.14 

Beacon MSGs vs. Energy Consumption 
 

No. of 

Nodes 

BEACON- 

ENABLED 

BEACON-LESS 

25 8.91 9.66 

50 9.51 10.01 

75 9.9 10.56 

100 10.25 11.01 

 

 

  
 

         

     

         

     

     

     

     

 

 

 

 

 
Figure 3.25: Beacon MSGs vs.  Routing Overhead 

 

 

 
Table 3.15 

Beacon MSGs vs. Routing Overhead 
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Figure 3.26: Beacon MSGs vs. Packet Delivery Ratio 

 

 
 

Table 3.16 

Beacon MSGs vs. Packet Delivery Ratio 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 3.27: Beacon MSGs vs.Throughput  
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Table 3.17 

Beacon MSGs vs. Throughput 
 

No. of 

Nodes 

BEACON- 

ENABLED 

BEACON-LESS 

25 179 174 

50 181 178 

75 183 180 

100 187 182 

 

 

 

3.8 Comparison of Routing Protocols  

 
Most of the existing routing protocols face a problem considering an essential 

parameter: energy consumption due to its limited battery life. However, in our 

research, we considered the parameter energy consumption to give a better result with 

the help of our proposed routing protocol. The proposed routing protocol, Predicted 

Future Weight-based Routing Scheme, compared with existing routing protocols 

QLF-MOR and FSQOS in terms of FANET performance parameters such as end-to-

end delay, energy consumption, network throughput, etc. by varying simulation time, 

speed of a node and number of nodes in a network topology. The comparison results 

in a proposed protocol giving better accuracy than existing protocols. Table 3.18 

show the following. 

 

Table 3.18  

Comparison of Routing Protocols 

 
Routing 

Protocol 

Varying Simulation Time Varying Speed Varying No. of Nodes 
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PF-

WGTR 

70 10  168 78 95 80 0.65 156 60 86 72 11.29 188 0.074 97.5 

QLF-

MOR 

85 13 160 87 90 110 0.81 149 80 72 90 14.02 177 0.083 94.8 

FSQOS 93 15 153 90 85 123 1.05 145 100 72 99 16.11 168 0.092 92.0 
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3.9 Conclusion 

FANETs have a unique nature than the other networks. The nodes in the 

FANETs are flying around the deployment area, unlike node mobility in 

MANETs or VANETs. This unique nature of the FANETs makes the 

conventional routing protocols such as AODV do not fit the flying networks. So, 

there is a need for a new routing protocol that can work well according to the 

nodes' flying nature. In this research, a new routing protocol considers the node's 

certain factors like speed, acceleration, link quality, etc. Due to the continuous 

flying of the nodes, there might be frequent modifications in the network 

topology. Each node in the network needs to keep track of it and refresh its 

routing table to have uninterrupted communication. The proposed protocol 

considers the nodes' current factors and predicts the node's future parameters, 

such as speed and rate of change speed, etc., to overcome such problems in 

existing protocols. Based on these predictions, the proposed protocol assigns 

weight to every node, and the routing decision is made according to node weight. 

This routing strategy ensures the transmission path is reliable and interference-

free, resulting in decreased routing overhead and enhanced throughput. 

Compared to the previously proposed protocols, the proposed protocol achieved 

better performance through the simulation results based on the consumption of 

energy, PDR, and other essential parameters. 
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CHAPTER-4 

EDGE-BASED DISJOINT PATH SELECTION SCHEME 

 

4.1 Introduction 

 

In both military and civilian domains, UAVs have been used extensively. In 

recent years [95], FANETs containing multiple UAVs have been investigated 

for enabling complicated applications that are difficult to use conventional 

mobile ad hoc networks or individual UAVs. Precise and prompt data delivery 

is required between UAVs in FANETs for applications such as wildfire 

monitoring and search and rescue operations. Several unique features are 

included in FANETs, such as frequent topology changes, high mobility, and 

challenges in network connectivity [96]. 

 

 

 

 

 

 

 

 

Figure 4.1: Flying Ad Hoc Networks [25] 

Figure 4.1 shows the simplest, most straightforward ad-hoc network. For 

maintaining the link between BS and other sub-UAVs, the part of a gateway 

node is included in the backbone UAV for FANETs. Gateway UAVs will 

consider wireless communication equipment. It can work under the constraints 

of long communication with ground stations, contact with UAVs, low power 

consumption, and high power stations [97]. The same movement patterns, like 

Direction and speed, need to be included in all connected UAVs for FANETs to 

sustain a reliable connection. UAVs can be deployed to accomplish the missions 
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of autonomous aerial surveillance [98]. 

For data transmission, the shortest path is used by the reactive routing protocols 

like AODV in the route discovery process. An alternative approach is sought 

only if an active way is broken [99]. Frequent route discoveries in FANETs 

cause link breakage, characterized based on a high degree of mobility, resulting 

in significantly increased overhead [100]. This link failure causes two significant 

problems. All packets transmitted on the broken route have dropped out, and the 

average packet delivery ratio (PDR) has reduced [101]. Until a new route is 

discovered, the data transmission is stopped, and the average end-to-end delay 

is increased.  

The multiple routes establishment is allowed in the disjoint routing. Every link 

between a source and destination contains a unique set of nodes. Two different 

types of courses are link-disjoint and node-disjoint. The common nodes are not 

included in the node-disjoint paths other than source and destination. Similarly, 

any common link does not include in the link-disjoint paths, but common nodes 

may exist. Compared with the link disjoint links, less effective connections 

result from the lower number of such disjoint routes, although the node-disjoint 

guarantees the link’s failure in case of main interest towards the fault tolerance 

during the path failure [102].In this research, we define a new metric called link 

steadiness, which defines the steadiness of the available link during data 

communication. The factors used to determine the link steadiness are the 

minimum energy drain rate, node closeness, ETX & link availability parameter. 

A new FANET routing protocol is proposed using this new factor known as 

EBDPS: an edge-based disjoint path selection scheme that eliminates the 

redundant path selection and improves the energy efficiency and network 

lifetime. The proposed EBDPS scheme aims to reduce the routing complexity & 

to improve energy efficiency on the links by avoiding redundant path selection 

using an edge-based disjoint path selection scheme. Two different components 

are included in the algorithm, such as route maintenance and route discovery 

process. 

4.1.1 Contribution of the Work 

 In the proposed EBDPS scheme, a new metric called link steadiness, which 

defines the steadiness of the available link during data communication, is 
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introduced in this scheme. 

 The newly introduced link steadiness parameter evaluates the link steadiness 

of the selected links based the multiple parameters like link steadiness, 

minimum energy drain rate, node closeness, ETX & link availability factor. 

 In the proposed scheme, the possible paths are selected and cached in the 

source node, and the steadiness of the selected primary path is constantly 

monitored to reduce the possibility of link breakage during data transmission. 

So the packet delivery rate is not affected if the link breakage occurs. 

 These selected disjoint paths control the number of hops required for 

forwarding the information to the destination via minimum hops. It achieves 

energy efficiency during data transmission. 

 The proposed scheme of EBDPS provides improved delay and packet 

delivery ratio and controls the overhead in the lower or higher mobility of 

network environments. 

4.2  Proposed Framework 

The motive of the proposed EBDPS - an edge-based disjoint path selection 

scheme is to eliminate the redundant path selection and improve the energy 

efficiency and network lifetime. The proposed EBDPS scheme computes stable 

and multiple link disjoint paths based on the proposed link steadiness metric. A 

reliable alternative way is determined by using high steadiness during link 

failure. It is designed primarily for low and high-mobility FANETs and where 

link failures occur frequently. The new parameter of link steadiness is discussed 

for the route maintenance and route discovery of link-disjoint. 

 
Link Steadiness Metric 

 
 

The factors used to determine the link steadiness are minimum energy drain rate, 

node closeness, and ETX & link availability. 
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Table 4.1 

Factors considered in the proposed method 
 

Factors Considered Description 

LST Link Steadiness Factor 

MDR Minimum-Energy Drain Rate 

NC Node Closeness 

ETX Expected Transmission Count 

LA Link Available Factor 
Eres Residual Energy 

DRI Drain Rate Index 
Dij Distance between node i and 

Node j 

R Communication Radius 
df,dr Forward Delivery Ratio & Reverse 

Delivery Ratio 

Tx Transmission Range 

 

 

Let us assume the nodes i and j are in the communication range of each other. 

LSTij refers to the link steadiness between i and j, and it can formulate as an 

integration of the minimum energy drain rate 𝑀𝐷𝑅𝑖𝑗, node closeness 𝑁𝐶𝑖𝑗, ETX 

as 𝐸𝑇𝑋𝑖𝑗 & link availability factor 𝐿𝐴𝑖𝑗 as follows in the equation (1): 

𝐿𝑆𝑇𝑖𝑗 = 𝛼1𝑀𝐷𝑅𝑖𝑗 + 𝛼2𝑁𝐶𝑖𝑗 + 𝛼3𝐸𝑇𝑋𝑖𝑗 + 𝛼4𝐿𝐴𝑖𝑗 (1) 

Where 𝛼1, 𝛼2, 𝛼3 & 𝛼4 indicate the weighting coefficients that constrained by the 

below equation (2): 

𝛼1 + 𝛼2+ 𝛼3 + 𝛼4 = 1 (2) 

The parameters used in the link steadiness estimation process are explained as 

follows: 

 
Minimum Energy Drain Rate 

 
 

The energy dissipation rate is measured at the node's minimum energy drain rate. 

Each node ni monitors the energy consumption through reception, transmission, 

and overhearing activities. The minimum energy drain rate 𝑀𝐷𝑅𝑖, for every t 

seconds, has been computed based on the average energy consumption value, and 

the energy dissipation per second is computed during the past t seconds. The 

remaining energy-based energy-saving mechanisms cannot establish the best 

route every time. The node willing to accept all route requests due to its high 
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residual energy eventually ends with high traffic passing through it. In this case, 

the actual energy consumption is high in that particular node, leading to the sharp 

reduction of battery energy. The node is soon to die of quick exhaustion of 

energy consequently. Introduce the minimum energy drain rate parameter to 

overcome this issue. 

The residual energy and the drain rate index (DRI) are considered for a given 

node based on the minimum energy drain rate for measurement of energy 

dissipation rate. Each node i monitor the energy consumption, and it is caused due 

to transmission, overhearing, and reception activities. The average energy 

consumption is used for estimating the energy drain rate DRI for each t second, 

and the energy consumption per second is estimated based on the past t seconds. 

The previous and newly calculated values have been considered for calculating 

the actual value of 𝐷𝑅𝐼𝑖: 

𝐷𝑅𝐼𝑐𝑢𝑟𝑟, 𝑖 = 𝐷𝑅𝐼𝑖 (𝑡) 

𝐷𝑅𝐼𝑖 (𝑡) = 𝛼 ∗ 𝐷𝑅𝐼𝑖 (𝑡 − 1) + (1 − 𝛼) ∗ 𝐷𝑅𝐼𝑐𝑢𝑟𝑟, 𝑖 (3) 

Finally, the minimum energy drain rate can be estimated based on the available 

energy on the node such as 𝐸𝑟𝑒𝑠 as follows equation (4), 

𝑀𝐷𝑅𝑖𝑗 = 
   𝐸𝑟𝑒𝑠  

𝐷𝑅𝐼𝑖 (𝑡) 
(4) 

 
 

Node Closeness 

 
 

The node closeness 𝑁𝐶𝑖𝑗 indicates the node i and j closeness related to the 

distance between nodes. This node closeness parameter helps to identify the 

node with less distance so that the energy to send the data to longer distances 

could be saved. The greater closeness indicates that closeness of two nodes’ 

movement and the longer time will take for the link breakage. This parameter 

can be represented as follows in equation (5): 

𝑁𝐶𝑖𝑗 =  
𝑅− 𝐷𝑖𝑗 

𝑅 
(5) 
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𝑛 

Where 𝐷𝑖𝑗 represents the two nodes’ Euclidean distance and R is the node’s 

communication radius. The below equation (6) is used to calculate the Euclidean 

distance between nodes i and j: 

𝐷𝑖𝑗 = √(𝑋𝑗(𝑡) − 𝑋𝑖(𝑡))2 + (𝑌𝑗(𝑡) − 𝑌𝑖(𝑡))2 + (𝑍𝑗(𝑡) − 𝑍𝑖(𝑡))2                  (6) 

X, Y, and Z represent the flying coordinates of nodes i and j at time t. 

 
 

ETX 

 
 

Based on the required number of data transmissions for sending a data packet 

through the link, including retransmissions, the ETX of a link is estimated. The 

route ETX is the summation of the ETX for each link in a route. The link's reverse 

and forward delivery ratios calculate the ETX. 

 

The forward delivery ratio 𝑑𝑓 is defined as the measured probability of an arrived 

data packet at the recipient, and the reverse delivery ratio 𝑑𝑟 is the probability of 

successfully received packets. Equation (7) is used for estimating the ETX: 

𝐸𝑇𝑋 = 
1

 
𝑑𝑓 𝑥 𝑑𝑟 

(7) 

 

 

Link Availability Factor 

 
 

The link availability is estimated using the current coordinate and the link quality 

between nodes. It can be represented as follows equation (8). 

𝐿𝑄𝑛 = 
1 

(1− 
𝑅𝑛⁄𝑇𝑥 +1) 

(8) 
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Here, 𝐿𝑄𝑛 denotes the link quality of the node n, 𝑅𝑛 denotes the radius of the 

node n, 𝑇𝑥𝑛, and denotes the maximum transmission range of the node. 

 
Route Discovery 

 
 

The control packet structures are modified to determine the multiple and stable 

link-disjoint paths between source and destination pairs, and two additional 

fields called ini_hop and 𝑳𝑺𝑻 are added. Each routing table entry structure is 

shown in the below figure. The novelty in the route discovery mechanism is that 

every link is estimated with a link steadiness factor which comprises minimum 

energy drain rate, node closeness, & link availability factor. The computed 𝑳𝑺𝑻 

is added to the route discovery mechanism and considered the primary parameter 

for route selection. Since all have estimated the link steadiness metric, it is easier 

for the proposed method to share the 𝑳𝑺𝑻 value with the neighbor nodes during 

the route discovery process. Since LST is the primary route selection parameter, 

it is easier for the source node to select and establish the route based on the 

estimated route stability. 

 

 

 

Figure 4.2: Routing Table Structure in Nodes 

 

Here, min_hop_count indicates all paths' minimum hop count to the same 

destination. The constraint of min_hop_count plus one is not shorter than the 

hop count should satisfy by each path in a route. Otherwise, it leads to routing 

loops. The pre_hop field indicates the previous hop address from the packet 

received; the last_hop is the last hop address to the destination. 

Route discovery is initiated by broadcasting the control packet to the neighbors if 

a source node requires communication with another node for which active routes 

Destination 

min_hop_count 

Expiry Time 

Path List 

 

LST 

hop_count 

next_hop 

last_hop 

pre_hop 
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are not in its routing table. If a new link-disjoint path can provide to the source 

rather than the duplicate packets discarded, the control packets received by the 

intermediate nodes have recorded the information that contains the packet to the 

routing table. Although intermediate nodes can provide a route to the destination, 

they exclude from sending a reply message to the source directly to assure the 

disjoint paths' accuracy. For sending a reply to the source, the destination is only 

qualified. In the case of intermediate nodes, the reverse routes update by the 

destination on receiving a packet. The destination prepares to generate a 

response packet to the source. All arriving response packets will not be replied 

to the node, and those generating a new disjoint path will be replied to the node. 

A different reverse route will be taken to the source by an intermediate node 

when it receives the response packet. An extreme constant route is chosen for 

data broadcast after receiving the response packet by the source node. 

 
Consider the below example for a better explanation of the route discovery 

process. The quantity near the connection represents the connection's steadiness 

𝐿𝑆𝑇 metric. 
 

 
 

 

 

 
 

 

 
 

 

 

 

Figure 4.3: Route Discovery 
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Node C is combined with the converse path, which has the biggest metric if it  

receives the message from neighbor D. A whole path (S-A-C-D-F) is formed by 

transmitting a response message via node A. Some predefined threshold is 

smaller than the corresponding path metric difference if the previously arrived 

metric (0.4) is much smaller than the response copy from node E, which has 

link_st (0.7). Both routes will not achieve good stability when a new response 

packet transmits via the new converse path, ex: C-B-S. These two link-disjoint 

paths’ combinations, like S-B-C-E-F and S-A-C-E-F are shared to maximize 

stability. The response message of 0.7 metric will send via node A and the 

additional message with 0.4 metric will send through node B. 

 
Route Maintenance 

 
 

The proposed link steadiness metric determines the link breakage time in this 

scheme. The parameter of link steadiness is computed with the neighbor for each 

node on the path during data packet transmission. Intimation message generates 

and is sent to the destination through the primary path after the metric value is 

dropped below the threshold. The information about the source, destination, 

sequence number, and link metric below the threshold have been recorded in the 

intimation message. The particular messages carrying an additional flag to the 

source are sent by the destination upon the message reception via different paths 

based on the routing table for detecting all backup paths' steadiness. The source 

has used the path from backup directly to relay the data in case of a significant 

distance than predefined threshold link steadiness, or it is required to initiate the 

route discovery to determine a more reliable path. 

 
4.3 Edge-Based Disjoint Path Selection (Pseudo code) 

 
 

This algorithm calculates all the factors, like link steadiness, minimum energy drain 

rate, expected transmission count, etc., for all the nodes in a network. The calculated 

factors are stored in the routing table and implemented in the route discovery process. 

However, the route is established from the source node to the destination node, and 

the source node broadcasts control packets to the destination node through the 

intermediate nodes and waits for a response. An intermediate node checks whether 
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the received packet is redundant or not; if the packet is not redundant, it is forwarded; 

otherwise, discard the packet.  

 Algorithm 

𝑀𝐷𝑅- Minimum energy drain rate,  

𝑁𝐶-node connectivity,  

𝐸𝑇𝑋-Expected transmission count,  

𝐿𝐴-link availability,  

𝐿𝑆𝑇 – link steadiness metric 

𝑁𝑂𝐷𝐸_𝐿𝑆𝑇 – LST value of the node;  

𝑆𝐸𝐿𝐸𝐶𝑇_𝐿𝑆𝑇 – threshold  

LST value to   select the node; 

𝐷𝐼𝐹𝐹_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷 – Difference of LST value between two response packets 

𝐵𝑅𝐸𝐴𝐾_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷 – Predefined threshold to consider the path is supposed 

to be broken 

 

for all nodes n 

Calculate 𝑀𝐷𝑅, 𝑁𝐶, 𝐸𝑇𝑋, 𝐿𝐴 

          Calculate 𝐿𝑆𝑇 

End for 

Node 𝑛 store 𝐿𝑆𝑇 in the routing table  

Route discovery phase 

𝑆𝑂𝑈𝑅𝐶𝐸 broadcast control packets 

𝐷𝐸𝑆𝑇𝐼𝑁𝐴𝑇𝐼𝑂𝑁 send 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒_𝑝𝑎𝑐𝑘𝑒𝑡 

if 𝑛𝑒𝑤_𝑟𝑒𝑠𝑝𝑜𝑛s𝑒_𝑝a𝑐𝑘𝑒𝑡 

` Intermediate node 𝑛 checks for 𝑁𝑂𝐷𝐸_𝐿𝑆𝑇 

if (𝑁𝑂𝐷𝐸_𝐿𝑆𝑇 > 𝑆𝐸𝐿𝐸𝐶𝑇_𝐿𝑆𝑇) 

Add node 𝑛 into 𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟_𝑙𝑖𝑠𝑡 

End if 

if 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒_𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒_𝑝𝑎𝑐𝑘𝑒𝑡 

if (𝑁𝑂𝐷𝐸_𝐿𝑆𝑇 > 𝐷𝐼𝐹𝐹_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷) 

Add node 𝑛 into 𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑟_𝑙𝑖𝑠𝑡 

else 

Discard the packet 

 

End if 

Route Maintenance Phase 

if (𝑁𝑂𝐷𝐸_𝐿𝑆𝑇   > 𝐵𝑅𝐸𝐴𝐾_𝑇𝐻𝑅𝐸𝑆𝐻𝑂𝐿𝐷) 

𝐷𝐸𝑆𝑇𝐼𝑁𝐴𝑇𝐼𝑂𝑁 Intimate the link breakage 

𝑆𝑂𝑈𝑅𝐶𝐸 Check for 𝐵𝐴𝐶𝐾𝑈𝑃_𝑃𝐴𝑇𝐻 

if 𝐵𝐴𝐶𝐾𝑈𝑃_𝑃𝐴𝑇𝐻 exists 

Retransmit the data through 𝐵𝐴𝐶𝐾𝑈𝑃_𝑃𝐴𝑇𝐻 

 

 

 

 

End if 

 

 

else 

End if 

 

 

Reinitiate the route discovery process 
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4.4  Results and Discussions 
 

The proposed protocol comparative analysis is done with the existing ECAD and 

BIMAC protocols. 25 nodes are considered and placed randomly in the network 

for the simulation requirement. Since our network is FANET, the random 

waypoint model movement was given to the nodes. MAC 

802.15.4 is utilized in order to facilitate the FANET communication property. 

An initial energy capacity of 100J is configured with every node in the network, 

with each node in the Omni-Antenna direction. The CBR (constant bit rate) 

traffic producer is recycled to produce consistent traffic during document 

transmission. UDP carries out data communication as no acknowledgment is 

needed from the receiver node. The protocol implementation is done in NS-2, 

and performance is compared with ECAD and BIMAC protocols. Table 4.2 

represent the simulation table of the network process. 

 

Table 4.2 

Simulation Table 
 
 

Parameter Value 

Number of Nodes 25 

Network Area 1000 x 1000 m2 

Initial Energy 100j 

MAC Type 802_15_4 

Routing Protocol AODV 

Simulation Time 100 s 
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Figure 4.4: Routing Overhead 
 

 

Table 4.3 

Time vs. Routing Overhead 
 

 

Time ECAD BIMAC EBDPS 

20 1.89 1.54 1.26 

40 2.35 2.01 1.40 

60 3.41 3.06 2.30 

80 4.68 4.49 3.01 

100 5.25 5.08 4.25 
 

 

Fig. 4.4 shows the simulation results of routing overhead for the proposed 

algorithm and previous existing techniques. Routing overhead refers to the 

transferred or transmitted total number of packets from one node to another. The 

routing process overhead, packet preparation, and routing table in a node are 

included. Our proposal minimizes the routing overhead by avoiding path 

redundancy and calculating the path steadiness metric. It avoids the selection of 

unstable routes, thus fewer path failures. The simulation results in table 4.3 prove 

that the proposed method reduces the overhead up to 0.12 compared with the 

existing methods. 
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Figure 4.5: Packet Delivery Ratio 

 

 
Table 4.4 

Time vs. Packet Delivery Ratio 
 
 

Time ECAD BIMAC EBDPS 

20 0.9085 0.9369 0.9695 

40 0.9124 0.9430 0.9891 

60 0.9238 0.9497 0.9826 

80 0.9317 0.9548 0.9839 

100 0.9397 0.9635 0.9861 

 

Figure 4.5 displays the results of the PDR for the proposed algorithm EBDPS 

and other previous methods like ECAD and BIMAC. The maximum quantity of 

data packets is reached at the destination node. The efficient route selection 

improves the PDR by selecting the efficient relay nodes. The proposed mechanism 

measures the link stability using the steadiness metric; hence the appropriate 

nodes are only selected for routing. Based on the analysis of simulation results, it 

gives more efficiency than previous algorithms in terms of PDR listed in the 

above table 4.4. 
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Figure 4.6: Throughput 
 

 

Table 4.5  

Time vs. Throughput 
 
 

Time ECAD BIMAC EBDPS 

20 108.56 133.42 144.13 

40 116.87 143.17 151.42 

60 125.78 152.46 165.75 

80 131.20 160.42 171.01 

100 139.05 165.64 177.39 
 

 

 

Fig. 4.6 displays the throughput results of proposed algorithms and existing 

methods. Throughput is the total data units in a system that can be processed for 

a given time. The high throughput rate ensures high data deliverability to the 

intended destination. The quick path change affects the network throughput 

majorly. Our proposal tackled the path change issue by selecting reliable relay 

nodes and estimating every link's steadiness. 

Moreover, the relay nodes are selected based on their steadiness and available 

energy. Due to this, the selected path will be stable for a long time and ensures a 

high data delivery rate. Thus, the proposed method shows better throughput 

results in table 4.5 than the existing ones like ECAD and BIMAC. 
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Figure 4.7: Energy Consumption 

 

 
Table 4.6 

Time vs. Energy Consumption 
 

 

Time 

 

ECAD 

 

BIMAC 

 

EBDPS 

20 5.328 4.954 3.920 

40 4.987 5.480 4.933 

60 6.987 6.540 5.811 

80 7.854 7.510 7.067 

100 8.918 8.70 8.296 
 

 

Fig. 4.7 shows the simulation results of energy consumption for the proposed 

algorithm and previous existing techniques. Maintaining sufficient energy helps 

the UAVs to fly high and longer duration. The UAV's flying ability is directly 

connected to the available energy. The high energy consumption leads to quicker 

energy drain, and they lose their flying capability. The proposal method ensures 

optimized energy utilization by selecting the appropriate relay nodes and avoiding 

path redundancy. By comparing the existing methods of BIMAC and ECAD, the 

proposed method, EBDPS, saves a considerable amount of energy to improve the 

network lifetime it has listed in the above table 4.6. 



62  

 

Figure 4.8: End-to-End Delay 
 

 

Table 4.7 

Time vs. End-to-End Delay 

 
 

Time 

 

ECAD 

 

BIMAC 

 

EBDPS 

20 0.058 0.041 0.025 

40 0.101 0.084 0.068 
 

60 
 

0.187 
 

0.160 
 

0.148 

80 0.345 0.316 0.259 

100 0.421 0.390 0.365 

 

 
 

Fig. 4.8 illustrates the end-to-end delay results of the proposed method, EBDPS. 

Delay is a crucial QoS parameter for forwarding data in a time constraint 

environment. The selection of relay nodes for communication ensures a high data 

delivery rate within the estimated time. Also, considering the link steadiness 

metric provides the participation of stable relay nodes for data communication. 

The simulation shows effective results in table 4.7 in end-to-end delay compared 

to other ECAD and BIMAC. 
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4.5  Comparison of Routing Protocols 

 
The proposed routing protocol, Edge-based Disjoint Path Selection Scheme 

(EBDPS), is compared with the existing routing protocol in terms of QoS 

parameters such as routing overhead, PDR, throughput, energy consumption, 

and end-to-end delay. The proposed protocol outperforms the previous 

protocols. 

 

Table: 4.8  

Comparison of Routing Protocols 

 

Routing 

Protocol 

Performance Parameters 

 Routing 

Overhead 

Packet 

Delivery 

Ratio 

Throughput Energy 

Consumption 

End-

to-End 

Delay 

ECAD 5.25 0.9397 139.05 8.918 0.421 

BIMAC 5.08 0.9635 165.64 8.70 0.390 

EBDPS 4.25 0.9861 177.39 8.296 0.365 

 

4.6 CONCLUSION 

 
The high mobility and frequent topology changes are the primary concern in 

achieving efficiency in FANETs. It includes various challenges, from the 

dynamic topological structure to selecting an effective, reliable relay node 

without redundancy. Redundant link and relay node selection are played a vital 

role in controlling the communication load and energy efficiency. In this work, 

we introduce an EBDPS - an edge-based disjoint path selection scheme, which 

eliminates the redundant path selection and improves the energy efficiency and 

network lifetime. The proposed method uses minimum energy drain rate, node 

closeness, ETX & link availability factor to estimate the link steadiness metric. 

The selected disjoint paths effectively control the communication load and the 

energy efficiency during the data transmission phase. The existing schemes 

outperform the proposed algorithm regarding the end-to-end delay, packet 

delivery ratio, and control overhead in either lower or higher mobility. 



64 

 

CHAPTER -5 

CONCLUSION AND FUTURE SCOPE 

 
FANETs have a unique nature than the other networks. The nodes in the FANETs 

are flying around the deployment area, unlike node mobility in MANETs or 

VANETs. This unique nature of the FANETs makes the conventional routing 

protocols such as AODV do not fit the flying networks. So, there is a need to introduce 

a new routing protocol that can work well according to the node’s flying nature. In 

this research, a new routing protocol considers the node's particular factors like 

speed, variations in speed, link quality, etc. Due to the continuous flying of the nodes, 

each node in the network may need to keep track of it and refresh its routing table to 

have uninterrupted communication. To restrict this hustle, the proposed protocol 

considers the node’s current factors and predicts the node's future parameters, such 

as speed, link quality, etc. Based on these predictions, the proposed protocol assigns 

weight to every node, and the routing decision is made according to node weight. 

This routing strategy ensures the transmission path is reliable and interference-free, 

resulting in decreased routing overhead, reduced energy consumption, and 

enhanced throughput. 

 
The high mobility and frequent topology changes are the primary concern in 

achieving efficiency in FANETs. It includes various challenges, from the dynamic 

topological structure to selecting an effective, reliable relay node without 

redundancy. Redundant link and relay node selection are played a vital role in 

controlling the communication load and energy efficiency. In this work, we 

introduce an EBDPS - an edge-based disjoint path selection scheme, which 

eliminates the redundant path selection and improves the energy efficiency and 

network lifetime. The proposed method uses minimum energy drain rate, node 

closeness, ETX & link availability factor to estimate the link steadiness metric. 

The selected disjoint paths effectively control the communication load and the 

energy efficiency during the relaying data period. The existing schemes outperform 

a proposed methodology regarding the end-to-end delay, routing overhead, and 

packet delivery ratio in either lower or higher mobility. These evaluations will 

enhance the current thesis value and help it t to get acceptance in the industry. 
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The high mobility and the low density of UAVs are the major issues in designing an 

adaptive routing protocol ensuring a robust data exchange between UAVs. These 

issues' severity increases when UAVs move in a 3D space (i.e., at different 

altitudes). Different techniques have been proposed across the literature based on a 

single situation encountered in the network. However, they cannot deal with all 

issues that can be met with a network such as FANET. Consequently, there is a 

severe need to propose new protocols that could deploy the appropriate technique in 

a given situation. 

We have identified the less investigated open research challenges and requirements 

for FANET routing protocols. Moreover, we have provided possible solutions and 

recommended references for scientists who would like to explore more deeply in 

this research area. In conclusion about this work, we can say that FANET routing 

protocols must deal with the fragmentation of the network and the highly dynamic 

topology of the network. As future perspectives, we are currently studying to 

specialize in UAV-assisted concept, which has been less investigated and recently 

has attracted the interest of an actual number of sciences. Moreover, we plan to 

conceive an efficient routing protocol that can be adapted to every situation while 

considering the different studied constraints. 
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