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ABSTRACT 
 

 

 
The term Artificial Intelligence (AI) refers to the intelligence which is man-made. It 

means that it is the technology with the help of which artificial machines can be made 

that can pretend to work like humans without any biological requirement. There are 

various applications of AI such as gaming, intelligent robots, natural language 

processing, pattern recognition, speech recognition, and many more. The main motive 

of AI is to use human intelligence in such a way that machines can use it very easily 

to solve problems from simple to complex levels. 

Machine learning (ML) is the subsector of AI and similarly deep learning (DL) is the 

subsector of ML. These fields provide solutions to various real-life problems including 

healthcare. Healthcare is one of those areas that need proper attention. In healthcare, 

deep learning has applications in medical imaging, electronic health records, 

genomics, drug development, and many more. Convolutional neural networks (CNN) 

and recurrent neural networks (RNN) are two of the deep learning methods utilized for 

disease prediction. Machine learning models are also used for such problems. 

However, there exist some disadvantages of machine learning approaches over deep 

learning approaches. Machine learning approaches are not suitable for very large 

amounts of data having a greater number of dimensions because they may suffer from 

the overfitting problem. 

Among various diseases, cancer is one of the most fatal diseases. However, if it is 

timely detected and treated, it can increase the probability of the patient’s recovery. It 

can be detected after performing various medical tests. But at the same time, this 

requires time, money, and resources. Well-timed detection and treatment of cancer is 

also possible by diagnosing it at the genetic level. A larger number of features, or 

genes, are present in gene expression data despite the small sample size. That is why 

gene expression data suffers from a problem of high dimensionality. This problem 

needs to be handled well for further classification. 

Therefore, this research work has been conducted so that gene expression data can be 

handled properly by reducing the dimensionality of the data and then different types 

of cancer have been classified. To achieve this, the whole research work is done to (1) 
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study and analyze the existing deep learning approaches to address the challenges. (2) 

develop suitable Feature Extraction Method for Cancer Prediction. (3) design the 

hybrid model for cancer prediction using RNN and CNN for gene expression. (4) 

compare and evaluate the proposed hybrid model with existing approaches using 

standard metrics. 

Computational analysis, artificial neural networks (ANN), principal component 

analysis (PCA), fisher analysis (FA), support vector machines (SVM), particle swarm 

optimization (PSO), recurrent neural networks (RNN), lightweight CNN, CNN, long 

short-term memory (LSTM) neural networks, and many more are studied in order to 

meet the first objective. Some of the machine learning methods namely gradient 

boosting, random forest, logistic regression, support vector, and extreme gradient 

boosting (XGB), and deep learning methods such as Visual Geometry Group with 16 

and 19 layers (VGG16 and VGG19), simple RNN, Residual Network with 50 layers 

(ResNet50), LSTM, Inception V3, and gated recurrent unit (GRU) from literature are 

also compared by performing classification on one dataset which consists of 5 different 

classes: LUAD (lung adenocarcinoma), LUSC (lung squamous cell carcinoma), 

UCEC (uterine corpus endometrial carcinoma), BRCA (breast invasive carcinoma), 

and KIRC (kidney renal clear cell carcinoma). 

Among machine learning models, extreme gradient boosting performs the best 

concerning various performance metrics. Among given convolution neural network 

models, VGG16 performs the best and for recurrent neural network models, gated 

recurrent unit performs the best. From the literature, it has been found that deep 

learning models are more effective than machine learning models on gene expression 

data. 

As discussed above, gene expression data suffers from a problem of high 

dimensionality so it must be handled well. So, to tackle this problem, we proposed a 

method known as sandwich stacked bottleneck feature extraction. From the literature, 

it has been found that pre-trained models VGG16 and VGG19 perform better feature 

extraction than other techniques. When the number of samples is less in the dataset 

then pre-trained models are more useful, otherwise, deep learning approaches require 

a large amount of data to get trained. Gene expression data consists of a lesser number 

of samples, so we decided to use pre-trained models for feature extraction. 

The VGG19 model is assembled between two VGG16 models in the proposed 

architecture. The extracted features from VGG16 are passed to VGG19 and then to 
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again VGG16 to extract the most prominent features. The presented feature extractor 

is correlated with current feature extractors namely VGG16, Inception V3, VGG19, 

and ResNet50. Various performance metrics namely accuracy, precision, recall, f1 

score, and mse are used to evaluate the presented method on three different datasets. 

One dataset contains five classes of cancer as mentioned above. Dataset 2 also contains 

five classes of cancer: PRAD (prostate adenocarcinoma), KIRC, LUAD, COAD (colon 

adenocarcinoma), and BRCA. Basal, HER, Luminal_A, Luminal_B, Cell_Line, and 

Normal are the six classes in total that are present in Dataset 3. The proposed method 

gives the maximum accuracy value of 0.954 on dataset 1, 0.931 on dataset 2, and 0.967 

on dataset 3 among all the other existing models. However, on dataset 1, the proposed 

model yields the lowest MSE of 0.187, 0.186 on dataset 2, and 0.032 on dataset 3, 

which makes the presented feature extractor the best among the given methods. 

The third objective is to predict cancer from gene expression data using the classifier. 

From the literature survey done so far, it has been found that convolution neural 

networks and recurrent neural networks perform better classification than existing 

techniques. For this, a novel method based on these two methods is developed. The 

extracted features from the dataset using the bottleneck feature extractor are passed to 

the proposed classifier. Three convolution blocks, one LSTM layer, and one simple 

RNN layer make up the suggested classifier. 

The provided classifier is compared with many state-of-the-art deep learning 

classifiers, including VGG16, VGG19, ResNet50, Inception V3, and MobileNet, to 

assess its performance. It has been evaluated using above said performance measures. 

The proposed classifier has been evaluated on three different datasets. On dataset 1, it 

yields the maximum accuracy of 0.995, 0.994 on dataset 2, and 0.924 on dataset 3. On 

the other hand, it gives the lowest MSE of 0.029 on dataset 1, 0.006 on dataset 2, and 

0.125 on dataset 3. From the research work carried out, it has been found that both the 

proposed models performed best among existing deep-learning models in terms of 

feature extraction and cancer classification. 
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CHAPTER 1 

 
INTRODUCTION 

 

By grasping the fundamental ideas of deep learning and machine learning, this chapter 

develops the information needed to comprehend the research work's issue statement. This 

chapter gives an introduction to the present work. It explains gene expression, artificial 

intelligence, the history of artificial intelligence, and much more about machine learning, 

deeplearning, and their various techniques. It also gives information about the thesis 

organization. 

1.1 Gene Expression 
 

Transcribing DNA sequences into RNA is known as a gene expression which is later used 

for protein composition [1]. The method by which the gene’s DNA or the genome code is 

used to compose protein and to produce a cell’s structure is known as gene expression. 

There are two main key stages for gene expression: 

 

• Transcription: It is the first stage of gene expression. The messenger RNA 

(mRNA) is produced by RNA enzyme, polymerases to form an RNA strand. 

•  Translation: It is the stage in which mRNA is used for direct protein formation 

and further processing of the protein molecule [2]. 

Turning the information contained in a gene into an end gene product, such as transfer 

RNA (tRNA), ribosomal RNA, small nuclear RNA, or protein, is a crucial process known 

as gene expression. There are several sub-processes involved, including initiation, 

translation, termination, and post-translational processing. These processes are arranged 

in a sequence and include transcription and translation. The basis for numerous events 

involved in the evolution of life, including the growth and shape-changing and specialized 

tasks of basic cells, is known as gene expression. This process can be managed to adapt 

and obtain the desired functional protein. This process offers the framework for many other 
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vital procedures such as environmental adaptation, etc. 

 
With the continuing development in technology, the relevance of gene expression is 

quickly across a range of life sciences. In general, this analysis is used to clarify the steps 

that must be undertaken to locate the target gene. It makes it possible for us to play around 

with different genes and the characteristics that they cause in an organism. It may be 

possible to create hybrid or altered organisms through certain gene expression processes. 

When identical cells are put together in a group, they behave as an organ because they 

possess the same goals [3]. 

1.1.1 Deoxyribose Nucleic Acid (DNA): 

 
DNA holds the genetic architecture of an organism. It has the genetic information required 

to regulate an organism’s protein production. Nucleotides are DNA's fundamental building 

blocks. They consist of four nitrate groups: adenine (A), cytosine (C), thymine (T), and 

guanine (G), along with phosphates and deoxyribose sugars. These are usually passed on 

from parents to their children and hold the genetic details needed for the children to grow 

and develop. The characteristics of an organism are determined by the sequence in which 

these groups arrange themselves; this ordered arrangement is known as a gene, and it is 

necessary to produce proteins. The sugars and phosphates are linked together to form a 

double helical structure which is joined by nitrogenous base pairs. These DNA strands are 

long and are fitted into a structure called Chromosomes as shown in Fig 1.1. Humans 

contain 23 pairs of chromosomes in every cell. 

 

1.1.1.1 Types of DNA: 

 
• A-DNA: This particular form of DNA is a double helical in the right direction. 

When DNA is malnourished, dehydrated, or bombarded by greater ionic 

concentrations, it adopts this form. 
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• B-DNA: The DNA sequence, which has 10 bases per rotation, is what preserves it 

in its typical configuration beneath normal circumstances, where life flourishes. 

• C-DNA: It is also referred to as complementary DNA and is produced by a unique 

process known as reverse transcription, which is assisted by the catalyst 

transcriptase. 

• D-DNA: At present, very little is known about this highly unusual configuration. 

• Z-DNA: The following kind of DNA is a left-handed double helical type. Higher 

salt concentrations drive DNA to take on this structure. Its structure is left-handed, 

yet it operates similarly to A-DNA. 

1.1.2 Ribose Nucleic Acid (RNA): 
 

One element that is principally in charge of protein production is RNA. Its structure is 

helical, with a single strand as shown in Figure 1.1. This allows it to fold readily upon itself 

to generate other compounds. Phosphates, ribose sugar, and four nitrogenous bases— 

adenine (A), guanine (G), cytosine (C), and uracil (U)—make up its composition. 

1.1.2.1 Types of RNA: 
 

• tRNA: t-RNA, an abbreviation for transfer RNA, is a type of molecule that is used 

to convert a messenger RNA (mRNA) into a protein. These carry amino acids to 

the end of the amino acid chain during the process of translation. 

• mRNA: Messenger RNA, or mRNA for short, transports information from DNA 

to the cytoplasm, where it is converted into proteins. 

• rRNA: Abbreviation for ribosomal RNA, or rRNA, ribosomes are components that 

synthesize proteins, which then undergo processing to become actual proteins. 

• snRNA: Small nuclear RNA, or snRNA, is a vital component of RNA processing 

and the process of splicing introns. [4]. 
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1.2 Artificial Intelligence 

Fig 1.1 Structures of RNA and DNA 

 
 

The engineering and science of developing intelligent machines, primarily computer 

programs with intelligence - John McCarthy 

 

Artificial Intelligence is composed of two terms: artificial and intelligence. Artificial means 

that is man-made and intelligence means the property to learn something and use that 

knowledge to perform some tasks. With the help of artificial intelligence, a machine 

(computer, a robot, or any product) can think like a human being. Whenever a problem 

comes to the human, he follows one major approach having four main steps: think, learn, 

decide, and work. This study is called AI, and the final product of this study is the intelligent 

machine. 

 

The term artificial intelligence refers to a technology that allows for the creation of fully 

artificial machines that can mimic human behavior without using any biological things as 

a basis for their growth. 

 

There are certain applications of AI as shown in Fig 1.2: 
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Fig 1.2: Applications of AI 

 

• Gaming: AI is crucial for machines to generate a huge number of potential positions 

based on an in-depth understanding of strategic games. For instance, N- queen’s 

issues, river crossing, chess, and so forth. 

• Natural Language Processing: Interact with a machine that can comprehend human 

words. 

• Expert Systems: The users receive explanations and recommendations from 

machines or software. 

• Vision Systems: On the computer, systems comprehend, clarify, and describe 

visual input. 

• Speech Recognition: Some AI-based voice recognition systems are capable of 

hearing what people are saying, expressing it as sentences, and comprehending 

what they are saying. 

• Handwritten Recognition: The text written on paper is examined by the handwriting 

recognition program, which identifies the letter shapes, and translates the text into 

editable format. 
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• Intelligent Robots: Robots are capable of carrying out the commands supplied by 

humans [5]. 

• Autonomous planning and scheduling: There are various autonomous planning 

programs such as NASA’s Remote Agent Program, Successor Program MAPGEN, 

and MEXAR2 which perform various scheduling tasks such as detecting, 

diagnosing, etc. 

• Spam Fighting: Various ML and DL algorithms are in the market that are filtering 

messages and emails into ham and spam to save users time deleting them [56]. 

The method of developing machines in a purely artificial way that can behave like human 

beings without harming any living organism is known as Artificial Intelligence. These 

products are like humans and can behave like them such as having sentiments, predicting, 

and making decisions [6]. The intelligent system can learn from past experiences. 

Depending upon the learning experiences, when a new input is given to the intelligent 

system, the system adjusts itself accordingly and performs the task as humans do. Deep 

Learning and Natural Language Processing (NLP) play a very important role in day-to-day 

examples of AI. Computers are instructed depending upon these technologies to perform 

different activities by using immense amounts of data and also identify the patterns in the 

data to gain experience for future inputs. AI is important for multiple reasons. Some of 

these are listed below: 

• Artificial Intelligence automates the processes of data-driven discovery and 

repetitive learning. While involving humans, AI accomplishes challenging 

automated jobs. The systems must be customized by people. 

• AI making things that already exist smarter. Numerous technologies may be 

enhanced by combining automation, conversational platforms, bots, and intelligent 

robots with vast volumes of data. 

• AI adapts by letting the data handle the programming by utilizing progressive 

learning techniques. Artificial Intelligence explores regularities and structures in 

data so that algorithms may learn. 
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• Massive amounts of data are analyzed by AI using neural networks with multiple 

hidden layers. Deep learning models require a large quantity of data to train 

because they derive their knowledge directly from the data. 

• Deep neural networks achieve commendable accuracy in the medical field as well. 

Cancer can also be detected from medical images through AI techniques of deep 

learning [7]. 

Building intelligent computers that can carry out activities that need human intelligence is 

the ultimate goal of computer science's artificial intelligence (AI) field. Although artificial 

intelligence (AI) spans many academic fields, advancements in machine learning and deep 

learning are particularly promising in the technical domain. By deciphering the Nazi 

encryption device Engima, mathematician Alan Turing contributed to the victory of the 

Allied Forces in World War II and after this in less than adecade; he came up with the 

question “Can machines think?” The branch of computer science known as AI gives the 

answer to Turing’s question. It’s the attempt at replicating or simulating human intelligence 

in computers. 

 

AI, as defined by Stuart Russell and Peter Norvig, is the study of agents that take in 

information from surroundings and act on it. Four different methods were used to define 

AI initially. Stuart Russell and Peter Norvig also inspected these methods. These are: 

• Thinking humanly 

• Thinking rationally 

• Acting humanly 

• Acting rationally 

The two initial approaches are all about thought patterns and reasoning, and the next two 

are about behavioral patterns. Norvig and Russell are especially focused on rational agents 

who tried to obtain good output [8]. 
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Table 1.1 shows different definitions of AI. The definitions just at the top focus on thinking 

and thought processes, whereas the definitions at the bottom deal with behavior. While 

definitions on the right assess performance in relation to an ideal performance criterion, 

those on the left examine performance in terms of fidelity to human performance. 

Table 1.1: Definitions of AI 
 

 

Thinking Humanly 

 
The intriguing new initiative to infuse 

computers with thoughts—that is, machines 

with minds in the truest sense of the word— 

Haugeland, 1985 

 
the automation of cognitive functions such 

as learning, decision-making, and problem- 

solving (Bellman, 1978). 

 

Thinking Rationally 

 
computational models are utilized to 

investigate mental faculties (Charniak and 

McDermott, 1985). 

 

the study of the equations needed for 

perception, reasoning, and action.(Winston, 

1992). 

 

Acting Humanly 

 
The method of building machines to carry 

out things that humans would typically 

accomplish with intelligence (Kurzweil, 

1990) 

 

The study of programming computers to 

carry out tasks for which humans are now 

more proficient—Rich and Knight, 1991 

 

Acting Rationally 

 
The discipline of developing intelligent 

agents is known as computational 

intelligence.-Poole et al., (1998) 

 

 

 
(Nilsson, 1998) Artificial Intelligence is the 

study of intelligent behavior in artifacts. 

[57] 
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The process with the help of which human intelligence is simulated in machines and the 

machines are coded in such a way that they can think and act like human beings is called 

Artificial Intelligence. AI is also used to refer to any machine that shows features that are 

related to the human mind such as thinking and problem solving. One of the roles of AI is 

to rationalize and make decisions that are used to attain a specific objective. 

 

Whenever people hear about the term artificial intelligence, they start comparing the term 

with robots. The reason is that high commercial movies and novels present tales about 

machines that are like humans. There could be nothing further from the facts, however. 

The main objective of AI is to use human intelligence in such a way that machines can 

easily interpret it and can perform simple to simple and even complex tasks easily. There 

are three main goals of AI. These are learning, reasoning, and perception. 

 

With the advent of technology, the initial specifications set for artificial intelligence have 

been outdated. Previously, the systems that were used to perform basic functions or that 

were used to identify the characters using Optimal Character Recognition (OCR) were 

considered as the Intelligent Systems. But later on, due to advancements, these features 

have been added to all the computers [9]. 

1.2.1 History of Artificial Intelligence 

 

Artificial intelligence is influencing ever-larger areas of human life. AI chips are the latest 

craze with their applications in smartphones. Conversely, the early 1950s saw the 

introduction of technology at Dartmouth College in the United States through the 

Dartmouth Summer Research Project on AI. The source can be traced back to Allen 

Turing's work, which in turn can be traced back to Allen Newell and Hebert A. Simon's 

Turing Test. In 1996, IBM created the Deep Blue chess computer, which proved to be 

effective in defeating the renowned World Chess Champion of the time, Garry Kasparov, 

in a match. This made artificial intelligence grab popularity across the globe. AI techniques 

have been used for several years in data centers and on mainframes. 
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It is proven that in the ancient Greek age, diverse ideas were carried out about robots that 

have their appearance similar to human beings. An example of this is Daedelus, the king 

of mythology of that time, who tried to create an artificial human. The objective of 

explaining the philosopher’s system of human thought in that era has given a spark to 

modern artificial intelligence. In 1884, Charles Babbage worked on one machine with the 

hope that that machine would act similarly to human beings. But with time after getting 

results, he suspended his work so that it would be impossible for him to develop a machine 

that would be behaving like human beings. But in 1950, Claude Shannon came up with the 

idea that a computer system can play a mess. 

 

The evolution of artificial intelligence officially started in 1956. An AI conference took 

place in 1956 at Dartmouth College in the United States of America. The problem of 

artificial intelligence modeling will be addressed in a generation, according to Marvin 

Minsky, the author of Stormed Search for Artificial Intelligence. The first applications 

based on artificial intelligence using logic theorem and chess games were introduced during 

this time. The geometric shapes utilized in the intelligence test differed from the programs 

created in the same time frame. This finding contributed to the belief that intelligent 

systems can be developed. 

 

To find out if a system is intelligent or not, Allen Turing experimented in 1950. In those 

days, passing the test indicated a sufficient level of intelligence. John McCarthy created 

the artificial intelligence functional programming language known as LISP (List 

Processing Language) in 1957. LISP is one of the oldest and most potent programming 

languages, which can be used to construct customizable programs that carry out simple 

tasks using list structures. 

 

The period of 1965-1970 is known as the Dark Period for artificial intelligence due to the 

very little work in this field. Due to the impractical expectations, the abrupt and on the 

cloud nine kind of attitude has forced the mind to think that it would be so easy to discover 

systems with intelligence. But this duration was marked as the Dark Period due to the 
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unsuccessful idea of making a system intelligent by uploading data only. Artificial 

intelligence gained traction from 1970 through 1975. Thanks to the performance of 

artificial intelligence systems, built and built on topics such as diagnosis of disease, has 

been laid the cornerstone of present artificial intelligence. It was established between 1975 

and 1980 that artificial intelligence could be backed up by other scientific fields such as 

psychology. 

 

In the 1980s, artificial intelligence started to be used in large-scale initiatives with practical 

applications. Artificial intelligence has been altered to address problems in the actual world 

the next time the sun sets. Furthermore, more affordable technology and resources have 

made artificial intelligence applications possible, even in fields where traditional 

approaches are still able to meet client expectations. 

 

The history of Artificial Intelligence in sequential order is given below: 

 
• One of the forerunners of cybernetic science, Ebru Iz Bin Rezzaz Al Jezeri, 

developed water-powered automated controlled machines in 1206. 

• Wilhelm Schickard in 1623 developed a mechanic and also one calculator that was 

used to perform four operations. 

• Gottfried Leibniz invented a numbering system that is known as the binary 

numbering system in 1672. This binary system acts as a base for the computers that 

we are using today. 

• Charles Babbage created a mechanical calculator between 1822 and 1859. During 

this period, Ada Lovelace developed so many algorithms on his machine using the 

punch cards of Babbage. Ada Lovelace is regarded as the first programmer as a 

result of this work. 

• Karel Chapek introduced the idea of robots in 1923 at one of the performances held 

at Rossum's Universal Robots (RUR) theater. 

• In 1931, the theory of deficiency was presented by Kurt Godel. In 1936, a 

programmable computer system, namely Z1 with a memory size of 64K was 

developed by Konrad Zuse. 

• In 1946, the first computer, namely Electronic Numerical Integrator and Computer 
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has started working with a room size of 30 tons. 

• The concept of self-duplicating programs has been presented by John Von 

Neumann in 1948. 

• In 1950, the discoverer of computer science Allen Turing presented the Turing Test 

concept. 

• In 1951, the first ever artificially intelligent programs were written for the Mark 1 

computer system. 

• The first artificial intelligence system, named the Logic Theorist (Logic Theory - 

LT), was created in 1956 by Neweell, Shaw, and Simon. This system was used to 

perform various mathematical calculations. 

• LISP was developed by John MacCarty in 1958. 

• JCR Licklider in 1960 presented the relationship between human beings  and 

machines. 

• In 1962, the company named Unimation was rooted. This company became the 

first company to produce robots that were used at the commercial level. 

• In 1965, ELIZA, the first artificial intelligence program was written. 

• The “Shakey” was developed at Standford University. It was known as the first 

animated robot. 

• In 1973, the TCP/IP protocol was developed by Darpa. 

• People started using the internet for the first time in 1974. 

• Herbert Simon proposed Rationality Theory and won the Nobel Prize in 1978. 

• The first personal computer was made by IBM in 1981. 

• The production of a robot namely Cog was started in 1993. The robot was a look- 

alike human being. 

• In 1997, popular world- level chess player Kasporav was defeated by the 

supercomputer namely Deep Blue. 

• The very first player of artificial intelligence, Furby, was presented in the market 

in year 1998. 

• The Kismet robot was introduced in 2000. This robot can use expressions and 

mimic motions during conversation. 
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• In 2005, a new robot named Asimo was developed. This robot can use the skills 

andabilities of human beings that make it the nearest robot to humans. 

• Then in 2010, Asimo started using the power of mind [6]. 

 
1.2.2 Types of Artificial Intelligence 

 

As human beings can do multiple tasks at the same time, similarly Artificial General 

Intelligence system (AGI) makes a machine capable of doing multiple jobs at a time. AI is 

oftwo types: 

• Weak AI 

• Strong AI 

 

Weak AI: The main idea behind Weak AI is that the machines behave as if they are smart. 

With AI, it has already been proved that artificial qualities such as thought, speaking, and 

moving can be achieved by any system if it is programmed in this way. So that’s why in 

the Chess game, the computer is responsible for all the moves and games. A computer can 

play and move the players accordingly. It doesn’t mean that a machine can think and make 

decisions. The reason is that the machines are programmed or trained in this way so that 

they always make the right movement. 

 

Strong AI: The main logic for Strong AI is that, in the future, the machines may perform 

calculations, may think, and may also anticipate the answers. Example- IBM invented the 

artificially intelligent supercomputer, namely “WATSON”. That’s why we can predict that 

in the future there may be such systems or robots that will do their job and will be more 

powerful than human beings [10]. 

 

There are different types of AI based upon the capability and functionality of AI as shown 

in Fig 1.3 and Fig 1.4. The given figure represents the various types: 

• Narrow AI: It is a kind of AI that can perform a committed task intelligently. 

Narrow AI is the most popular and currently accessible AI in the Artificial 

Intelligence environment. Because narrow AI was created solely to accomplish one 

particular task, it is unable to function properly outside of its bounds. This is why 
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it's often referred to as a weak AI. Narrow AI may fail in unforeseen ways if it is 

used outside its bounds. Speech recognition, image recognition, self-driving cars, 

and playing chess are some of the examples of Narrow AI. 

• General AI: It is a kind of AI that can perform tasks in an efficient manner like 

human beings. The main principle behind the general AI is to create a system that 

can think like humans and can act smart. There is currently not a single system that 

lies in the category of General AI. The research is still going on to develop a 

General AI. 

• Strong AI: It is a level of system intelligence at which a machine can overpower 

the intelligence of humans and can execute any job with cognitive properties better 

than humans. Strong AI is the end product of General AI. There are various features 

of AI such as thinking ability, decision-making, learning, planning, and 

communicating. Super AI appears to be a hypothetical Artificial Intelligence term. 

The development of these types of machines is still an evolving challenge for the 

world. 

• Reactive Machines: These are the basic types of AI systems based on functionality. 

They cannot store previous experiences, and they can’t even store their memories 

so that using those experiences they can act in future. These systems revert to the 

best solution for the current problem. One of the examples of Reactive Machines is 

the Deep Blue System developed by IBM. 

• Limited Memory: Such type of AI system has a smaller memory that can store the 

details regarding recent activities for a smaller amount of time. Self-driving cars 

are one example of such a system. These vehicles may keep data about road 

navigation, including the speed limit, distance from other vehicles, and the recent 

speed of cars in the neighborhood. 

• Theory of Mind: This type of AI system should grasp human feelings, personalities, 

and interests and be able to communicate socially like human beings. Although a 

great deal of research and development is still in progress, these kinds of AI robots 

have yet to be developed. 
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Fig 1.3: Types of AI 

 

 

 

 

Fig 1.4 AI Based on Capabilities 

 
 

• Self-Awareness: This is the future of AI. Such systems will be super smart and will 

be having their own consciousness, emotions, and awareness. These systems are 

going to be more intelligent than humans. Self-awareness AI does not exist, and it 

is purely a hypothetical term [11]. 

1.3 Machine Learning 
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The discovery of artificial intelligence can create a war between machines and their creators 

if we believe science fiction stories. Initially, a system could play some games like tic-tac-

toe and chess. But with time we started giving the control of traffic lights as well as the 

control of military drones and missiles. When the computer would be having consciousness 

of them and would learn self-teaching, at that time the evolution of the machines would 

take a sinister turn. Also, there would be no need for human programmers and there would 

be no humanity. 

 

Since the moment we were born, data has surrounded us. Raw data is constantly being 

received by the body's sensors, including the tongue, ears, nose, eyes, and nerves. Brain 

activity has changed this raw input into visuals, auditory, taste, smell, and tactile 

perceptions. Language had been utilized to express these feelings to other folks. Therefore, 

at first, the data was manually recorded. But these days, with so many technological 

breakthroughs, this information recording process is automated and digitized. For this, 

sensors are being employed. They work repeatedly without a break and never become tired 

like humans do. Data is recorded in one manner or another by government agencies, 

businesses, and even individual citizens. We have been surrounded by an abundance of 

data. We can also call it the era of Big Data. Because most of the data is easily obtainable 

with only a single browser click, a vast amount of data is readily available. We can make 

meaningful information out of that available data. Given this, machine learning (ML) is the 

field that focuses on creating algorithms that may transform data into actions and 

meaningful information. ML emerged in an area where the data, statistical methods, and 

computational power developed rapidly and simultaneously. Data growth requires 

additional computational power. This also encouraged the development of statistical 

methods that are required to analyze large datasets. It produced a period of growth, 

allowing for the collection of even larger and more important data. Fig 1.5 shows the cycle 

of advancement on these three parameters. 

 

Data mining is closely related to machine learning, which is used to draw unique insights 

from huge databases. But still data mining is different from machine learning in some 
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contexts. Machine learning instructs computers on how to use data to solve problems. On 

the other hand, data mining trains machines to recognize patterns in data that humans can 

utilize to solve problems. Although not all machine learning applications use data mining, 

most machine learning applications make use of data mining. As an example, machine 

learning may be used to look for patterns of traffic data related to accident rates. On the 

other hand, this is simply machine learning and not data mining if a machine is teaching 

itself how to drive the car. 

 

The very first computer to beat a world champion in chess is Deep Blue, and in the 

television game show Jeopardy, a computer named Watson beats two human competitors. 

Keeping in mind such miraculous performance of the machines, some people have thoughts 

that humans will be replaced by machines and robots in the fields and assembly line 

respectively, the same way humans will be replaced by computer intelligence in different 

IT applications as well. 

 

 

 

 
Fig 1.5 Cycle of Advancement in ML 

 
But the reality is, even if the machines are much advanced still require human interference 

to perform tasks. For example, from the massive volume of data, a machine can identify 

significant patterns but still humans are required for the proper analysis of those patterns 

and also to convert those patterns into substantial results. Machines don’t know what to ask 

or even how to ask anything. But if the questions are designed well, machines can provide 

answers to those questions. 



18  

1.3.1 Applications of Machine Learning 

 

Almost all fields can benefit from machine learning. It simplifies the patient's treatment by 

the physicians. It supports the creation of smart houses by engineers and programmers. 

Furthermore, it aids in the development of intelligent societies by social workers. Given 

are some of the applications of ML: 

• ML is used to find spam mail in e-mail. 

• It is used to segregate the behavior of customers so that advertisements can 

be done according to their tastes. 

• It also gets used in weather forecasting and to know about climate change. 

• It also controls suspicious transactions on credit cards. 

• It is used to estimate financial losses during storms and natural disasters. 

• It is also used as a predictor for the election results. 

• Different algorithms have been developed using machine learning for auto- 

piloting drones and self-cars. 

• It is used to optimize the use of energy in homes and offices. 

• It is used to identify the criminal areas. 

• It is used to identify the genes that are responsible for any disease. 

 
1.3.2 Learning Process of Machine Learning 

 

According to the definition given by Tom M. Mitchell state for ML, a machine can learn 

by experiences so that the performance of a machine may be improved by using those 

experiences in the future. It means a machine has to learn. There are four basic steps for 

learning as in Fig 1.6; either it is a machine or a human. These are: 

• Data Storage: It is a phase where the data is collected. It can be collected from any 

of the available sources. The stored data is processed further for reasoning. 

• Abstraction: In this phase, the stored data has been converted into deeper 

illustrations and concepts. 

• Generalization: It is used to create knowledge and assumptions from the data that 

is withdrawn at the abstraction level. 
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• Evaluation: Whatever is learned by a machine, this phase is used to identify the 

learned data and provide feedback accordingly. If any improvements are required, 

these are also being communicated. 

 

 
Fig 1.6 Learning Process 

 
 

1.3.3 Steps to Apply Machine Learning Algorithm 

 

There are mainly five steps as given in Fig 1.7 that are required to implement machine 

learning algorithms in real life. These are: 

• Data Collection 

The data has to be collected which has to be used by the learning algorithm to get 

the information. The collected data can be organized in any of the following forms: 

text file, database, or spreadsheet. 

• Data Exploration and Preparation 

The quality of the collected data must be good to get the fine results of the machine 

learning algorithm. This step includes cleaning of data and removing the 

unimportant data. 

• Model Training 

After preparing the data, the next step is to select the task of machine learning which 

in turn is used to find the appropriate algorithm that is used to model the data. 

• Model Evaluation 

After training the model, the next step is to test it on the dataset to find its accuracy. 

It is also very important to find in what manner the algorithm has learned. 
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• Model Improvement 

After evaluating the model, if improvements are required, then it is important to 

use the enhanced methods. It may be the possibility that after the evaluation 

process, switching to another model is the next step. 

 
 

Fig 1.7 Steps to Apply Machine Learning 

 
 

1.3.4 Types of Machine Learning Algorithms 

 

Machine learning algorithms exist in several forms depending upon their functionality as 

shown in Fig 1.8. 

 

 
 

 

Fig 1.8 Types of Machine Learning 

 

1.3.4.1 Supervised Learning 

 

In a dataset, the predictive model is applied when one value is being used to predict another 

value. Finding the relationship between the target feature and the other independent 

features is done using the algorithm. The predictive model helps to make predictions for 
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the target feature. These models are not used to predict the upcoming or future values. But 

this model is used to predict past events such as the conceiving date of a mother can be 

predicted using the levels of the hormone of the current day. For managing traffic lights 

during peak rush hour, predictive models can also be employed. Supervised learning is the 

process of training a predictive model. Supervised learning means what and how to learn is 

already defined. Even though there is no human interaction in this type of supervision, the 

learner can determine how well the machine has learned. One of the methods used to 

determine which category an example belongs to is classification. In supervised learning, 

regression modeling—another technique for numerical prediction—is used to forecast 

numerical values. Fig 1.9 shows the process of supervised machine learning. The model 

is trained with features and labels and then evaluated with test data to make predictions. 

 

 

 
Fig 1.9 Supervised Machine Learning 

 

1.3.4.2 Unsupervised Learning 

 

Unlike predictive models, descriptive models are used to identify all the features instead of 

any single feature. Here all the features are very important. The training method used by 

the descriptive model is known as unsupervised learning. There is one method available 

for descriptive modeling known as pattern discovery. It is used for market basket analysis 

on the invested data by the retailer. This can be used to find out the interest of the persons 

visiting the store to increase the sale. For example, if it is found that along with the purchase 
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of the sunglasses, the customers are also interested in the swimming trunk,   then the 

swimming trunk can be placed in a more approachable area to earn more profit. Clustering 

is one of the techniques for descriptive modeling that is used to divide the data into the same 

type of groups known as clusters. In this case, a machine has created clusters but still, to 

choose for a particular cluster human interference is required [12]. Fig 1.10 shows the 

clustering process. Unlabeled data has been given to the machine, unlike supervised 

machine learning. In the given example, some random data has been given to the machine 

and then three clusters are formed. In the first case, the cluster is based on color, and in the 

second, the cluster is based on shape. 

 

 
Fig 1.10 Clustering (Unsupervised Machine Learning) 

 

1.4 Deep Learning 
 

Deep learning is one field that emerged from machine learning. There are a plethora of 

applications for deep learning, involving cancer detection, elephant identification, and 

game production. The DL algorithms offer promising outcomes in resolving complicated 

issues, the data and resources needed to get the results are easily accessible, and a growing 

number of efficient algorithms are being implemented daily. These are just a few of the 

reasons why researchers used to be so keen on DL [13]. Deep Learning is one kind of 

machine learning. Additionally, there are two categories of machine learning algorithms: 
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supervised and unsupervised. Stochastic gradient descent (SGD), an optimization process, 

is an essential requirement for deep learning algorithms. Machine learning algorithms 

perform incredibly well in a variety of scenarios. Nevertheless, these algorithms haven't 

shown good performance in the main AI tasks, such as speech and object recognition. This 

issue catalyzes  DL's development [14]. 

 

 
Fig 1.11 Machine Learning Vs Deep Learning 

 

 
Machine Learning algorithm works well with small data, and it also requires manual feature 

extraction from the data as shown in Fig 1.11. On the other side, the Deep Learning model 

works for big data and does not require human interference for feature extraction. It 

automatically performs feature extraction and classification for the data. However, with 

machine learning, a model must be developed to extract features first, followed by another 

model for classification. One method of machine learning is called deep learning. It enables 

computers to learn by illustration, something that comes with such ease to us. Deep learning 

is now recognized as a key breakthrough in technology in self-driving vehicles, enabling 

them to recognize stop signs and distinguish pedestrians from light poles. It is the key to 

regulating sound on electronics for consumers, such as TVs, phones, 
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laptops, and hands-free speakers. With good reason, deep learning has been receiving a lot 

of attention lately. It is producing outcomes that were not previously achievable. A 

computer model learns to do tasks like categorization directly from images, text, or audio 

through deep learning. Deep learning approaches can attain exceptionally high levels of 

precision, frequently surpassing human performance. Models are trained using vast 

collections of labeled data and multi-layered neural network topologies. 

Deep learning obtains identification accuracy at a higher level than earlier approaches. In 

addition to being essential for safety-sensitive systems like autonomous vehicles, it aids 

electronic devices in achieving customer standards. The latest developments in deep 

learning have improved to the point that deep learning can now perform tasks, including 

object classification in photos, better than humans. Deep learning has gained popularity 

recently, despite being first proposed in the 1980s, for two key reasons: 

• The methods of deep learning demand a lot of labeled data. For instance, numerous 

photographs and many hours of video would be required to create driverless cars. 

• Deep Learning calls for a massive processing capacity. Deep learning benefits 

substantially from the layered architecture found in high-performance Graphic 

Processing Units (GPUs). When combined with clusters and cloud computing, this 

architecture helps design teams reduce the training duration of a deep learning 

network from weeks to hours or less. 

Although neural network architecture is utilized by most deep learning models, these 

models are also referred to as deep neural networks. The number of hidden layers in the 

model is represented using the term deep. While a deep neural network can have 150 

layers, conventional neural networks only have two or three hidden layers. Deep neural 

networks and neural networks that automatically extract features from data without any 

human involvement have been trained on tremendous quantities of labeled data. 

1.4.1 Applications of Deep Learning: 

 

Deep learning has a wide range of uses in practically every industry sector, including 

medical equipment and automated driving. The following defines a few of the applications: 

• Automated Driving 
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Automotive developers utilize deep learning to automatically identify artifacts such 

as stop signs and traffic signals. Additionally, it reduces the number of injuries by 

using deep learning to identify pedestrians. 

• Aerospace and Defense 

Deep learning is utilized for both secure and dangerous site classification for forces, 

as well as the classification of objects that track regions of concern from satellite 

imagery. 

• Medical Research 

Algorithms that utilize deep learning are being deployed by cancer researchers to 

detect cancerous cells. Teams from the University of California, Los Angeles 

(UCLA) have constructed one microscope. This microscope has exceptional 

accuracy when it comes to detecting cancer cells because it was trained using a 

high-dimensional dataset. 

• Industrial Automation 

Applications of deep learning may also be found in industrial automation as well. 

It has been used to figure out the danger area for those operating large, heavy 

machinery. 

• Electronics 

Our voice can be detected by a variety of electrical devices we use across the house. 

Deep learning is the bedrock upon which all those gadgets operate [15]. 

1.4.2 Neural Network classification 

 

Neural networks are one type of machine learning approach. It is analogous to the human 

nervous system and brain. A neural network comprises various layers. They are the output 

layer, hidden layer, and input layer. Each layer has different nodes, and these nodes are 

connected to other nodes of that layer and those nodes are connected to the adjacent layers. 

There are so many areas where we can use neural networks such as pattern recognition, 

classification, clustering, computer vision, regression, and natural language processing. 

Frank Rosenblatt developed a prototype known as perceptron in 1957 for the Neural 

Network. It was initially having two layers. But it did not perform well. It was not capable 
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of learning even XOR (Exclusive-OR function). To perform any continuous operation, 

hidden layers are required that become the motivation to develop DNN (Deep Neural 

Network). Another factor behind the DNN was the development of a backpropagation 

algorithm. The automatic feature extraction quality of DNN makes it different from other 

learning algorithms. 

 

A type of neural network known as DNN has MLP (multiple layers perceptron). DNN is 

trained with the help of algorithms without manual extractor designs so that it can learn 

representations from different datasets. The deep learning model contains multiple higher 

and deeper layers as compared to the shallow learning model. Shallow learning models 

have not performed well for the mapping of complex and non-linear functions. This 

contributes to the development of DNN. The emergence of GPGPU (General-Purpose 

Graphic Processing Unit) and big data also played a key role in the growth of DNN. 

Although CPUs are more efficient than GPUs, there are a greater number of parallel 

processing cores in GPGPU that make them good for DNN. There are different types of 

classifications of Neural Networks: 

• Recurrent Neural Network 

• Feed Forward Neural Network 

• Kohonen Self-Organizing Neural Network 

• Modular Neural Network 

• Radial Basis Function Neural Network 

 
1.4.2.1 Feed Forward Neural Network 

 

Information can flow from the input layer to the output layer in a single direction— 

forward—when using a feed-forward neural network. No loopbacks and circles are 

created in such a network [16]. There is not any feedback from the output layer to 

the input layer in a feed-forward neural network. Feedforward neural networks 

come in two types: single-layer and multilayer. In a single layer, there is only 

an input and output layer. In a multilayer feed-forward neural network there exists 

a hidden layer between the two as shown in Fig 1.12 and 1.13 [57]. 
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Fig 1.12 Single Layer Feed Forward Neural Network 

 

 

 

 

 

 

 

Fig 1.13 Multilayer Feed Forward Neural Network 

 

1.4.2.2 Recurrent Neural Network 
 

The processing unit forms a loop in RNN. The output of one-layer feeds back into 
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itself to create a feedback loop, and the output feeds into the next layer, the only 

layer in the network. This improves the network's ability to store knowledge about 

prior states and use that information to regulate the output. RNN can work on 

the input sequence and create the output sequence. This makes it ideal for various 

applications such as recognition of speech, and classification of video frame by 

frame. For example, if an input consists of a three-word sentence sequence, then 

each word would pertain to a layer, and the network would then be unraveled and 

unzipped three- times into a three-layer RNN. 

1.4.2.3 Radial Basis Function Neural Network 
 

This type of neural network works in problems such as classification, function 

approximation, prediction problems based on time series and so many. It is made 

up of layers, containing input, output, and hidden or secret layers. In the secret or 

hidden layer, each node is represented as a cluster center along with a radial basis 

function that is defined as a Gaussian function. The network learns how to 

distribute the input to the center point by combining the weight parameters for 

classification and inference with the outputs of the radial basis function in the 

output layer. 

1.4.2.4 Kohonen Self-Organizing Neural Network 

 
This type of neural network uses unsupervised learning to arrange the network 

model into the input data. The input and output layers are the two fully connected 

layers that make up this structure. The output layer of the network is structured as 

a double-dimensional grid. It does not contain any function of activation, and the 

output layer attributes are represented using weights. In this case, the Euclidian 

distance between each output layer node and the input data is calculated using 

weights. 

1.4.2.5 Modular Neural Network 

 
In this type of neural network, a large network has been broken into smaller 

modules that are independent of each other. Each module does some tasks and 
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then at a later stage, all those outputs are merged to get a single output[16]. 

 
1.5 Thesis Organization 

The thesis has been organized into various chapters. Chapter 1 discusses the introduction 

part. This chapter explains the topics that provide the basis for my topic of research. It 

explains artificial intelligence, its history and application, machine learning and its various 

types, deep learning and its applications, neural network and its various types. 

Chapter 2 discusses the Literature review of all the research and review papers that have 

been studied. This review of the literature has been required to formulate the research gaps 

so that the necessary objectives of the research have been made. Several approaches for 

deep learning and machine learning have been explored and various reasons to work with 

deep learning models have been highlighted. By the end of this chapter, various research 

gaps have been shown to support the necessary research objectives. 

Chapter 3 discusses the problem formulation that I have formulated so far and the 

objectives of my work. There are four objectives of my research work around which my 

whole thesis revolves. A hybrid approach based on a deep learning modelfor feature 

extraction has been devised after a variety of machine learning and deep learning 

algorithms have been examined for the first objective. Subsequently, an additional hybrid 

approach to classification has been suggested. Lastly, acomparison has been made between 

various state-of-the-art methodologies and our proposed solution. 

Chapter 4 discusses the proposed methodology to achieve my objectives of research which 

are framed in chapter 3. Detailed steps of methodology along with a proper flowchart have 

been given. 

Chapter 5 gives a brief overview of the work done in the field of dimensionality reduction 

for gene expression datasets using different types of techniques. It also gives an outline of 

the proposed sandwich stacked ensemble model using VGG16 and VGG19 and compares 

it with various existing models using different visualizations. 

Chapter 6 discusses various techniques that are based on RNN and CNN that are used for 
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classification. It also gives an overview of the hybrid method that has been designed for 

classification and comparison with various existing models in the form of various 

visualizations. 

Chapter 7 marks the conclusion of the research work done and states the future scope as 

well. 
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CHAPTER 2 

 
LITERATURE SURVEY 

 

This chapter summarizes the work done in the field of tumor prediction for gene expression 

datasets using a variety of machine learning and deep learning algorithms. It gives an 

outline of the whole of the literature that has been done in support of the research work. 

2.1 Introduction 
 

Cancer is one of the major threats to mankind. The death rate is high in cancer as compared 

to other diseases. But if cancer has been detected on time, it can save the life of the patients. 

Although the early signs of cancer are not always clear, it is difficult to diagnose the 

disease. However, because it can identify cancer at an early stage, genetic cancer diagnosis 

has become more and more common in recent years. The literature covers several machine 

learning and deep learning approaches that are used to find cancer in the gene expression 

data for different cancer types, notably kidney, lung, and breast cancer. Some of those 

techniques are reviewed here in the next section. 

 

2.2 Machine Learning and Deep Learning-based Classification 

Techniques for Gene Expression Data 

In [17] A method that attempts to classify cancer based on gene expression has been stated 

by T. R. Golub et al., and DNA microarrays have also been used to monitor the proposed 

strategy. Human acute leukemias have been used to test the suggested strategy. The class 

discovery approach automatically distinguishes between AML (acute myeloid leukemia) 

and ALL (acute lymphoblastic leukemia), even in the absence of prior knowledge of such 

instances. It has been revealed that the method provided is viable for classifying cancer and 

that it offers a plan for identifying and predicting cancer classifications without prior 

expertise. 
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In [1] Donna K. Slonim et al., the work has been done to classify the samples of cancer 

patients as this is one of the most difficult steps. For classifying the samples, the author 

provided an approach that relies on computational analysis of gene expression data. Class 

prediction and class discovery are the two aspects that collectively make up the 

classification problem. Class discovery is the method of classifying samples into distinct 

classes with identical features and behaviors. Class prediction is the process of assigning 

new examples to the established classes. Classifying bone marrow and blood samples of 

38 acute leukemia patients has been accomplished by applying the proposed cancer 

prediction method. Moreover, 34 samples have gone through testing using this approach. 

Furthermore, the author presents a method for using predictors to confirm the reliability of 

novel classes. The suggested approach opens the door to further research using molecular 

classification. 

 

To classify tumors according to certain gene expression signatures, Javed Khan etal. [18] 

developed an Artificial Neural Network (ANN) based approach. Small, round blue cell 

tumors, or SRBCTs, have been utilized to train the suggested approach. The four categories 

of cancer are defined by the SRBCTs, and the diagnosis of these diseases might result in 

complications for the patient throughout treatments. But because of this novel approach, 

all the samples have been appropriately categorized and their genes have been discovered. 

The procedure uncovers the genes involved in the SRBCTs model. This proposed approach 

has been brought to the test using the new samples to assess the method's efficacy. 

In [19] Michael D. Radmacher et al. proposed one of the frameworks depending upon gene 

expression profiles to predict the classes of predefined tumors. With the help of this 

framework, firstly the correctness of the class prediction has been evaluated for the current 

dataset. After this the prediction method has been selected and using the method cross- 

validation for the class prediction has been performed. The method of compound covariate 

prediction has been implemented. At last, the method's performance has been assessed 

through permutation testing. The proposed strategy has been used to classify 22 breast 
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cancers using gene expression in a real dataset. Although the method is working well, there 

are still certain issues with the predictor's classifications. 

 

In [20] Scott L. Pomeroy et al. presented a solution for the problem of embryonal tumors 

of the central nervous system (CNS). There is one of the types of malignant brain tumor 

known as Medulloblastomas which has been addressed by the author. The author has 

presented a categorization approach based on DNA microarray gene expression data. This 

data has been taken from 99 samples. Using PCA, it has been determined that 

medulloblastomas differ molecularly from different kinds of cancers. The suggested 

strategy additionally confirms previously reported findings on cerebellar granule cell- 

derived medulloblastomas. 

 

In [21] A PCA and FA-based approach has been proposed by Weng Shifeng et al. to handle 

one of the issues concerning supervised learning. The proposed method carries out 

Supervised Learning with two kinds of attributes namely nominal and interval-scaled 

attributes. The suggested strategy is suitable for supervised learning's gene expression 

analysis as well. The gene expression for lung adenocarcinomas has similarly been found 

to be dispersed in a high-dimensional space, with linear discrimination possible among the 

features. 

 

In [22] A feature selection mechanism based on the backward elimination method has been 

proposed by Kai-Bo Duan et al. The Support Vector Machine-Recursive Feature 

Elimination (SVM-RFE) method employs a backward elimination procedure that is 

comparable. Nevertheless, the feature ranking score is calculated by the proposed approach 

using the statistical analysis of several linear SVM weight vectors that were generated 

using the initial training data subsamples. Evaluating it on four gene expression cancer 

datasets revealed that the suggested approach performs more effectively than the original 

SVM-RFE version. Furthermore, it has been demonstrated that a performance efficiency 

metric for gene expression-based cancer classification may be selected from a variety of 

test sets and training partitions. 
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With an increasing number of biological measures, the challenge of integrating and 

interpreting different kinds of genomic measurements has become essential. A technique 

that sets the patterns of variation in two biological inputs using Generalized Singular Value 

Decomposition (GSVD) was created by John A. Berger et al. in [23]. Analysis and iterative 

building of data on various angles identified by the GSVD projection angle have been done 

on the gene expression and copy number data. Implementing the approach in two genome- 

wide investigations of breast cancer has been proven to be effective. It discovers genes that 

exhibit notable variations in expression and copy number amongst various cell lines and 

tumor samples. The suggested strategy is also helpful for examinations that rely on 

expression and a huge amount of shared copy numbers. 

 

Rui Xu et al. have suggested a method in [24] that analyses gene expression profiles to 

categorize tumor tissues into more than two groups using semi-supervised Ellipsoid 

ARTMAP and PSO. The method provides excellent results on three publically available 

data sets, specifically with the dataset NCI60. The method has been compared with the 

other four machine learning methods, but it performed well on three other data sets and the 

variation in classification accuracy is highly important. A few of the problems are linked 

to dimensionality and noise. 

 

A prediction approach based on a radial basis function neural network and rough-based 

feature selection method was presented by Jung-Hsien Chiang et al. in [25]. It can find the 

specific features without prior information about the number of clusters and define centers 

approximating the correct ones. Naïve Bayes and Linear Support Vector Machines are used 

as   classifiers. This novel method has been validated on numerous data sets and is indicated 

to have a superior classification rate. 

 

A method based on the perturbation methodology, the cluster ensemble approach, and the 

cluster validity index was presented by Zhiwen Yu et al. in [26] to ascertain the class from 

gene expression data. Four cancer datasets and three synthetic datasets have been employed 

to test the suggested technique. Disagreement and Agreement Index (DAI) has 
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shown that it is successful in recognizing the internal structure of most cancer datasets as 

well as all synthetic datasets. Additionally, when applied to gene expression data, DAI 

provides a greater validity index than other cutting-edge approaches. 

 

The histopathological classification technique does not provide good results for predicting 

non-small cell lung cancer. The technique centered around genome-wide gene expression 

has been described by Jun Hou et al. in [27] and applied to the analysis of 91 instances. 91 

tumors and 65 normal lung tissue adjacent to this have been used. A set of predictor genes 

is also defined using expression profiles. Tumor signatures of 5 genes aswell as histology 

signatures of 75 genes have been identified. The correlation analysis has also identified 17 

genes that provide an association with the survival time after the surgery. The method has 

been tested against data from Duke University with 96 samples. 17signatures performed 

very well compared to the previous methods. It has also been found that identified gene 

signatures can act as a very good tool for histo-pathological classification of non-small cell 

lung cancer. 

 

Ramon Salazar et al. have proposed a method in [28] which employs gene expression to 

predict cancer. The purpose of this work is to develop a reliable gene expression classifier 

that can anticipate an early disease relapse in patients with colorectal cancer (CRC). 188 

patients with stage I to IV colorectal cancer who underwent surgery had their freshly frozen 

tumor specimens examined with Agilent 44K oligonucleotide arrays. A follow-up period 

of 65.1 months was typical, and 83.6 percent of the patients did not get chemotherapy. A 

prognostic classifier (ColoPrint) was built and an ideal collection of 18 genes has been 

discovered. To verify the genuineness of the signature, 206 patients with stage I, II, and III 

colorectal cancer were incorporated into the sample. Forty percent of the patients have been 

classified as high risk, and sixty percent as low risk. The coloPrint greatly improves the 

prediction accuracy of pathological parameters and MSI in patients with stage II and III 

CRC and enables the identification of those with stage II cancer who can be safely treated 

without chemotherapy. 

A scientific approach for learning an interaction network between sparse DNA copy 

number areas and their associated transcription targets in breast cancer was suggested by 
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Yinyin Yuan et al. in [29]. Although it has the advantages of concurrent selection and 

feature efficiency, the sparse network's inference performance on simulated and real data 

isn't notably worse than other models. Distinguishing between expression changes that are 

copy-number-dependent and those that aren't is made simpler by the DNA-RNA interaction 

network. It's been demonstrated that the recommended approach produces a quantitative 

dependent score for copy counts that distinguishes between cis- and trans- effects. 

 

Haseong Kim et al. presented a reverse engineering method in [30] that aims to bring 

together all admissible models representing gene interactions. This approach is based on 

the average of the Bayesian Model. This proposed method with a Gibbs distribution- 

dependent prior offers an efficient means of combining multiple biological data sources. 

The study indicates greater sensitivity in a simulation analysis with a maximum of 2000 

genes than existing elastic-net and Gaussian graphic models with a specificity of 0.99. It 

has been found that the presented method outperformed the other methods on a DREAM 

dataset created by non-linearity stochastic methods. In brain tumor analysis, the regulatory 

genes found in the tumor networks may be the primary genes that trigger disease by 

regulating other genes, provided that most of the Gene Ontology (GO) words are strongly 

connected to the process of regulation and growth. Findings have additionally shown that 

the proposed strategy would be extremely beneficial, as it offered information that was 

unavailable from conventional DEGs (Differentially ExpressedGenes) approaches. 

Ahmad B. Ashraf et al. have shown how to segregate breast cancers using multi-channel 

Markov Random Fields (MRF) [31]. Multichannel MRF (Area Under Curve: 0.97) 

performs better in segmentation than single-channel MRF (Area Under Curve: 0.89), as do 

other segmentation methods such as the structured segmentation cut approach. In 

particular, it is also distinguishable between the women with high and low breast cancer 

recurrence risk when tumors segmented by the proposed method have been fed to the SVM 

classifier. 

 

Locality Sensitive Laplacian Score (LSLS), a technique that relies on supervised gene 

selection, has been proposed by Bo Liao et al. in [32]. The method integrates 
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discriminatory information into the local geometric structure by reducing local in-class 

information and simultaneously enhancing local in-class details. The LSLS and wrapper 

method are combined to create a two-stage feature selection method that is used to detect 

superior subsets of genes. Six datasets have been utilized for evaluating the presented 

strategy, and the results revealed that it outperforms other cutting-edge techniques. 

 

A method based on Robust Principal Component Analysis (RPCA) has been presented by 

Jin-Xing Liu et al. in [33] to use gene expression data for categorizing tumor samples. It 

acts as a model for the gene’s characteristic of a specific biological cycle. Then, Linear 

Discriminant Analysis (LDA) in conjunction with RPCA and RPCA is used to identify the 

features. Finally, the gene expression data for the tumor samples can be classified using 

Support Vector Machines (SVM) based on pertinent criteria. Seven datasets have been 

utilized to evaluate the method, and the results indicated that it is both practical and 

appropriate for classifying tumors. 

 

Yifei Chen et al. introduced D-GEX, a deep learning method, in [34] to extract target 

gene expression from landmark gene expression. GEO dataset based on microarray has 

been used for the training purpose. The suggested method outperforms the linear regression 

strategy with a comparative improvement of 15.33 percent and lowered error in 99.97 

percent of the target genes. This method's efficacy was also assessed using the RNA-Seq- 

Based GTEx dataset, where it outperformed the linear regression method overall with a 

relative improvement of 6.57 percent and reduced error in 81.31 percent of the target genes. 

 

In [35], Su-Ping Deng et al. proposed a fused network to identify the stages of kidney renal 

cell carcinoma (KIRC) using DNA methylation and gene expression data. The potential of 

the fused network has been tested with data from two networks. It has been found that the 

proposed method has performed well with data of two types as comparedto data of two 

patient networks from one type of data. Moreover, using network-based features from 

different types of data has been shown to improve disease diagnosis. 

 

Lei Chen et al. in [36] identified the genes that are expressed in 32 normal tissues/cancers 
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(i.e., widely expressed genes; FPKMN1 in all samples) and those that are not identified 

(i.e., rarely expressed genes; FPKMb1 in all samples) based on the wide gene expression 

data to investigate the functional differences between rarely expressed and widely 

expressed genes. To differentiate between the genes, the supervised classifier RNN and the 

incremental feature selection method have been employed. The proposed approach helps 

to map the landscape of gene expression and demonstrates how gene expression modifies 

tissues and the cancer microenvironment. 

 

Murtada K. Elbashir et al. suggested a lightweight CNN breast cancer classification system 

in [37] based on RNA-Seq gene expression data. Targeting the high dimensionality and 

small amount of gene expression data, the method is strictly limited to two convolutional 

layers. Grid search along with cross-validation are used in the process of choosing CNN's 

hyper-parameters. It has been observed that the presented approach performs more 

accurately (98.76 percent) than other existing approaches. 

 

Nour Eldeen M. Khalifa et al. presented a deep learning-based method in [38] that uses 

gene expression data for the tumor RNA sequence (RNA-Seq) to distinguish between 

different forms of cancer. The proposed method is based on CNN and binary particle swarm 

optimization with decision trees (BPSO-DT). This method has three phases namely 

preprocessing, augmentation, and deep CNN architecture. The proposed approach 

outperforms the other identical approaches and acquires a testing accuracy of value 96.90 

percent. It has also been observed that the method requires less time and is less 

complicated. 

 

In [45], Chun-Hou Zheng et al. described a method for categorizing cancers based on gene 

expression data. The method relies on nonnegative matrix factorization (NMF), or sparse 

NMF, to choose genes. The method has been tested on three datasets, and the findings show 

that it is a very effective and efficient way to discriminate between normal and malignant 

tissues. The selected genes are also studied for their biological terms. The dimensionality 

reduction of the gene expression dataset has also been studied. 

 

To bicluster the tumor gene expression data, Xuesong Wang et al. stated a method in [47] 
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which is based on Dual Hypergraph Regularized PCA (DHPCA). Two hypergraphs have 

been constructed namely sample and gene hypergraph. Four real-world applications have 

been utilized to evaluate the suggested approach, and the results indicated that it is a 

magnificent tool for biclustering. Further, it has been discovered that this approach finds 

gene clusters with similar biological roles. The method's incomplete evaluation is one of 

its shortcomings. More evaluation is required for gene clustering. 

 

The LGEPM model was created by Huiqing Wang et al. in [48] and is used to extract the 

non-linear features that influence gene expression. Neural networks having long-short-term 

memory act as the model's backbone. Target gene prediction depends on the features that 

have been extracted. It has been observed that this new method successfully fixed the issue 

that the LINCS (Library of Integrated Network-Based Cellular Signatures) program was 

facing. As a work of the future, this LGEPM can be combined with the latest models of 

prediction to get more accuracy. 

 

Tarek Khorshed et al. presented the GeneeXpression Network (GeneXNet), a multi-layer 

CNN-based framework, in [49]. It serves to classify cancer's several tissues. The specified 

model's visualization has been produced to promote the application of deep learning to 

biological applications. As a work of the future, ensemble models can also be designed 

across Omics data to increase the performance of the classifiers. The method has been 

tested against 33 different types of cancer and it has been found that the method achieves 

classification accuracy of 98.9 percent. 

 

A Partial Least Squares (PLS)-based gene-selection procedure has been presented by Guoli 

Ji et al. in [50] to identify the genes from a high-dimensional small sample to eradicate 

cancer promptly. Three parameters namely VIP, VEG, and IEG are defined and are used 

to find the effects of combined genes and their correlation. Two datasets have been used to 

evaluate the technique. This method has proven to be reliable and effective. It delivers 

superior classification outcomes in multi-category datasets as well. 

 

Fang-Han Hsu et al. proposed a single transcription model (ST) in [51] that relies on the 

Laplace-Stieltjes transform and numerical analysis. Transcribing factors (TFs) can be 
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uploaded using this manner following transcription specifications. The functional problems 

caused by copy number changes (CNAs) are evaluated using mathematical models and 

simulations. However, the latter was not feasible with the Unlimited Transcriptions (UT) 

method. 

 

Muhamed Wael Farouq et al. used a fusion-based method [52] to profile gene expression 

in non-small cell lung cancer. The primary contribution of the suggested method is the 

merging of data from different samples in the dataset under examination using evidence- 

based Demspter theory-based data fusion. As an outcome, the definitionof genes linked 

to non-small cell lung cancer has been enhanced by decreasing uncertainty and boosting 

decision validity and reliability. 

 

Serkan Kiranyaz et al. released research in [53] on 1D convolutional neural networks, their 

applications, and a comparison with 2D convolutional neural networks. Whenever low- 

cost implementation and a minimal amount of training data are needed, 1D CNN performs 

well. In such cases, there is little training data, which prevents 2D CNN from working. It 

has also been observed since 1D CNN operates on limited data, it is less complex and 

requires less labor during training. Only low-processing systems, which include mobile and 

handheld ones, can use 1D CNN. However, if an enormous dataset is provided and intricate 

computations must be performed, 2D CNN must be utilized. In addition, it has been 

discovered that 1D CNN applications deploy fewer hidden layers with fewer parameters 

(less than 10 K). However, more layers with parameters larger than 10 M are used in 2D 

CNN. This demonstrates that 2D CNN is preferable to 1D CNN for large datasets as it has 

more parameters and can extract more features. 

 

Yunan Wu et al. presented a method in [54] for identifying images of ECG signals as 

normal or abnormal based on a 2D convolutional neural network. The accuracy of the 

proposed approach is 98%. Furthermore, a study shows that 2D CNN performs far better 

than 1D CNN. In comparison with 1D CNN, the 2D CNN approach is more reliable and 

accurate. The input parameters in 1D CNN are less than 2D CNN which makes CNN work 

fine for the limited data. On the other hand, as number of input parameters in 2D CNN is 

more which is why it creates the problem of overfitting when it applies to small or limited 
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data, and it also affects the accuracy of the model. 

 
The CNN architecture's most vital component is the convolution layer. The first hidden 

layer prioritizes low-level features, the second hidden layer focuses mostly on high-level 

features, and so on. CNN performs extremely well with the images due to its hierarchical 

structure. In CNN, the subsequent layers are not entirely connected, and the weights are 

repeatedly used. It has fewer parameters than networks with all connections. CNN has 

certain advantages over other fully connected networks, particularly a reduction in training 

time, training data requirements, and overfitting. Once CNN's kernel has learned a feature, 

it can recognize it in many places. Images are made up of different iterative elements. As 

a result, CNN can extract high-dimensional features from images and works well with 

images that have less training data. In 1D CNN, large-size filters are used. It signifies the 

fact that there would only be 7 feature vectors if a filter of size 7 is used. However, if a size 

7 filter is applied to a 2D CNN, the result would be 49 feature vectors. Because of this, 

2D CNN offers higher dimensional features than 1D CNN [55]. 

 

Several centrality and machine-learning methods have been used to determine which 

proteins are required for a cell's survival and evolution. However, a limitation of these 

approaches is that they necessitate an extensive amount of prior knowledge. To overcome 

this problem, Min Zeng et al., proposed a deep learning method based on node2vec which 

automatically identifies the essential proteins [63]. In females, breast cancer is very 

common and a major threat to their health. Various deep-learning models of CNN are used 

for detecting breast cancer from pathological images. Min Liu et al. also proposed a method 

known as AlexNet-BC for detecting breast cancer. Data augmentation has been performed 

on BreaKHis dataset to avoid the overfitting problem [64]. 

 

Subtypes of cancer have been classified using deep flexible neural forest (DFNForest). 

Along with this, dimensionality reduction has been done using a proposed method based 

on the amalgamation of neighborhood rough set and fisher ratio. DFNForest provides better 

accuracy for the classification of cancer subtypes than other methods [65]. There is another 

deep learning-based approach namely CapsNetMMD to discover genes for breastcancer. 

This proposed method uses Capsule Network Based Modelling of Multi-Omics Data [66]. 
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Table 2.1 Various ML and DL Techniques of Classification for Gene Expression Data 

 
 

Sr. 

No 

. 

Paper 

Name 

Author Year Objective Techniques/ 

Tools 

Dataset Findings 

1 [17] T.R. 

Golub 

et al. 

1999 To 

develop a 

method 

for 

classifyin 

g and 

predictin 

g cancer 

classes 

Self- 

organizing 

maps, 

DNA 

microarray 

s, and 

neighborho 

od analysis 

Eleven adult 

AML 

samples and 

27 ALL 

samples 

from  the 

Dana-Farber 

Cancer 

Institute and 

Leukemia 

Group   B 

(CALGB 

leukemia 

cell bank 

A feasible 

approach. 

Experimentatio 

n necessitates 

careful 

handling. 

2 [1] Do 

nna 

K. 

Sloniu 

m et al. 

2000 To 

categoriz 

e cancer 

samples 

based on 

gene 

expressio 

ndata 

Neighborhoo 

d analysis, 

Genecluster 

software, 

Affymetrix 

oligonucleoti 

de  arrays, 

and 

computation 

al analysis 

38 samples 

of leukemia 

(11 AML, 

27 ALL), 

34 samples 

for    testing 

(14 AML, 

20 ALL) 

The results are 

better for genes 

without 

correlation, 

with a median 

prediction 

strength of 0.86. 
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3 [18] Javed 

Khan 

etal. 

2001 To 

analyze 

their gene 

expressio 

n to 

determine 

different 

cancer 

groups 

DeArray 

Software, 

cDNA 

microarrays, 

and ANNs 

National 

Institutes of 

Health, NCI, 

MSKCC, 

CHTN, 

DZNSG, 

ATCC 

It is also usable 

for non-linear 

characteristics. 

It is powerful. 

High sensitivity 

and specificity 

are  also 

attained. 

4 [19] Micha 

e l D. 

Radma 

cher et 

al. 

2002 To create 

a 

framewor 

k for 

predictin 

g 

predeter 

mined 

classes of 

tumor 

BRB 

ArrayTools, 

Compound 

Covariate 

Prediction 

22 patients' 

hereditary 

breast cancer 

dataset[39] 

Excellent setup 

to compare 

prediction 

methods. 

Require some 

improvements 

5 [20] Scott 

L. 

Pomer 

oy 

2002 To 

introduce 

a 

classifyin 

g 

approach 

for DNA 

microarra 

y gene 

expressio 

n data 

SOMs, PCA, 

KNN, 

Cluster and 

TreeView 

Software 

Several 

datasets, 

particularly 

one with 99 

samples and 

other with 

42 samples, 

have been 

used. 

Gene 

expressions 

offer an 

advantageous 

technique for 

medulloblas 

toma diagnosis. 
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6 [21] Weng 

Shifen 

get al. 

2004 To 

demonstr 

ate a 

method 

for 

categorizi 

ng data 

according 

to 

interval- 

scaled 

characteri 

stics 

PCA, FA, 

and Fuzzy 

FA 

A subset of 

the full 

dataset used 

in [40] 

consisting of 

203 samples 

Efficiently 

employed in 

supervised 

learning. 

Compared  to 

surgical- 

pathological 

staging, FA 

delivers greater 

information 

7 [22] Kai-Bo 

Duan 

etal. 

2005 To 

provide a 

strategy 

for 

selecting 

gene 

features 

Multiple 

SVM-RFE 

The Kent 

Ridge  Bio- 

Medical 

Data   Set 

Repository 

offers  four 

gene 

expression 

datasets. 

MSVM-RFE 

has better 

classification 

accuracy  than 

SVM-RFE. The 

performance of 

SVM has gotten 

better. 

8 [23] John 

A. 

Berger 

et al. 

2006 To 

provide 

an 

infrastruc 

ture for 

addressin 

g the 

issue of 

Singular 

Value 

Decompositi 

on in 

Generalized 

Form 

American 

Type 

Culture 

Collection's 

Fourteen 

Breast 

Cancer Cell 

Lines 

Useful  for 

analyzing both 

gene 

expressions and 

copy number 

data. Other data 

forms can also 

be used with 
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    integratin 

g various 

data 

kinds 

  greater 

efficiency. 

9 [24] Rui Xu 

et al. 

2007 To 

present 

an appr 

oach 

for 

identify 

ing 

tumor 

tissues 

with 

diverse 

gene 

express 

ion 

profiles 

PSO and 

ssEAM 

NC160, 

ALL 

Dataset, 

Acute 

Leukemia 

PNN,       ANN, 

LVQ1, and 

KNN are beaten 

by ssEAM at the

 0.05 

significance 

level. 

10 [25] Jung- 

Hsien 

Chiang 

2008 To 

provide a 

gene 

expressio 

n data 

analysis 

selection 

method 

Rough Based 

Feature 

Selection 

Method, 

RBF Neural 

Network, 

Naïve Bayes, 

and Linear 

SVM 

Datasets 

for Lung 

Cancer, 

Prostate 

Cancer, 

ALL, and 

AML 

available 

at 

http://sdm 

c.lit.or 

99.8% is the 

best 

classification 

accuracy rate. 

http://sdmc.lit.or/
http://sdmc.lit.or/
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      g.sg/GED 

atasets 

/Datasets. 

 

11 [26] Zhiwe 

n Yu 

2009 To 

provide a 

framewor 

k for class 

discovery 

of cancer 

from 

gene 

expressio 

n 

Cluster 

ensemble, 

permutation 

approach, 

and cluster 

validity 

index (DAI) 

3 synthetic, 

4 real 

datasets 

(Novartis 

multi-tissue 

[41], 

Leukemia 

[17], Lung 

Cancer [40], 

St. Jude 

[42]) 

While finding 

the correct 

number         of 

classes,      DAI 

works better 

than other 

current 

techniques. 

12 [27] Jun 

Hou 

2010 To 

develop a 

gene 

expressio 

n-based 

method 

for 

NSCLC 

classificat 

ion 

SpotFire 

Decision 

Site, 

Hierarchic 

al 

Clustering, 

and 

Proportion 

alHazards 

Model 

Six 

normal 

lung 

tissues 

and 91 

NSCLC 

were 

obtained 

from 

GSE3526 

(Duke 

University). 

The most 

efficient 

method  for 

histopathologic 

al classification 

involves gene 

signatures. 

13 [28] Ramon 

Salazar 

et al. 

2011 To 

propose a 

classifier 

that can 

Unsupervis 

ed 

Hierarchic 

al 

206 testing 

samples 

(Institute 

Catalad'Onc 

In the test 

dataset, 86% of 

the patients are 

classified       as 
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    be used to 

predict 

disease in 

CRC 

patients 

Clustering, 

Kaplan- 

Meier 

Method, 

and 

Agilent 

44K 

Oligonucle 

o 

tide Arrays 

ologia, 

Spain) and 

188 training 

samples 

(NCI, 

LUMC, 

SGH) 

low-risk. The 

first CRC 

prognostic 

method 

14 [29] Yinyin 

Yuan 

etal. 

2011 To 

present a 

method 

that 

incorpora 

tes 

expressio 

n and 

copy 

number 

informati 

on across 

the 

genome 

Local and 

global search 

strategies, L1 

and L2 

constrained 

regression 

89 samples 

from  the 

California 

Pacific 

Medical 

Center and 

UG  San 

Francisco 

breast 

cancer 

dataset [43] 

beats other 

current 

approaches in 

terms  of 

accuracy 

15 [30] Haseon 

g Kim 

2012 To 

suggest a 

model 

that 

integrates 

many 

Bayesian 

Model, 

ANOVA 

Test, Gibbs 

Distribution, 

and 

GSE4290, 

Dataset 

DREAM 

A 0.99 

specificity has 

been obtained. 

Superior to 

those   of   Enet 

and VAR 
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    models to 

explain 

gene 

interactio 

ns 

GPU/CPU 

Parallel 

Programmin 

g 

  

16 [31] Ahmed 

B. 

Ashraf 

2013 To 

present an 

expanded 

structure 

for breast 

tumor 

segmenta 

tion 

Gaussian 

Mixture 

Model, 

kinetic 

observation 

model, and 

multichannel 

MRFs 

DCE breast 

cancer MRI 

images 

Using 

multichannel 

MRF, an AOC 

of 0.9 has been 

achieved as 

opposed to 0.89 

with single- 

channel MRF. 

Applying SVM 

to segmentation 

yields      better 

results. 

17 [32] Bo 

Liao 

2014 To 

provide a 

method 

for gene 

selection 

SVM, LSLS, 

and Wrapper 

Method 

6 datasets 

are available 

at the Kent 

Ridge Bio- 

Medical 

Data 

Repository 

In terms of 

accuracy, 

precision, 

recall, F-score, 

and  AUC, 

LSLS 

outperforms 

KW and 

SPFS. 

18 [33] Jin- 

Xing 

Liu 

2015 To 

present a 

novel 

method 

LDA, RPCA, 

and SVM 

Nine distinct 

datasets that 

are publicly 

accessible 

Performance 

has been 

assessed 

using 
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    that is 

used to 

classify 

tumor 

samples 

from 

gene 

expressio 

n data 

 (data  on 

acute 

leukemia 

[17], data on 

colon 

cancer, data 

on glimos, 

data    on 

medulloblas 

toma, data 

on prostate 

cancer, 

11_Tumor 

Data,  and 

data on brain 

tumors) 

accuracy, 

AUC, and 

LOO-CV. 

A practical and 

efficient 

technique 

19 [34] Yifei 

Chen 

etal. 

2016 To 

propose 

an 

approach 

based on 

deep 

learning 

to 

ascertain 

target 

gene 

expressio 

n 

D-GEX RNA-Seq- 

Based GTEx 

Dataset and 

Microarray 

GEO 

Dataset 

beats both KNN 

and   linear 

regression 

(15.33  relative 

improvement). 

reduced   error 

rate (81.31%) in 

most of   the 

genes 
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20 [35] Su- 

Ping 

Deng 

2017 To 

develop a 

fused 

network 

for 

identifyin 

g stages 

of KIRC 

Data on 

DNA 

methylation 

and gene 

expression, 

Sparse 

Partial Least 

Square 

Regression, 

SNF, 

SNFTool, 

and LASSO 

Label 

Prediction 

Method 

The KIRC 

data for the 

cancer 

genome 

atlas (TCGA 

Data Portal) 

The greater 

prediction 

accuracy 

compared to 

WDC, MLW, 

and KNN. It is 

sturdy. 

21 [36] Lei 

Chen 

2018 To 

categoriz 

e both 

frequentl 

y  and 

infrequen 

tly 

expressed 

genes 

mRMR, 

RNN, and 

the 

incremental 

feature 

selection 

method 

Gene 

Expression 

Dataset 

which is 

available at 

The Human 

Protein Atlas 

[44] 

The functional 

level makes use 

of KEGG and 

GO 

terminology. 

Youden's 

indices for 

normal and 

cancerous 

tissues are, 

respectively, 

0.739 and 

0.639. 

22 [37] Murtad 

a K. 

2019 To 

introduce 

CNN, 

Array-Array 

Breast 

Cancer data 

Achieves 

98.76% 
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  Elbash 

ir et al. 

 a 

simplifie 

d CNN 

for breast 

cancer 

classificat 

ion 

Intensity 

Correlation, 

R-Studio, 

Batch 

Normalizati 

on 

from the 

Pan-Cancer 

Atlas 

accuracy. 

Performance 

has been 

evaluated 

based  on 

sensitivity, 

accuracy, 

precision, 

specificity, 

and  F- 

measure 

23 [38] Nour 

Eldeen 

M. 

Khalif 

a et al. 

2020 To 

present a 

deep 

learning- 

based 

approach 

for 

classifyin 

g various 

cancer 

kinds 

CNN, Deep 

Learning, 

BPSO-DT 

Cancer 

Types: 

Mendeley 

datasets 

provide 

RNA 

sequencing 

values from 

tumor 

samples and 

tissues. 

It attains a 

96.90% 

accuracy rate. 

The assessment 

criteria include 

F1 score, recall, 

and precision. 

24 [45] Chun- 

Hou 

Zheng 

2011 To 

present a 

tumor 

classificat 

ion 

method 

based on 

NMF 

NMF, SVM, 

and SNMF 

Acute 

leukemia 

dataset, 

medulloblas 

toma 

dataset, and 

colon cancer 

dataset [46] 

It operates 

well and 

efficiently. 

There is little 

impact from 

sparseness. 



52 
 

25 [47] Xueso 

ng 

Wang 

2018 To 

propose a 

model for 

biclusteri 

ng of 

tumor 

gene 

expressio 

n data 

PCA, 

DHPC 

A, 

and GLPCA 

Colon 

Cancer, 

Medulloblas 

toma, 

SRBCT, 

11_Tumors 

Comparable 

include PCA, 

GLPCA, 

GNMF, 

ONMTF, and 

NMTFCoS.  It 

gives better 

accuracy  than 

other models 

26 [48] Huiqin 

g 

Wang 

2019 To build a 

model 

which 

employs 

non- 

linear 

informati 

on to 

predict 

gene 

expressio 

n 

Algorithm 

for 

Unsupervise 

d Clustering, 

L-GEPM, 

and Neural 

Network 

LSTM 

GEO Data 

from GTEx, 

LINCS 

cloud, and 

1000G 

RNASequen 

ce Data 

outperforms 

LR-L1,  KNN- 

R, and D-GM. 

Extracted target 

genes   are 

significantly 

closer to the 

expression  of 

the gene. NL 

features that are 

better and 

more flexible. 

27 [49] Tarek 

Khorsh 

ed et al. 

2020 To 

present a 

multi- 

tiered 

model for 

classifyin 

g multiple 

cancer 

tissues 

Back- 

propagation, 

RNA 

sequencing, 

CNN, 

supervised 

learning, and 

stochastic 

gradient 

11093 

samples 

from TCGA 

AUC   of   0.99 

and total 

accuracy       of 

98.93 percent 

have been 

obtained. 
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     descent 

optimization 

  

28 [50] Guoli 

Jiet al 

2011 To 

suggest a 

method 

of gene 

selection 

capable 

of 

categorizi 

ng tissues 

in 

datasets 

with 

multiple 

categorie 

s 

PLS, 

MATLAB, 

OSU_SVM 

3.00 Toolbox 

Linear SVC, 

SVM, and 

Linear 

Support 

Vector 

Classifier 

SRBCT 

datasets, 

MIT AML, 

and ALL 

datasets 

It is reliable and 

strong.  It 

performs 

brilliantly on 

datasets with 

two or more 

categories. 

29 [51] Fang- 

Han 

Hsu 

2012 To 

provide 

an ST 

model for 

determini 

ng the 

impact of 

CNAs 

Circular 

binary 

segmentation 

, Laplace 

Stieltjes 

transform 

and 

numerical 

analysis, 

Transcription 

al 

Oscillation, 

Transcription 

GEO/NCBI 

database 

It illustrates the 

practical 

application of 

mathematical 

theories  to 

analyze result 

and improves 

awareness  of 

cancer biology. 
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     al Bursting, 

and Dynamic 

Modeling 

  

30 [52] Muha 

med 

Wael 

Farouq 

2019 To 

demonstr 

ate a 

multifusi 

on-based 

method 

for 

profiling 

gene 

expressio 

n after 

non- 

thermal 

plasma 

therapy. 

Fuzzy C- 

Means 

Clustering 

Method, 

Dempster- 

Shafer 

Method, and 

Matlab 

R2016b 

GEO's 

NCBI Gene 

Expression 

Omnibus 

(GSE59997) 

Boosts 

reliability and 

decreases 

uncertainty. 

Using    C- 

means, one can 

determine  the 

way various 

non-thermal 

plasma 

treatments 

affect  gene 

expression. 

31 [53] Serkan 

Kirany 

az et al. 

2020 To 

provide 

an 

overview 

of 1D 

CNN and 

its uses 

NA NA 1D CNN 

performs well 

in situations 

requiring fewer 

computations 

and   tiny 

amounts  of 

data. When 

low-cost 

implementation 

is necessary, it 
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       also functions 

well. 

32 [54] Yunan 

Wu et 

al. 

2018 To 

suggest 

an ECG 

signal 

image 

classificat 

ion 

technique 

based on 

2D CNN 

The 

NVIDIA 

GTX1080 

GPU, 

CNN, 

and Intel 17- 

5930K CPU 

MIT-BIH 

Arrhythmia 

Database 

1D CNN 

performs 

inferior to 2D 

CNN. 2D CNN 

has higher 

robustness and 

accuracy. With 

little data, 1D 

CNN performs 

well. 

33 [63] Min 

Zeng 

etal. 

2021 To create 

a deep 

learning 

framewor 

k  to 

determine 

which 

proteins 

are 

necessary 

Node2vec, 

LSTM, 

ReLU 

PPI 

Network 

from 

BioGRID 

Database, 

GSE3431, 

Subcellular 

localization 

dataset of 

yeast 

The proposed 

method 

performs better 

than  existing 

Centrality 

methods and 

ML methods. 

34 [64] Min 

Liu et 

al. 

2022 To detect 

breast 

cancer 

using 

a deep 

learning 

approach 

from 

Data 

Augmentatio 

n, AlexNet, 

Computer 

with an Intel 

i7- 9700 3.0 

GHz CPU 

and an 

BreaKHis 

dataset, 

Invasive 

Ductal 

Carcinoma 

(IDC) 

dataset, 

UCSB Bio- 

The proposed 

method gives 

high accuracy 

on 

pathological 

data. Dividing 

lesion area is a 

future scope. 
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    pathologi 

cal 

images 

NVIDIA 

Quadro RTX 

4000 GPU 

Segmentatio 

n 

Benchmark 

dataset 

 

35 [65] Jing 

Xu et 

al. 

2019 To 

classify 

subtypes 

of cancer 

using 

DFNFore 

st 

Fisher Ratio, 

Neighborhoo 

d Rough Set, 

Deep 

Flexible 

Neural 

Network 

Forest 

Lung 

from 

TCGA, 

GBM 

(glioblastom 

a 

multiforme), 

and BRCA 

(breast 

invasive 

carcinoma) 

Both the 

proposed 

methods 

provide  better 

performance 

than existing 

feature 

selection  and 

classification 

methods 

36 [66] Chen 

Peng et 

al. 

2020 To 

discover 

cancer- 

related 

genes for 

breast 

cancer 

Capsule 

Network 

Based 

Modelling 

Multi- 

Omics Data 

for Breast 

Cancer 

Performs better 

than ML 

models. It can’t 

be used for 

diseases with 

unknown genes 

2.3 Dimensionality Reduction for Gene Expression 

To detect cancer several tests can be performed in the lab. It requires a lot of money, time, 

and resources to predict cancer in a laboratory. Computational methods are becoming 

complementary techniques to assess human physicians in the diagnoses of many diseases. 

Cancer can be diagnosed at the genome level, which allows for early detection of the 

patient’s illness and treatment. In the case of gene expression, there usually exist few 

samples but many dimensions. [67], [68]. There are thousands of genes, where every gene 

is a feature in gene expression data. Some genes are more responsible for cancer than 
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others, which is why feature selection (gene selection) is required. Feature selection has 

proved its worth in the classification problems particularly when the dimensionality is high. 

This process is known as dimensionality reduction [69], [70]. 

 

In [69], the author proposed a method for the classification of cancer using gene expression 

data which is based on the Probabilistic Neural Network (PNN) and neighborhood rough 

set method which reduces the dimension of the genes. Ensemble PNN provides more 

accurate classification results than single PNN. Genes are selected using the Simba 

algorithm based on their ranking. The method based on a genetic algorithm and 

neighborhood rough set has been used in [70] to select the prominent features with smaller 

redundancy and higher discrimination from gene expression data. This method is efficient 

and provides higher accuracy for classification. 

 

The inclusion of several classifiers and the diversity of base classifiers are the two key 

challenges when handling ensemble models. Consequently, a decision group employing 

K Nearest Neighbor (KNN), Naïve Bayes, and Decision Tree has been created toimprove 

the variety of the basic classifiers. The use of Genetic Algorithm (GA) and AdaBoost- 

based ensemble technique has been implemented to increase the accuracy of cancer 

classification by gene expression [71]. To classify the subtypes of cancer Deep Flexible 

Neural Forest was used in another work [65]. They have utilized a fisher ratio in 

combination with the neighborhood rough set to reduce the dimensions in gene expression 

data to boost classification accuracy [65]. 

 

To get the features from the gene expression data, LDA along with a deep learning-based 

autoencoder neural network was implemented [72]. They have achieved an accuracy of 

98.27% [72]. Deep learning techniques have been used during classification to create an 

ensemble model for classification. To prevent cancer as well as for its treatment, its timely 

detection and diagnosis is of much importance. Various methods are available for this 

purpose, but these suffer from a problem of low diagnostic ability and bad generalization. 

Several goals have been examined with the hybrid method based onmulti-objective Particle 

Swarm Optimization (MOPSOHA), like determining the number of features, increasing 

accuracy, and computing entropy-based metrics. They have achieved cutting-edge 
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outcomes for the classification of cancer [73]. 

 
The outcomes of a study presented in [74] suggest that treating lung adenocarcinoma 

(LUAD) is hard. To successfully predict lung adenocarcinoma, the authors have used a 

number of machine learning methods, including ttest, K-Mean and hierarchical clustering, 

sensitivity analysis, and Self-Organizing Map (SOM) neural network. The data’s 

dimension has been reduced using K-Means and T-Test. Sub-types of LUAD have been 

found using SOM and hierarchical clustering. 

To improve the quality of prediction and to decrease the time of computation, 

dimensionality reduction is done while working with gene expression data. In [75], two 

dimensionality reduction techniques namely Attribute Selection (AS) and PCA are used 

during the pre-processing step. Then for classification, consistency-based subsetevaluation 

(CSE) and minimum redundancy maximum relevance (mRMR), known as CSE-mRMR 

have been used. Gene expression data has high dimensionality posing difficulties for the 

classical machine learning models. To cope with the curse of dimensionality, Attribute 

Selection, and dimensionality reduction techniques such ascorrelation analysis and PCA 

have been widely known. PCA came out to be the best unsupervised learning-based 

reduction method [75]. 

Partial Least Square (PLS) is a supervised learning-based dimensionality reduction 

technique used in literature. Gene expression data suffers from two main problems, high 

dimensions, and small samples. Thus, dimensionality reduction is the solution to this 

problem. There are two main methods namely PCA and Between Group Analysis (BGA) 

that are used for dimensionality reduction. The authors in [76] have proposed an automatic 

and non-parametric method known as Uncorrelated Discriminant Analysis (UDA) to 

extract features gene expression data. The proposed method UDA is based on maximum 

margin criteria (MMC). This method acts as a good solution to the problem of a small 

sample size. 

A feature extraction method autoencoder followed by a dimensionality reduction method 

PCA has been implemented in [77]. For the classification of breast cancer, they have used 
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an ensemble classification technique named AdaBoost. PCA along with an autoencoder 

neural network has been used as a feature extraction method. These two are combined to 

add deep learning advantages to the feature extractor for extracting representative features 

from gene expression data. One problem with the proposed method is that it can be tough 

to identify the most salient features that offer support for the predictions. 

Gene expression datasets are usually sparse and imbalanced. A new method based on the 

“Fuzzy Granular Support Vector Machine and Recursive Feature Elimination Algorithm” 

has been developed [78] to select the most prominent features from the data. This method 

is a combination of multiple methods namely statistical learning, fuzzy clustering, and 

granular computing, and provides 100% accuracy on eight genes as compared to previous 

methods that provided an accuracy of 86% with sixteen genes [78]. 

For cancer subtyping, conventional approaches use statistical techniques and also there 

occurs a problem of overfitting due to the small size of the sample. A Deep autoencoder 

has been used to extract features from gene expression data of hematopoietic cancer. This 

method outshines PCA and Non-Matrix Factorization. The author also states that there is 

no other research work that is related to hematopoietic cancer using deep learning 

techniques of feature extraction. In comparison to prior techniques, the suggested method 

performs better in terms of F1-measure, G-Mean, accuracy, precision, recall, and 

specificity [79]. 

The T-Test method and Kernel Partial Least Squares (KPLS) are also used to extract 

features from gene expression. However individually, these two approaches do not provide 

promising outcomes. When used in pairs, these methods act as a reliable method for feature 

extraction.In [80], the author used a t-test method for pre-processing in which irrelevant 

and noisy genes are filtered out, and then features are extracted using KPLS and finally 

classifier has been applied for the final classification. 

Due to the development in DNA Microarray technology, it is becoming possible to study 

genes so that relevant information can be extracted. Relevant features have also been 

retrieved from the data using the deep learning-based GSEnet model. The model is 
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composed of “pre-conv, SE-Resnet, and SE-conv” modules. The proposed feature extractor 

has been tested with nine different classifiers namely DT, Naïve Bayes (NB), KNN, RF, 

AdaBoost (ADA), and Gradient Boosting Decision Tree (GBDT). It provides good 

performance [81]. 

With the help of deep learning techniques, it is possible to work with high dimensional 

genomic data as these techniques help to extract the most prominent features that are 

required to classify various diseases. AFExNet is one of those methods that has been 

developed as a dual-stage method for extraction of the features from breast cancer data. It 

is known as dual-stage as it consists of unsupervised pre-training and supervised fine- 

tuning. The suggested approach uses an Adversarial Autoencoder (AAE)-based neural 

network. Twelve distinct classifiers were used to test this strategy, and the results are 

encouraging [82]. 

In [83], the author proposed a stacked ensemble method to classify breast cancer from gene 

expression data. Various deep learning prediction models are used in a framework of 

stacked ensemble. The proposed stacked ensemble model is a two-stage model in which 

CNN has been used in the first stage for feature extraction and then extracted features from 

the first stage are passed as an input to the ensemble models used in the second phase. RF 

is used as a final classifier in the second phase to classify breast cancer. 

Lung and colon cancer are two of the primary causes of death in humans. In [146], the 

author proposed a hybrid feature extractor based on transfer learning models such as 

VGG16, VGG19, MobileNet, DenseNet169, and DenseNet201. The extracted features are 

passed to the various ML models such as RF, SVM, XGB, light gradient boosting (LGB), 

logistic regression (LR), and multi-layer perceptron (MLP) for the classification of lung 

and colon cancer. The top three ML models have been filtered out using high performance 

filtering method and an ensemble classifier has been made for the final classification and 

evaluated based on various performance measures. 

Gene expression data consists of non-linear relationships among the genes. PCA is used 

for linear dimensional reduction as it uses Euclidean distance, which in turn cannot find 
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the non-linear interactions among genes. In [147], PCA and isometric mapping (ISOMAP) 

are compared, and it has been concluded that non-linear dimension reduction (NDR) 

methods such as ISOMAP provide promising results. NDR methods have been applied to 

five different datasets as a pre-processing step. After that clustering methods namely K- 

means and Hierarchical clustering have been applied to the selected features. 

Single-cell RNA-sequencing data suffers from a problem of noise and data sparsity. In 

[148], authors coined a solution to this problem by proposing scDMAE, which is a 

denoising model based on autoencoders. The topological and low-dimensional features are 

extracted by using two autoencoders. Later, these features are fused to make new features. 

Noise and missing values are handled by the masking strategy which has been applied in 

the autoencoder to make the gene data free from irrelevant and missing values. Refined 

genes are combined with original genes to create final gene expression profiles free from 

noise. 

Enhancer promoter interactions (EPIs) play a significant role in gene expression regulation 

and prediction of genetic-related diseases. To handle the predictions of EPIs well, the 

author proposed a new method known as EPIMR [149]. DNA sequences are converted into 

images using the Hilbert curve. Multi-scale ResNet deep learning model has been used to 

extract features at different levels of abstraction. The extracted features are connected using 

a heuristic matching technique which is required to find the interactions between enhancer 

and promoter regions. 

In [150], the author proposed enhanced VGG-19 (E-VGG19) for extracting features from 

the data, which are then passed to the machine learning models for the classification of skin 

cancer. Pre-trained deep learning models provide automatic feature extraction which 

improves the accuracy of the classification. ML classifiers have been compared with pre- 

trained models in terms of accuracy, recall, precision, sensitivity, and F1 score which 

proves that pre-trained models are better than existing ML models. E-VGG19 has also been 

compared with basic VGG19 and provided better results. 

In [151], the author compared three DL models namely VGG16, LGBM, and Inception V3 
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for feature extraction from the CT images and three ML models namely SVM, RF, and 

XGB for the classification of pancreatic ductal adenocarcinoma. VGG16 provided the best 

feature extraction results and XGB provided the best classification results. The extracted 

features from VGG16 have been passed to the XGB for final classification, making it a 

hybrid of VGG16 and XGB. The proposed model provides an accuracy of 0.97. 

Table 2.2 Dimensionality Reduction for Gene Expression 

 
 

Sr. 

No. 

Paper 

Name 

Author Year Objective Technique/ 

Tool 

Dataset Findings 

1 [67] Chaowen 

Zhong et 

al. 

2019 To perform 

fault 

diagnosis 

using limited 

faulty 

training data 

Generative 

Adversarial 

Network 

NA It achieves 

a classification 

accuracy of 

90.44%. The 

method is 

unsupervised 

but still it 

requires 

supervised 

learning for 

classification. 

2 [69] Shu- Lin 

Wanget 

al. 

2009 To develop a 

method for 

cancer 

classification 

based on gene 

reduction 

Probabilisti 

c Neural 

Network, 

Neighbour 

hood 

Rough Set 

Method, 

Simba 

Algorithm 

Leukemia 

Dataset 

[17], Colon 

Tumor 

Dataset [46] 

and Small 

Round Blue 

Cell Tumor 

Dataset [18] 

The method is 

stable and 

accurate. 

Genes selected 

from this 

method are 

the most 

important that 

improve the 

accuracy. 
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3 [70] Hongbin 

Donget 

al. 

2018 To propose a 

feature 

selection 

method 

Improved 

Binary 

Genetic 

Algorithm 

with 

Feature 

granulation 

n 

(IBGAFG), 

Improved 

Neighbour 

hood 

Rough Set 

with 

Sample 

Granulatio 

n (INRSG) 

http://csse.s 

zu. 

edu.cn/staff/ 

zhuzx/Datas 

ets. 

The method is 

efficient and 

provides 

higher 

accuracy for 

classification 

by using 

granular 

information 

4 [71] Huijuan 

Lu etal. 

2021 To classify 

cancer  using 

the hybrid 

ensemble 

method 

AdaBoost 

, GA, 

KNN, 

Naïve 

Bayes, 

Decision 

Tree 

Breast, 

Lung, 

Colon, 

Leukemia, 

and Brain 

Datasets 

from UCI 

The proposed 

ensemble 

method 

outperforms 

existing 

ensemble 

methods on 

small samples 

5 [72] Xinfen g 

Zhang et 

al. 

2020 To classify 

different 

features from 

gene 

LDA, 

Auto- 

Encoder 

(AE) 

GEO 

Database 

Good 

predictions 

with an 

accuracy of 

98.27% 

http://csse.s/
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    expression 

data 

Neural 

Network 

  

6 [73] Yunhe 

Wang et 

al. 

2021 to identify 

subtypes of 

cancer using 

gene 

expression 

Multiobject 

ive PSO 

35 Cancer 

Gene 

Expression 

Datasets 

The method 

has a high 

power of 

diagnosing 

subtypes of 

cancer 

7 [74] Fuyan 

Hu et 

al. 

2020 To propose a 

method for 

the classificat 

ion of 

subtypes of 

LUAD 

Cancer 

hierarchica 

l clustering, 

SOM 

neural 

network, t- 

test, 

sensitivity 

analysis, 

and k- 

means 

clustering 

LUAD 

Datasets 

from TCGA 

Extracted 

genes are 

important for 

cancer subtype 

classification. 

8 [75] Jovani 

Taveira 

De 

Souza et 

al. 

2019 To reduce 

dimensions in 

gene 

expression 

data 

AS, 

PC 

A,CSE, 

mRMR 

Lung 

Cancer 

Michigan, 

Ontario, and 

Harvard 

Databases 

CSE-mRMR 

provides better 

classification. 

PCA performs 

better than AS. 

9 [76] Wen Hui 

Yang et 

al. 

2007 To extract 

features from 

high- 

dimensional 

gene 

PCA,BGA, 

UDA 

Feret 

Database, 

ORL 

database, 

CMU PIE 

The proposed 

method is 

effective and 

stable for 
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    expression 

data 

 database 

(Image 

Data), And 

Gene 

Expression 

data 

(SRBCT, 

ALL, 

Lymphoma, 

Brain, 

Colon, 

Leukemia) 

feature 

extraction. 

10 [77] Dejun 

Zhang et 

al. 

2015 To propose 

an 

unsupervised 

feature 

extraction 

method 

PCA, 

Autoencod 

er NN, 

AdaBoost, 

MAS5.0, 

RMA 

Breast 

Cancer data 

from NCBI 

GEO 

datasets 

Extracted 

features help to 

get more 

classification 

accuracy. 

11 [78] Yuchu n 

Tanget 

al. 

2008 To extract the 

features and 

classify 

cancer from 

gene 

expression 

data 

Granular 

computing, 

statistical 

learning, 

and fuzzy 

clustering, 

MATLAB 

Prostate, 

AML/ALL, 

and Colon 

Cancer 

available at 

http://sdmc. 

lit. 

org.sg/GED 

atasets/Data 

sets.html 

100% accuracy 

with eight 

genes 

http://sdmc/


66 
 

12 [79] Kwang 

Ho Park 

etal. 

2021 To extract the 

features using 

deep learning 

techniques 

for 

hematopoietic 

cancer 

Deep 

Autoencod 

er, 

Synthetic 

minority 

oversampli 

ng 

technique 

(SMOTE), 

Shapely 

Additive 

explanation 

(SHAP) 

TCGA 

Hematopoie 

tic Cancer 

datasets 

Deep learning- 

based feature 

extraction 

provides good 

results. 

13 [80] Shutao 

Li et al. 

2006 To develop a 

feature 

Extraction 

method 

t-test, 

KPLS, 

Breast 

cancer, 

ALL/AML, 

Leukemia, 

Colon 

Cancer 

t-test in 

combination 

with KPLS 

provides better 

results. 

14 [81] Kun Yu 

et al. 

2022 To provide 

a deep 

learning 

approach 

for feature 

extraction 

from gene 

expression 

data 

GSEnet 

(combina 

tion of 

ResNet 

andSEnet) 

GSE99095 

Data 

set 

(NC 

BI 

Data) 

The proposed 

model is 

superior as 

compared to 

other models 

in terms of 

accuracy and 

precision. 
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15 [82] Raktim 

Kumar 

Mondol 

et al. 

2022 To extract 

relevant 

genes for the 

classification 

of breast 

cancer from 

gene 

expression 

data 

 BRCA 

dataset from 

cBioportal 

The proposed 

method 

outperforms 

other feature 

extraction 

methods. 

16 [83] Nikhila 

nand 

Arya et 

al. 

2022 To classify 

breast cancer 

using a deep- 

learning 

ensemble 

model 

Neural 

Network, 

AAE, 

SMOTE 

CNN, SVM, 

RF, NB, 

Logistic 

Regression 

(LR) 

https:// 

github.co 

m/USTC- 

HIlab/MD 

N 

NMD, 

TCGA- 

BRCA 

It 

outperforms 

other 

existing 

prediction 

methods 

based  on 

uni-modality 

and multi- 

modality. 

17 [146] Md. 

Alamin 

Talukder 

et al. 

2022 To classify 

lung and 

colon using 

a hybrid 

feature 

extractor and 

ensemble 

classifier 

VGG16, 

VGG19, 

MobileNet, 

DenseNet1 

69, 

DenseNet2 

01, RF, 

LR, LGB, 

XGB, 

MLP, 

SVM 

LC25000 

lung and 

cancer 

dataset 

Provides 

an accuracy of 

99.05% for 

lung cancer, 

100% for 

colon and 

99.30% for 

both. 
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18 [147] Jinlong 

Shi et al. 

2010 To compare 

linear and 

non-linear 

dimensionalit 

y reduction 

PCA, 

ISOMAP, 

K-Means, 

Hierarchica 

l 

Clustering 

SRBCT, 

Diffuse 

large B-Cell 

lymphoma, 

Nine 

Tumors, 

Brain 

Tumor and 

Leukemia 

Dataset 

NDR such as 

ISOMAP 

provides better 

results than 

PCA for gene 

expression 

datasets. 

19 [148] Wei Liu 

et al. 

2024 To denoise 

and recover 

scRNA gene 

expression 

data by 

feature 

extraction 

Autoencod 

er 

Nine 

different 

datasets 

The proposed 

method 

performs well 

in clustering 

and gene 

identification 

20 [149] Qiaozhe 

n Meng 

et al. 

2024 To enhance 

the 

predictions 

for EPIs in 

gene 

expression 

data 

Hilbert 

Curve, 

ResNet, 

Matching 

Heuristic 

Benchmark 

datasets 

such as 

IMR90, 

HUVEC, 

HeLa-S3, 

K562, 

GM12878, 

NHEK 

Performs 

better than 

other existing 

models such as 

SPEID, 

SimCNN and 

EPIsHilbert 

21 [150] Irfan Ali 

Kandhro 

et al. 

2024 To perform 

feature 

extraction 

using E- 

VGG19, 

Nvidia 

K80 GPU 

ISIC 2020 

Dataset 

Provides better 

feature 

extraction 

which in turn 
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    VGG19 for 

improved 

classification 

of skin cancer 

  provides better 

classification 

22 [151] Wilson 

Bakasa 

et al. 

2023 To extract 

features using 

VGG16 and 

classification 

using XGB to 

find pancreas 

cancer 

VGG16, 

LGBM, 

Inception 

V3, RF, 

SVM, 

XGB 

The Cancer 

Imaging 

Archive 

(TCIA) 

Dataset 

Provides 

accuracy and 

F1 score of 

0.97 

 

2.4 CNN and RNN-Based Methods for Gene Expression 
 

The changes in gene expressions show the response of the human body to certain 

environmental conditions, for example, any disease such as cancer in the body. While some 

genes are easily recognized, others are not, making them rare and widely expressed genes. 

To build an ideal RNN classifier and identify distinguishing features for differentiating 

often expressed genes from infrequently expressed genes, the incremental feature selection 

approach in conjunction with a supervised classifier RNN has been applied [84]. 

 

Gene expression data is unsuitable for deep CNNs due to its high dimensions and smaller 

sample sizes. A lightweight convolutional neural network (CNN) with two layers of 

convolution is used to classify breast cancer from gene expression data with an accuracy 

of 98.76%, overcoming the issues with the small size and high dimensionality of the gene 

expression data. The genomic data has been converted into 2D images before applying 

CNN. During preprocessing, sample outliers are removed, and then normalization is 

applied to remove any kind of bias. Finally, a filtering step is applied, and data has been 

passed to CNN for classification [37]. 

 

L-GEPM, which anticipates the target genes by utilizing learned features to capture the 

non-linear elements influencing gene expression, has been implemented. It is based on 
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LSTM neural networks. It can yield very good fitting outcomes with little error [48]. Using 

a deep learning strategy based on BPSO-DT and CNN, several cancer types have been 

diagnosed with 96.90% accuracy using tumor RNA sequence (RNA-Seq) gene expression 

data [38]. 

 

The creation of a multi-tissue cancer classifier using whole transcriptome gene expressions 

gathered from several tumor types covering various organ sites has led to the introduction 

of a deep learning framework for cancer diagnosis. A CNN architecture called GeneXNet 

has been designed particularly to deal with the complexity of gene expressions [49]. The 

brief length of gene expression time series affects several clustering algorithms, or they fail 

to take into account the temporal structure of the data. Overcoming these problems, a novel 

deep learning-based technique called DeepTrust is used to classify gene expression time 

series. To provide richer data representations, DeepTrust first converts time series data into 

images. Subsequently, the images undergo an application of deep neural clustering [86]. 

 

Utilizing a hierarchical graph convolution network (HiGCN), information from the feature 

and sample spaces has been combined. Studies using both simulated and actual data 

revealed that, even in the presence of few labeled data points, HiGCN enhanced the 

performance of the downstream tasks (which include things like survival analysis and 

classification). HiGCN also obtained more efficient representations of the gene expression 

data. The proposed method can also extract features from noisy and low-complexity data. 

[88]. 

Improved prevention, detection, and treatment of breast cancer can be achieved by deeper 

research of the molecular features of the disease, made possible by the advent of deep 

learning techniques and multidimensional data. A multimodal deep neural network that 

makes use of multi-dimensional data (MDNNMD) has been put into practice for breast 

cancer prognostic prediction. This method predicts the time of survival of breast cancer. 

The proposed DNN consists of four hidden layers along with an input and an output layer 

[89]. 

Various machine learning and deep learning models are available that are used for gene 
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expression data. However, in [90], the author stated that deep learning models provide more 

promising results as compared to conventional machine learning models in the 

classification of cancer for gene expression data. Gene expression datasets still suffer from 

a problem of low sample size. But DL methods require large amounts of data for 

which certain methods are used such as regularization, data augmentation, decreasing the 

complexity of the NN, etc. But still, these things do not solve this issue completely. 

Microarray data has risen in size over time, but its challenging characteristics—such as the 

small size of the sample and high complexity—have remained steady. More sophisticated 

algorithms for gene selection and classification must be designed to address these 

challenges. To accurately diagnose cancer, a hybrid technique utilizing deep fuzzy neural 

networks has been developed to preprocess data and select critical genes. This method 

outperforms other traditional classification techniques [91]. 

DeepDRBP-2L, a two-level predictor, has been proposed by combining CNN and LSTM. 

The ability to differentiate between RNA-Binding Proteins (RBPs), DNA-Binding Proteins 

(DBPs), and DRBPs (both DNA RNA Binding Proteins) is unique to this computational 

approach. DeepDRBP-2L may identify DRBPs beyond the limitations of the current 

approaches, as demonstrated by extensive cross-validations and independent testing [92]. 

Two issues are directly related to the diagnosis of cancer. One is preserving data privacy 

and the second is a diagnosis of cancer itself. The MRI images of cancer patients are 

encrypted to save them from intruders for the patient’s privacy. When any operation such 

as cancer diagnosis has to be performed on those images, then before this, images are 

decrypted using various techniques. So, this job is quite tedious. In [93], the author has 

proposed a method based on CNNs for this purpose. The proposed method has been 

compared with conventional ML models such as DT, NB, RF, and SVM and it provides an 

accuracy of 98.9%. 

The correct segmentation of liver tumors is required so that tumors are diagnosed and 

treated on time. The segmentation also helps surgeons to make the correct decisions during 

surgeries. This motivates the author of [94] to develop a method based on 3D CNN and 
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convolution LSTM to perform liver tumor segmentation in MRI scan images. The MRI 

scan images are taken from two hospitals and the research work has been validated by the 

research ethics committee of one of those hospitals. 

In [152], the author compared various DL techniques such as CNN, LSTM RNN, hybrid 

CNN-RNN, and GRU RNN to classify cancer from gene expression data. The data is 

normalized and then Bayesian optimization has been applied for tuning of hyperparameters 

which are further required to strengthen the classification process by DL models. The DL 

models are ensembled with a decision tree which is a classification and regression tree 

(CART) for final decision-making. Among all the models, two-layer GRU RNN achieved 

the highest accuracy of 97.8%. 

Gene expression data contains fewer samples than other datasets, so data augmentation is 

one of the solutions to generate synthetic samples. In [153], the author integrated uniform 

distributive augmentation (UDA) and Wasserstein – Generative Adversarial Network (W- 

GAN) for data augmentation. Then classification has been done by Capsule neural 

networks (CapsNet). The proposed method provides promising results as compared to 

other DL methods. 

In [155], the author proposed a deep learning-based classifier to classify cancer from 

the gene expression dataset. For the proposed work, data has been taken for five different 

cancers. Features have been normalized using min-max normalization. Then the most 

significant and non-redundant genes were selected using an enhanced chimp optimization 

(ECO) algorithm. Finally, depth-wise separable CNN (DSCNN) has been applied to the 

selected genes for the classification of cancerous and non-cancerous classes. The proposed 

approach has been compared with other DL methods such as CNN, DCNN, LSTM, and 

GRU and proved to be the best with 99.18% accuracy. 

Prostate cancer is also one of the major reasons for increasing mortality rates. However, it 

should be early detected to reduce the mortality rate. In [156], the author proposed an AI- 

based technique for classifying prostate cancer from gene expression data. Data has been 

normalized first and then passed to LSTM – deep belief network (LSTM-DBN) for 

classification. The proposed model has been fine-tuned using wild horse optimization 



73 
 

(EWHO) hyper-parameter to increase the performance. The proposed model can handle 

noisy and missing data well. The proposed model has been compared with various existing 

ML and DL models. 

In [157], the author proposed two new methods to classify cancer types and sub-types from 

the gene expression dataset which is available on Kaggle and contains 130000 images of 

various cancer types. Two novel CNN methods have been proposed namely Vception and 

Vmobilenet which contain VGG and Inception, and VGG and MobileNet each of which 

has been integrated later with LSTM for both spatial and temporal pattern detection. These 

models predict cancer type and sub-type together. But classification has been done in other 

ways as well where cancer type has been predicted first and then cancer subtype. In this 

classification approach, the author used KNN and PCA for cancer subtype classification. 

Table 2.3 CNN and RNN Methods for Gene Expression 

 
 

Sr 

No 

Paper 

Name 

Author Year Objective Technique 

/Tool 

Dataset Findings 

1 [84] Lei 

Chenet 

al. 

2018 To 

classify 

rarely and 

widely 

expressed 

genes 

using 

RNN 

RNN, 

Increment 

al Feature 

Selection 

(IFS) 

TCGA [85] Genes are 

successfully 

classified as 

normal and 

cancerous. 

2 [37] Murta 

da K. 

Elbash 

ir et al. 

2019 To 

classify 

cancer 

using 

lightweigh 

t CNN 

CNN, 

Normaliza 

tion, 

Filtering, 

R Studio 

Breast cancer 

dataset from 

Pan-Cancer 

Atlas 

CNN provides 

good accuracy 

as compared to 

other current 

approaches 

such as PCA 

and SVM. 
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3 [86] Ozan 

Firat 

Ozgul 

et al. 

2021 To 

propose a 

deep 

convolutio 

n-based 

clustering 

method 

for time 

series gene 

data 

Convoluti 

onal 

Autoencod 

er, ReLU, 

Adam 

Optimizer 

Dataset from 

[87] 

DeepTrust 

provides 

reliable 

clusters than 

other methods 

for the time 

series data. 

4 [88] Kaiwe 

n Tan 

et al. 

2021 To 

propose a 

graph 

method 

based on 

convolutio 

n network 

for finding 

the 

informatio 

n in 

feature as 

well as 

sample 

space 

Graph 

Convoluti 

on 

Network 

2 simulated 

and 2 real- 

time datasets 

from Pan 

Atlas 

Provides good 

results even 

with small 

training data. 

5 [89] Dongd 

ong 

Sun et 

al. 

2019 To 

propose a 

DNN- 

based 

model for 

mRMR, 

DNN, 

Batch 

Normaliza 

tion 

METABRIC 

Dataset 

available at 

http:// 

www.cbiopor 

Proposed 

model can be 

applied to 

other similar 
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    multi- 

dimension 

al cancer 

gene 

expression 

data 

 tal.org/study? 

id¼brca_met 

abri 

c#summary. 

type of 

diseases 

6 [90] Mahm 

ood 

Khalsa 

n et al. 

2022 To compare 

various ML 

and DL 

models 

using gene 

expression 

data for 

cancer 

prediction 

Various 

ML and DL 

techniques 

are studied 

Multiple 

datasets are 

studied 

available on 

TCGA and 

GEO 

DL techniques 

provide better 

results than 

ML techniques 

for cancer 

prediction in 

gene 

expression 

data. 

7 [91] Thosini 

K. 

Bamu 

nu 

Mudiy 

ansela 

ge et al. 

2020 To 

propose a 

deep 

neural 

network- 

based 

method 

for cancer 

detection 

Relevance 

Indexed 

Based 

Filtering, 

K-Means 

Clustering 

,SVM, 

DT,NB 

Cancer 

datasets of 

colon, 

leukemia, 

prostate, CNS, 

ovarian, and 

breast 

The proposed 

method is better 

and 

more reliable 

than other 

traditional 

methods 

8 [92] Jun 

Zhang 

et al. 

2021 To 

propose a 

predictor 

method 

based on 

CNN, 

LSTM 

Benchmark 

and 

independent 

dataset 

available at 

http://bliulab. 

It solves the 

problem of 

existing 

predictors that 

DBPs and 

http://bliulab.n/
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    CNN and 

LSTM 

 n 

et/DeepDRB 

P-2L 

RBPs and 

vice-versa. 

9 [93] Mujee 

b Ur 

Rehma 

n et al. 

2022 To develop 

a DL-based 

model for 

preserving 

privacy 

while 

diagnosing 

cancer 

CNN, 

Discrete 

Wavelet 

Transform 

(DWT) 

MRI Scan 

Images 

The CNN-based 

model provides 

more accuracy 

than 

conventional 

ML models 

10 [94] Rench 

eng 

Zheng 

et al. 

2022 To propose 

a model 

based on 

3D CNN 

and 

convolution 

LSTM for 

the segment 

ation of 

liver tumor 

3D CNN, 4 

Layer 

Convolutio 

n LSTM 

MRI scan 

images 

from First 

Affiliated 

Hospital of 

Zhejiang 

University, 

Test data 

from 

Fudan 

University 

Affiliated 

Zhongshan 

Hospital 

The proposed 

method provides 

correct 

segmentation 

results. 

11 [152] Sergii 

Babich 

ev et al. 

2024 To 

compare 

various 

DL 

models for 

cancer 

One- and 

two-layer 

CNN, 

LSTM 

RNN, 

GRU 

TCGA Two-layer 

GRU RNN 

performed best 

among all with 

97.8% 

accuracy 

http://bliulab.n/
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    classificati 

on 

RNN, 

hybrid 

CNN 

RNN, 

Bayesian 

Optimizati 

on, CART 

classifier 

  

12 [153] U. 

Ravindr 

an et al. 

2024 To 

perform 

smart data 

augmentat 

ion and 

classificati 

on 

UDA, W- 

GAN, 

Pearson’s 

Correlatio 

n 

Coefficien 

t, CapsNet 

Gene 

Expression 

dataset at 

[154] 

Provides 

99.32% 

accuracy, 

98.56% recall, 

and 100% 

precision 

13 [155] Anju 

Das et 

al. 

2024 To 

perform 

gene 

selection 

and 

classificati 

on using 

deep 

learning 

Normaliza 

tion, ECO, 

DSCNN, 

Python 

ALL AML, 

brain, breast, 

colon and 

prostate 

cancer 

dataset 

Provides 

overall 

accuracy of 

99.18% for all 

the 5 datasets 

14 [156] Bijya 

Kumar 

Sethi et 

al. 

2024 To classify 

prostate 

cancer 

from gene 

expression 

data 

Normaliza 

tion, 

DBN, 

LSTM, 

EWHO, 

Python 

Prostate 

cancer 

dataset 

Provides 

accuracy of 

98.75% 
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15 [157] Jabed 

Omar 

Bappi 

et al. 

2024 To classify 

cancer 

type and 

sub-type 

using DL 

and ML 

methods 

VGG, 

Inception, 

MobileNet 

, LSTM, 

KNN, 

PCA, X- 

OR Gate 

Kaggle 

Dataset for 

breast, colon, 

kidney, 

lymphoma, 

oral, brain, 

cervical and 

lung cancer 

Provides 

99.25% 

accuracy for 

cancer type 

and 97.20% 

for cancer 

subtype 

classification 

 

2.5 Results and Discussion 

 
We examined several deep learning and machine learning models for the gene expression 

dataset available at https://data.mendeley.com/datasets/sf5n64hydt/1. The dataset consists 

of 2086 samples with 971 genes for each sample. There are 5 types of cancer that we 

focused on. These include LUAD (lung adenocarcinoma), LUSC (lung squamous cell 

carcinoma), UCEC (uterine corpus endometrial carcinoma), BRCA (breast invasive 

carcinoma), and KIRC (kidney renal clear cell carcinoma). We implemented our work in 

Python on Google Colab. Fig 2.1 to 2.3 represents the raw data which is downloaded from 

the link given above. Samples are represented with numbers from 0 to 2085 which makes 

the count of patients 2086. Genes or the features are represented with numbers from 0 to 

970 which makes the features, or the genes count as 971. The last column, 971, is the class 

column that represents the different cancer types with numbers from 1.0 to 5.0. Column 

971 has been renamed as a target column to specify the given column as a class column of 

the dataset based on which the final classification has been done. Fig 2.4 shows the target 

column highlighted with red color. Instead of 971, it is written as a target. As a next thing 

in preprocessing, 10 columns are removed from the dataset as these consist of repetitive 

values. Those 10 columns are 961 to 970 making the total count of features/genes equal to 

960. The modified dataset after removal of the 10 columns is shown in Fig 2.5 and 2.6. 
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Fig 2.1 Sample of dataset from sample (rows) 0 to 2083 and genes (columns) from 0 to 963 

 

 
 

Fig 2.2 Sample of dataset from sample (rows) 0 to 2085 and genes (columns) from 964 to 970 
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Fig 2.3 Target Column (Classes of Cancer) 

 

 

 

 

Fig 2.4 Renaming of column 971 as target 
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Fig 2.5 Dataset representing features from 0 to 953 

 

 
 

 

Fig 2.6 Dataset representing features from 954 to 960 and target column 
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In the next step of pre-processing, cancer types were represented using numbers from 

0.0 to 4.0 instead of 1.0 to 5.0 as shown in Fig 2.7. 
 
 

 
Fig 2.7 Classes of cancer represented using numbers from 0.0 to 4.0 

 

Afterward, the target column has been eliminated from the original dataset and 

preserved as a separate set of data with distinct features and labels. Implementation 

of machine learning algorithms requires some basic steps as discussed in the previous 

chapters as well. These consist of data collection, data exploration, splitting into 

training testing, implementing the required algorithm, and then evaluating it. The 

first two steps are done. Next comes the splitting. As a result, we divided our dataset 

into 30% for testing and 70% for training. Next, we utilize various machine learning 

classifiers, including logistic regression, gradient boosting, random forest, support 

vector, and xgb classifiers. 

Table 2.4 Performance Measures for Machine Learning Models 
 

  

Accuracy 
 

F1 Score 
 

Precision 
 

Recall 
 

Mean Square Error 

 

Random Forest 
 

96.64 
 

96.61 
 

96.63 
 

96.62 
 

9.10 
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Support Vector 
 

92.65 
 

92.50 
 

92.71 
 

92.70 
 

37.70 

Logistic 

Regression 

 

95.68 
 

95.71 
 

95.70 
 

95.69 
 

19.30 

 

Gradient Boosting 
 

95.84 
 

95.91 
 

95.85 
 

95.86 
 

13.71 

 

XGB Classifier 
 

97.12 
 

97.11 
 

97.13 
 

97.10 
 

6.51 

 

Table 2.4 shows the various performance measures for machine learning models. 

Various performance measures that are taken into account are accuracy, F1 score, 

precision, recall, and mean square error. The above table shows that the XGB 

classifier is performing best among the given classifiers in terms of all the 

performance measures. Fig 2.8 shows the comparison of machine learning models 

based on accuracy parameters. XGB classifier has the highest accuracy of 97.12 and 

the support vector has the lowest accuracy of 92.65. Fig 2.9 shows the comparison 

of machine learning models based on t h e F1 score.XGB classifier has the highest 

F1 score of 97.11 and the support vector has the lowest F1score of 92.50. 

 

 
Fig 2.8 Comparison of Machine Learning Models based on accuracy 
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Fig 2.9 Comparison of Machine Learning Models based on F1 Score 

 
Fig 2.10 shows the comparison of machine learning approaches based on precision. 

XGB classifier has the highest precision of 97.13 and the support vector has the 

lowest precision of 92.71. 

 

 
Fig 2.10 Comparison of Machine Learning Models based on Precision 
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Fig 2.11 shows the comparison of machine learning approaches based on recall. XGB 

classifier has the highest precision of 97.10 and the support vector has the lowest 

precision of 92.70. 

 

Fig 2.11 Comparison of Machine Learning Models based on Recall 

 
Fig 2.12 shows the comparison of machine learning approaches based on MSE. XGB 

classifier has the lowest MSE of 6.51 and the support vector has the highest MSE of 

37.70. 

 

Fig 2.12 Comparison of Machine Learning Models based on MSE 
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We also compared various CNN models on the same dataset on which we 

implemented the machine learning models. To implement the CNN models, every 

sample is converted into an image. Fig 2.13 shows one of those images. 

 

 
Fig 2.13 A sample of genes converted into an image 

 

Table 2.5 shows the performance measures for various CNN models such as vgg16, 

vgg19, inceptionv3, and resnet50. VGG16 is performing best among all in terms of 

all the given parameters. 

Table 2.5 Performance Measures for CNN Models 
 

  

Accuracy 
 

F1 Score 
 

Precision 
 

Recall 
 

Mean Square Error 

 

VGG16 
 

91.69 
 

91.21 
 

91.72 
 

91.71 
 

39.50 

 

VGG19 
 

43.45 
 

26.34 
 

43.51 
 

43.54 
 

336.7 

 

ResNet50 
 

81.30 
 

82.41 
 

81.32 
 

81.35 
 

95.0 
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InceptionV3 
 

43.45 
 

28.21 
 

43.53 
 

43.55 
 

324.80 

 

Fig 2.14 shows the bar chart representing the accuracies for various CNN models. 

VGG16 provides the highest accuracy of 91.69 and VGG19 and InceptionV3 perform 

poorly, providing an accuracy of 43.45. 

 

Fig 2.14 Comparison of CNN Models Based on Accuracy 

 

Fig 2.15 shows the F1 score comparison of various CNN models for 70% training 

and 30% testing data. VGG16 provides the highest F1 score of 91.21 and VGG19 

provides the lowest F1 score of 26.34. 
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Fig 2.15 Comparison of CNN Models Based on F1 Score 

 

VGG16 provided the highest precision of 91.72 and VGG19 provided the lowest 

precision of 43.51 as shown in Fig 2.16. 

 

Fig 2.16 Comparison of CNN Models Based on Precision 
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the lowest recall of 43.54. As illustrated in Fig. 2.18, VGG16 yields the lowest MSE 

of 39.5 and VGG19 yields the greatest MSE of 336.7. 

 

Fig 2.17 Comparison of CNN Models Based on Recall 

 

 

 

 

Fig 2.18 Comparison of CNN Models Based on MSE 
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After comparing various machine learning and CNN models, various RNN models 

such as simple RNN, GRU, and LSTM are compared. Table 2.6 shows various RNN 

models as per the performance metric values. 

Table 2.6 Performance Measures for RNN Models 
 

  

Accuracy 
 

F1 Score 
 

Precision 
 

Recall 
 

Mean Square Error 

 

Simple RNN 
 

92.49 
 

92.2 
 

92.5 
 

92.5 
 

33.4 

 

LSTM 
 

94.56 
 

94.5 
 

94.6 
 

94.6 
 

31.9 

 

GRU 
 

95.04 
 

94.9 
 

95 
 

95 
 

21.7 

 

As shown in Fig 2.19, GRU provides the highest accuracy of 95.04 and simple RNN 

provides the lowest accuracy of 92.49. 

 

Fig 2.19 Comparison of RNN Models Based on Accuracy 
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GRU provides the highest F1 Score among all the RNN models which are compared 

based on various performance metrics. It gives the F1 Score of 94.9. Simple RNN, 

on the other hand, has the lowest F1 Score (92.2) as shown in Fig 2.20. Similarly, 

GRU provides the highest precision of 95 and simple RNN provides a 92.5 precision 

value which is the lowest among all as shown in Fig 2.21. 

 

Fig 2.20 Comparison of RNN Models Based on F1 Score 

 

 

 

 

Fig 2.21 Comparison of RNN Models Based on Precision 
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Fig 2.22 Comparison of RNN Models Based on Recall 

 

Figures 2.22 and 2.23 demonstrate how GRU outperforms other models in terms of 

recall and MSE as well. GRU provides the highest recall of 95 and the lowest MSE 

of 21.7. Simple RNN, on the other hand, has the greatest MSE of 33.4 and the lowest 

recall of 92.5. 

 

 
 

 
Fig 2.23 Comparison of RNN Models Based on MSE 
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2.6 Summary 

The beginning of this chapter gives insights into different deep learning and machine 

learning methods for gene expression data. It has been discovered from the literature that 

high dimensionality and limited sample sizes are issues with gene expression data. That is 

why in the second section, various feature extraction techniques have been discussed. Then 

for the classification of cancer, various CNN and RNN models are discussed in the last 

section. Various methods of machine learning, CNN, and RNN have been compared. It has 

been discovered that deep learning models outperform machine learning models in terms 

of effectiveness. 
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CHAPTER 3 

RESEARCH OBJECTIVES 
 

This chapter highlights the different research gaps that we identified after reviewing several 

machine learning and deep learning techniques for the analysis of gene expression data, 

feature extraction techniques, and cancer classification approaches. Also, this chapter 

presents research objectives that we framed on the basis of gaps that we found in our 

literature. 

 

3.1 Introduction 
 

One of the scariest illnesses is cancer. Its timely detection and treatment is very important. 

From the literature, it is concluded that there are so many techniques depending on artificial 

intelligence to predict and classify cancer. It has been found from the literature that 

classifying cancer on the basis of gene expression is very useful as it provides additional 

information as well. There are so many methods that are using gene expression data to 

classify cancer. Some of these techniques include computational analysis of gene 

expression, ANN, compound variate prediction method, PCA, FA, Support vector 

machine, Convolutional Neural networks, and many more. All these methods have their 

advantages and disadvantages. However, it is found that CNN is playing a good role in 

cancer class classification and discovery. 

 

3.2 Research Gaps 
 

From the whole literature survey that has been done in the previous chapter, the following 

are the research gaps that have been found: 

 

• It has been observed that the gene expression additionally contains some extra 

information that enhances the cancer diagnostic and classification process. Thus, 

it indicates that we can use the gene expression data to improve our outcomes. 
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• Based on the tumor RNA sequence gene expression dataset, the author of that 

article [38] classified several types of cancer using CNN and BPSO-DT. They 

implemented a 5-layered neural network architecture with a 2086 sample dataset. 

However, a multilayer CNN architecture is also available [37] and [49] for even 

more accuracy. 

• Since the dataset is smaller in [46]–[52], It has been noted that machine learning 

algorithms are being used. However, these methods would lead to an overfitting 

issue on the training dataset if there is big data. Therefore, we can achieve better 

results by using better algorithms. 

• Additionally, by utilizing the extensive dataset and suggested techniques, we can 

enhance performance by selecting relevant features [38]. 

• It has also been found in [38] that the performance can be evaluated using precision, 

recall, and F1 score. But we can consider the other parameters also such as 

accuracy, sensitivity, and specificity [79]. 

• It has also been found that gene expression datasets suffer from a problem of fewer 

samples and high dimensions. To overcome this problem, dimensionality reduction 

is required. 

3.3 Research Objectives 
 

These are the objectives of the research to be carried out: 

 
• To study and analyze the existing deep learning approaches to address the 

challenges. 

• To develop suitable Feature Extraction Method for Cancer Prediction 

• To design the hybrid model for cancer prediction using RNN and CNN for gene 

expression. 

• To compare and evaluate the proposed hybrid model with existing approaches 

using standard metrics. 
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3.4 Summary 

 
This chapter presents the research gaps and objectives based on the given research gaps. 

It has been observed that deep learning methods yield favorable results when applied to 

gene expression data. Therefore, we decided to develop a hybrid model based on deep 

learning models for the categorization of cancer. Dimensionality reduction is necessary 

since gene expression data also suffers from short sample sizes and large dimensions. In 

support of this, we also decided to make another hybrid model based on deep learning for 

feature extraction. 
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CHAPTER 4 

PROPOSED METHODOLOGY 

This chapter describes the research methodology that has been used to achieve the 

objectives of our research work. The methodology consists of the basic steps such as 

loading of data, data exploration, splitting into training and testing, implementing the 

desired models, and evaluating the model using different performance measures. 

4.1 Introduction 
 

Based on the literature survey, we found that when working with gene expression data, it 

helps to provide more accurate results while diagnosing cancer. And deep learning models 

work well with this data. So in lieu of this, we framed 4 objectives. For the first objective, 

we reviewed various machine learning and deep learning models, dimensionality reduction 

methods, and RNN-CNN-based classification models. For achieving the other three 

objectives, in the next section, a methodology has been given. 

 

4.2 Methodology 
 

This research proposes two models. One is for extracting features from gene expression 

data, and another is for the classification of cancer using gene expression datasets. It has 

been found from the literature that there are so many techniques available for the purpose 

such as FA, PSO, SVM, RF, CNN, and RNN. However, we have chosen CNN and RNN 

because of their advantages over other existing methods. The proposed method will be 

compared with other existing methods to show its performance. 

The proposed methodology consists of the following steps which are implemented on three 

different gene expression datasets of cancer: 

 

Step I. Data Collection: Three different Gene expression datasets have been collected from 

the online sources which are available at 

https://data.mendeley.com/datasets/sf5n64hydt/1, 
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https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq# and 

https://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida. 

 

Step II. Data Preprocessing: As per the requirements based on datasets, several 

preprocessing steps have been performed such as removal of unwanted columns, naming 

the columns, labeling of cancer classes, etc. 

 

Step III. Split Data into train and test data: The dataset has been divided into training and 

testing subsets for several ratios, including 70:30, 80:20, and 60:40. 

 

Step IV. Image Scaling: Gene expression data has been converted into image (2D Data) 

and image scaling has been performed. 

 

Step V. Bottleneck Feature Extraction Hybrid Model: Pretrained models such as VGG16 

and Vgg19 have been used to create a hybrid model for extracting the bottleneck features 

 

Step VI. Classification: XGB Classifier has been used to classify the data after bottleneck 

feature extraction. 

 

Step VI. Hybrid RNN-CNN: A hybrid model has been created using RNN and CNN to 

perform the final classification. 

 

Step VII. Model Evaluation: Several performance metrics, including accuracy, F1 Score, 

recall, precision, and MSE, have been used to assess the model. 

 
The given fig 4.1 shows the flow of the whole research work. The dataset has been loaded 

into Google Drive and then it is being mounted with the Google colab to directly get the 

data from the drive. The whole work of implementation has been done on Google Colab 

using Python. We also used Tableau Desktop and Microsoft Excel to create some of the 

visualizations supporting our work. 

 

After mounting Google Drive into the colab, all the required libraries are loaded into colab. 

http://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida
http://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida
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The next stage is data preprocessing, where certain tasks are now done, like labeling the 

samples, deleting unnecessary columns, and handling any missing values. The dataset is 

transformed into images after completing all necessary pre-processing, and it is then 

divided into different training and testing samples. CNN model works on the image data 

which is why the dataset has been converted into images. Also, CNN can learn the spatial 

patterns from the images well which helps for better feature extraction. Secondly, by 

creating a pretrained model-based bottleneck feature extraction technique using VGG16 

and VGG19, the primary second goal has been fulfilled. After comparing our suggested 

approach to other models including ResNet 50, Inception V3, VGG-16, and VGG-19, the 

XGB classifier has been used for classification following feature extraction. It has been 

determined via comparison that the proposed feature extractor performs the best out of all 

of those. Next, the RNN-CNN-based hybrid classifier has been developed. But to apply the 

RNN, image data needs to be converted to sequences because RNN learns patterns over 

time from sequential data. The output from CNN has been converted into sequential data 

to learn the temporal abilities of the RNN. Our suggested model performs better than 

existing models in terms of accuracy, F1-score, recall, precision, and mse. It has been 

assessed again against different existing models, includingVGG16, VGG19, ResNet50, 

InceptionV3, and MobileNet. 

The literature done so far shows that RNN and CNN provide better results for 

classification. Also, before the classification using RNN-CNN, features are extracted using 

a bottleneck feature extractor which has been made using VGG16 and VGG19. VGG16 

extracts mid-level and spatial features. On the other hand, VGG19 extracts more abstract 

and high-level features, which makes the feature extraction more robust and detailed as 

compared to other general CNN models. The bottleneck layers of the proposed feature 

extractor help in dimensionality reduction by reducing features to pass to the classifier for 

classification by avoiding overfitting. Normal CNN is used to handle spatial patterns and 

RNN is used to handle sequences. However, the proposed RNN-CNN model combines 

both spatial and sequential learning. This will help the model to classify cancers by 

understanding gene’s static and dynamic relationships. It might help to understand how 

genes evolve. 
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Fig 4.1 Methodology 

 
4.3 Performance Metrics 

As discussed above, the proposed models are evaluated using various performance metrics 

such as accuracy, F1-score, recall, precision, and mse. These measures help to find how 

correctly the model has been trained and evaluated on the given data. These measures use 

the terms true positive (TP), true negative (TN), false positive (FP), and false negative 

(FN). TP and TN are the correctly classified samples whereas FP and FN are the incorrectly 

classified samples. 

 

4.3.1. Accuracy 
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It represents the total number of samples correctly classified which is represented 

with the help of the given equation: 

 

𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 = 
𝑻𝑷 + 𝑻𝑵 

 
 

𝑻𝑷 + 𝑭𝑷 + 𝑭𝑵 + 𝑻𝑵 

Accuracy is useful to find the performance of the model. It provides a general idea 

about the performance, but other parameters are also required to validate this. 

4.3.2. Precision 

The proportion of true positive predictions to all positive predictions is known as 

precision. The equation is as follows: 

𝑻𝑷 
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 = 

𝑻𝑷 + 𝑭𝑷
 

When false positives have severe consequences, precision is especially helpful. 

High precision, for example, indicates that the model is generating fewer incorrect 

diagnoses of illness present, which is important for medical applications. 

4.3.3. Recall 

The ratio of true positive predictions with actual positive instances in the dataset 

is known as recall. The equation to represent this is as follows: 

𝑻𝑷 
𝑹𝒆𝒄𝒂𝒍𝒍 =  

 

𝑻𝑷 + 𝑭𝑵 

Recall is essential in medical applications as it shows how well the model identifies 

every necessary example. A strong recall is important to reduce false negatives, 

which means that fewer diseases go unnoticed. 

4.3.4. F1 Score 

When the samples are split over various categories, the F1-score is a metric that 

examines a classifier's accuracy by taking into consideration both the precision 

(PR) and recall (RC) of the prediction [152]. 

 

𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 = 
𝟐 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍 

 
 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍 
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In an imbalanced dataset like gene expression, the F1 score acts as a single measure 
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that captures true positives and prevents false positives. 

4.3.5. MSE 

MSE is the full form for mean squared error. The difference between the actual 

and the predicted value is known as an error [158]. MSE is represented with the 

given equation: 

𝑴𝑺𝑬 = 
𝟏 

∑(𝒚 − ŷ)𝟐 
𝒏 

The lower value of MSE shows that the predicted value is near the expected value. 

It is helpful to find an error. 

4.4 Summary 
 

This chapter presents the methodology that has been used to achieve the research 

objectives. It consists of various steps such as loading the data, data exploration, splitting 

data into training and testing, implementing the desired model, and then evaluating the 

model using various performance measures. Implementation is done in Python on Google 

Colab. For some visualizations, Tableau Desktop and Microsoft Excel have been used. 
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CHAPTER 5 

DEVELOPING SUITABLE FEATURE EXTRACTION METHOD 

FOR DIMENSIONALITY REDUCTION 
 

This chapter presents a concise summary of the research conducted on dimensionality 

reduction for gene expression datasets using various methods. Our second objective of 

research is to develop a feature extraction method for gene expression data. Thus, this 

chapter describes the proposed sandwich stacked ensemble model for bottleneck feature 

extraction using VGG16 and VGG19 and the results. 

5.1 Introduction 
 

Cancer is one of those diseases that are dangerous for humans as its rate of fatality is high. 

However, early-stage detection (diagnosis) and treatment increase the probability of patient 

recovery [95]. To detect cancer several tests can be performed in the lab. It requires plenty 

of money, time, and resources to predict cancer in a laboratory. Computational methods 

are becoming complementary techniques to assess human physicians in the diagnoses of 

many diseases. Genetic testing has made it possible to diagnose cancer, enabling early 

illness identification and treatment. When it comes to gene expression, there are typically 

fewer samples but higher dimensionality [67], [68]. There are thousands of genes, where 

every gene is a feature in gene expression data. Some genes are more responsible for cancer 

than others, which is why feature selection (gene selection) is required. Feature selection 

has proved its worth in the classification problems particularly when the dimensionality is 

high. This process is known as dimensionality reduction [69], [70]. 

 

Real-time data such as MRI scans, images, or voice recordings contain data of high 

dimensionality. So, to work with such type of data, dimensionality should be handled 

properly to get effective results. Dimensionality reduction is the process of reducing the 

dimensions or the features of the data. The reduced dimensions should match the 
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complexity level of the original data to avoid any loss of important information and to get 

the required information with the reduced set of features. Classification tasks become easier 

with dimensionality reduction as it reduces high dimensionality to low [141]. 

 

To optimize the dataset, the dimensions of the dataset have been reduced by removing the 

redundant and inappropriate features from the dataset. This process is known as feature 

extraction or feature selection. The reduced dimensionality helps in improving accuracy, 

reducing time and space complexity, handling noisy data, and overcoming overfitting 

[142]. It is not feasible to study all the gene sequences in the gene expression data because 

the data is highly dimensional, redundant, and sometimes noisy. So, these dimensions are 

required to be reduced before the classification to get the most dominating features which 

helps in achieving high accuracy. Dimensionality reduction has been done in two days: 

feature selection and feature extraction. This process removes the irrelevant features, thus 

reducing the training time and improving accuracy [143]. 

 

Biomedical research is getting more attention these days in fields such as cancer. Gene 

expression data consisting of thousands of genes, is generated through DNA microarray 

methods. This data carried crucial information about genes which also helps in early 

detection and prediction of cancer-like diseases. Despite this, gene expression data contains 

a higher number of features and a lesser number of observations because of redundant and 

unrelated genes, and noise present in the data. Due to this, these datasets suffer from 

overfitting and high variance. Dimensionality reduction helps to handle such type of data 

by reducing the number of features with the help of two methods: 

 

• Feature Selection – Although the human body contains thousands of genes, only a 

smaller number of genes are related to cancer and any health issue. Finding those 

genes may help in diagnosing cancer well. If the dataset contains n features, most 

probably there will be a 2n subset of genes. Here, gene or feature selection methods 

will help to choose that minimal set of genes which will provide better results such 

as improved accuracy and many more. The act of picking an ideal number of genes 

to produce the greatest amount of generalization or the lowest level of danger is 

known as feature selection. There are various types of feature selection algorithms 
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such as filter, ensemble, wrapper, hybrid, and embedded which are used for 

dimensionality reduction. 

 

• Feature Extraction – The input data containing multiple features has been 

represented with a reduced set of features using a procedure called feature 

extraction. Feature extraction methods are of two types namely linear and non- 

linear. In linear feature extraction, matrix factorization is used to convert high- 

dimensional space to low-dimensional feature space to cope with linear features. In 

non-linear feature extraction, non-linear correlation has been found among the 

features to represent them in reduced feature space [144]. 

 

Cancer is one of the major causes of death around the world. The human body contains 

biological molecules and the relationship between those molecules is determined by omics 

data analysis. The types of cancer and tumor and non-tumor samples are found using omics 

datasets which are based on genome analysis. As the genomics dataset contains a lesser 

number of samples and a larger number of genes, analyzing these datasets is quite a difficult 

task. Data augmentation is one of the ways which generate synthetic samples to solve this 

issue. The other two feasible ways to handle high-dimensional data are feature selection 

and feature extraction. The advantage of using these two methods is to reduce the 

computational power and to improve the accuracy of classification. In feature selection, 

features are selected from the actual dataset based on some conditions. It acts as a pre- 

processing step in which redundant and irrelevant features are removed from the dataset. 

On the other hand, feature extraction is also a pre-processing step in which new features 

are made using the existing ones based on some conditions. New features having low 

dimensional space are extracted from the existing feature space [145]. 

 

The focus of this research work is to extract features with high discriminative power using 

a bottleneck feature extraction method based on sandwich sandwich-stacked convolutional 

neural network. We have stacked VGG16 and VGG19 in such a way that VGG19 is 

sandwiched between two VGG16 networks. The resultant network is ensembled in nature. 

For the classification, we have used the XGBoost model. Our model has outperformed its 

competitors in terms of recall, accuracy, f1 measure, and precision. 



107 
 

5.2 Bottleneck Feature Extraction 
 

Even with the growth of deep learning, building a model for the classification of an 

image remains challenging. Deep learning requires a lot of training data to avoid the 

problem of overfitting. ImageNet is one of those models that has been used for the 

classification of images and has been trained and tested on a very large dataset. So, building 

such a model requires a large amount of data for training and validation, which is not an 

easy task. To support this, transfer learning is among the features of deep learning with the 

help of which a pre-trained deep learning model can be modified according to the 

requirements of the current problem. A model that has to be modified is pre-trained, so it 

is going to use the information that this model has already gained during its initial training 

on the large dataset, for the new classification problem. This is known as transfer- learning 

because the pre-trained model is going to transfer the information as per the new problem 

of classification. 

 

During transfer learning, the last fully connected layer is removed from the pre-trained 

model, and the remaining portion of that model is used for extracting features from the 

dataset. The extracted features are the features till the activation layer of the pre-trained 

model (that is before the fully connected layer), so the features are known as bottleneck 

features. After this, the extracted features can then be given to any classifier for the final 

classification of the data as per requirements [96]. 

 
Fig 5.1 shows bottleneck feature extraction for CNN based model. There are 5 

convolutional blocks and 1 fully connected block. Every convolutional block has a max 

pooling layer at the end in addition to the convolution layer. As per the given figure, the 

last block is a fully connected block that consists of flatten and dense layers. Bottleneck 

features are the features till the max-pooling of the convolutional block before the fully 

connected layer. That is why the features till the max-pooling of the fifth convolution block 

are known as bottleneck features. A different model can be used as the final classifier, 

which works on the bottleneck features, instead of the fully connected layer of the pre- 

trained model. 
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Fig 5.1 Bottleneck Feature Extraction 
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Deep learning models with bottleneck concepts have applications in various areas such as 

diagnosis of retinal disease, visual question-answering, content-based image retrieval, and 

learning concept-based models [97]. Bottleneck features (BN) are based on deep structures 

and achieved a good amount of success in Automatic Speech Recognition (ASR). 

However, applying BN features to small or medium-scale problems is not the right decision 

because of two main reasons. One is the need for a large amount of data for training the 

deep structure models and the other is the high inter-dimension correlation among the 

bottleneck features. 

 

The bottleneck layer of the multilayer perceptron produces bottleneck features. The input 

layer of the MLP defines the input features and the output layer provides the corresponding 

labels as the output for the desired problem. The bottleneck layer in between learns from 

the input features after getting trained on a large amount of training data. The basic 

architecture of bottleneck MLP is given in Fig 5.2. It consists of 5 layers. The input layer 

is the bottommost layer, whereas the output layer is the uppermost one. Out of 5 layers, the 

remaining 3 are hidden layers. The middle layer is the bottleneck layer that generates 

bottleneck features. The given architecture is deep as it consists of multiple hidden layers 

[98]. 

 

Bottleneck features that are produced by multilayer perceptron are one of the techniques 

that can be used for dimensionality reduction. The dimensionality reduction technique can 

extract the most prominent features that can be used for different operations such as the 

classification of any disease. As bottleneck features are generated by MLP, one of the 

hidden layers in MLP is smaller as compared to other layers which helps to represent the 

input features in the lower dimensional space. The activation function in the bottleneck 

layer is a low-dimensional nonlinear function, so autoencoder can also be used as a method 

of dimensionality reduction. Using bottleneck features, instead of conventional features, 

provide more accurate results. As MLP is a conventional method, pre-trained deep neural 

networks act as improved MLPs. There are two main advantages of using pre- trained 

DNN. One is improvement in performance for all types of NN. And second is deep networks 

with multiple hidden layers provide better performance than a deep network that 
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uses random initialization [99]. 
 

 

 

 

 
 

 

 
Fig 5.2 Basic MLP Based Bottleneck Feature Extraction 

 
For the gene expression data, when a variable i.e., a gene is compressed and at the same 

time it carries all the information about another variable such as the cancer stage is known 

as the information bottleneck. This helps to compress a variable and also to find which is 

the most important relevant variable [100]. One of the hidden layers in DNN used to have 

a smaller size as compared to other layers, that layer is known as the bottleneck layer. The 

smaller size of this layer is used to compress the features received from the network and 

represent the features received from the previous layers [101]. 

 

In [102], two different feature extractors are compared: one based on CNN and the other 

on DNN. Images are given as input to the bottleneck network, and it provides an image as 

the output that is further passed to the classifier for the final classification. The bottleneck 

layer performs dimensionality reduction as the dimensions of the images are reduced from 

4096 to 128. CNN-based feature extractor outperforms DNN-based feature extractor. 
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5.3 Various Pre-Trained Models for Feature Extraction 
 

Stacked bottleneck (SBN) feature extraction is an important part of various areas such as 

diagnosis of a disease, ASR system, etc. In conventional SBN, there exists a hidden layer 

between the BN layer and the output layers. But this doesn’t provide good results. So, a 

hidden layer has been removed between the two. There is another advantage of using a BN 

layer in the NN. The BN layer provides some sort of regularization that removes the need 

for other regularization techniques [97]. A wide range of deep learning and machine 

learning methods have been applied to extract features from gene expression data. Some 

of those methods are already discussed in the literature survey. In this section, we are going 

to explain the methods that we have used to get bottleneck features from gene expression. 

5.3.1 VGG16 

 

Amongst the most widely used CNN models for image classification is VGG16. [104]. It 

is a good method to be used for feature extraction. Convolutional layers with a predefined 

kernel size of 3X3 are stacked in the VGG 16 network that has been used for counting and 

detection of objects [105]. In terms of parameters, memory, and evaluation, it is costly. It 

consists of almost 138 million parameters [106]. VGG16 model has been trained on the 

ImageNet database which makes it a pre-trained model. Since the model has been trained 

on a huge set of data, it can perform well even when working with smaller datasets. It 

has a total of 16 convolution layers along with 5 max pooling and 3 fully connected layers 

as shown in Fig 5.3. While using VGG16, the default image input size is(224,224,3) [112]. 

But for our method, we took an image of size (32,32,1). 
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Fig 5.3 VGG-16 Architecture 

 

5.3.2 VGG19 

 

VGG19 is among the popular deep-learning models that are developed by “Simonyan and 

Zisserman”. It is a popular model that takes into account the depth of relevant layers while 

keeping the overall number of parameters low. It contains 16 convolution layers and 3 FC 

layers [112]. VGG19 model has 19 layers and 144 million trainable parameters [108]. It 

has 16 convolutions and three fully connected layers. Additionally, it is one of the pre- 

trained models that has been trained on the ImageNet database of millions of images that 

are categorized into one thousand different classes. Fig 5.4 shows a basic architecture of 

the VGG19 model in which convolution layers that are 16 in number are used for feature 

extraction and the rest three fully connected layers are utilized for classification [113]. 
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Fig 5.4 Basic Architecture of VGG-19 
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5.3.3 Inception V3 
 

To increase the deepness and wideness of the NN, InceptionNet has been proposed. The 

main purpose of increasing depth and width was to improve the performance of the NN. 

One of the majorly used InceptionNet for the image classification is Inception V3. It allows 

the representation of high dimensions by introducing factorization into small convolutions 

[107]. 

 

5.3.4 ResNet 50 
 

ResNet50 is a popular DL model for object recognition and classification with a large 

number of data, and it effectively sorts out the deterioration generated by the network’s 

growing number of layers. ResNet50 provided better results for the image classification on 

the ImageNet dataset than other CNN Models [107]. It has a depth of 50 which makes it a 

deeper model than AlexNet and VGG16. It takes an image as an input having a size of 224 

X 224 [110]. It is a short form of residual network which has 50 layers. The problem of 

vanishing gradient and overfitting has also been reduced by this model [112]. 

 

5.3.5 XGBoost Classifier 
 

One of the ensemble learning algorithms is XGBoost. XGBoost is a boosting algorithm. 

Boosting consists of various models to perform the classification. The next immediate 

model is provided with the misclassified data along with weights as input from the current 

model. XGBoost provides good performance while performing binary as well as multi- 

classification due to its features such as tree pruning, parallel computing, and regulation 

[111]. 

 

5.4 Proposed Sandwich Stacked Ensemble Model 

 
As shown in Fig. 5.5, we developed the Sandwich Stacked Convolutional Method, a feature 

extraction approach that extracts the bottleneck features from the dataset. We have given 

it the name sandwich because our method consists of 2 models arranged in a sandwich 
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structure. 

First and last, the pre-trained model VGG16 is there, and in between two VGG16 models, 

the pre-trained model VGG19 is there. An image's default input size for VGG16 is 

(224,224,3). But for our method, we took an image of size (32,32,1). Similarly,for VGG19, 

we also took an image of size (32,32,1) as an input. 

 

In Fig 5.5 (a), VGG16 model is represented. It takes an input image and then applies the 

convolution to it. The last layer present is Softmax which provides the output of VGG16 

to the CNN1 of VGG19. Fig 5.5 (b) represents the internal structure of VGG19. It takes 

the output of the VGG16 as an input to its CNN1. Then at last same as VGG16, the Softmax 

Layer of the VGG19 provides the output of VGG19 to the CNN1 of VGG16. Fig 5.5 (c) 

represents the internal structure of VGG16. It takes the output from the Softmax of VGG19 

as its input and then the softmax layer of this VGG16 provides the extracted bottleneck 

features. 

In the VGG16 model, the first layer present is the input layer where we have given an 

image of size of (32,32,1). After the input layer, the first block consisting of 2 convolutional 

layers and 1 max pooling layer is there. Then a second block consisting of the same two 

convolutional layers and one max pooling layer is there to which input of size (16,16,128) 

has been given from the previous block. After this, 3 more blocks are there consisting of 3 

convolutional and 1 max pooling layer. The total number of parameters received from 

VGG16 is 14,713,536 with 0 non-trainable parameters. Finally, to extract the bottleneck 

features, flatten and dense layers with an input size of 1024 are added to the model. 

The extracted features from the VGG16 model are given to the VGG19. VGG19 consists 

of an input layer in which we provided the input image of size (32,32,1) after reshaping. 

This model consists of two blocks containing 2 convolutional and 1 max pooling layer just 

like VGG16. However, the next three VGG19 blocks are made up of one max pooling layer 

and four convolutional layers. The total number of parameters received from VGG19 is 

20,023,232 with 0 non-trainable parameters. Finally, to extract the bottleneck features once 

more, flatten and dense layers with an input size of 1024 are added to the model. 
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Then VGG16 has been added again in the last which takes the input from the previous 

model i.e., VGG19. The model is made up of five blocks that include the max pooling layer 

and convolutional layers. It provides the extracted bottleneck features as the output. After 

this, these features are given as input to the classifier namely XGBoost. The dataset has 

been partitioned into training and testing data in the ratio of 70,30. The classifier after 

training and testing classifies our dataset into 5 different classes of cancer. 

. 
 

 
Fig 5.5 Proposed Sandwich Stacked Ensemble Method 

 

The following equations represent the proposed model for feature extraction in which the input 

is given to VGG16 which extracts the features first and which is given to VGG19 for deeper 

extraction and then in the end to VGG16 for refinement of extracted features. After all the 

preprocessing steps, VGG16 is initialized first with the input for the feature extraction as 

follows: 

𝐹𝑉𝐺𝐺16𝑂𝑛𝑒 = 𝑉𝐺𝐺16(𝐼) 

Here 𝐼 is the input from which the initial convolution layer and pooling layer will extract the 
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features. 

𝐹𝑉𝐺𝐺16𝐷𝑒𝑛𝑠𝑒 = 𝐷𝑒𝑛𝑠𝑒𝐷1(𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹𝑉𝐺𝐺16𝑜𝑛𝑒)) 

The output 𝐹𝑉𝐺𝐺16 has been flattened into 1D and passed to the Dense layer with D1 units. The 

output from this step has been passed to the convolution and pooling layer of VGG19 as per 

the given equation: 

𝐹𝑉𝐺𝐺19 = 𝑉𝐺𝐺19(𝐹𝑉𝐺𝐺16𝐷𝑒𝑛𝑠𝑒) 

The output from the convolution layer of VGG19 is passed to the flatten layer and then to the 

dense layer with D2 units as given in the equation: 

𝐹𝑉𝐺𝐺19𝐷𝑒𝑛𝑠𝑒 = 𝐷𝑒𝑛𝑠𝑒𝐷2(𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹𝑉𝐺𝐺19)) 

The above output from the VGG19, 𝐹𝑉𝐺𝐺19𝐷𝑒𝑛𝑠𝑒 has been given to the second VGG16 for 

further refinement of extracted features. 

𝐹𝑉𝐺𝐺16𝑇𝑤𝑜 = 𝑉𝐺𝐺16(𝐹𝑉𝐺𝐺19𝐷𝑒𝑛𝑠𝑒) 

Then finally the output of the convolution layer of the second VGG16 has been flattened and 

passed to the Dense layer with D3 units which makes the final vector of extracted features as 

per the given equation: 

𝐹𝑠𝑎𝑛𝑑𝑖𝑤𝑐ℎ = 𝐷𝑒𝑛𝑠𝑒𝐷3(𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐹𝑉𝐺𝐺16𝑇𝑤𝑜)) 

The above-extracted features are then passed to the classifier for the final classification. The 

whole process of working on the proposed sandwich stacked bottleneck feature extraction has 

been given in the form of the algorithm below as Algorithm 1. 

 

ALGORITHM 1: BOTTLENECK FEATURE EXTRACTION FROM GENE 

EXPRESSION DATA 

Input: image of size (32,32,1) 

Output: Extracted bottleneck features 

Step 1: input image of size (32,32,1) given to the input layer of VGG16 

Step 2: input is then passed to the first block consisting of 2 convolutions and 1 max 

pooling layer 
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Step 3: output of the first block with size (16,16,128) passed to the second block consisting 

of 2 convolutions and 1 max pooling layer 

Step 4: output from the previous block passed to further three blocks consisting of 3 

convolutions and 1 max pooling layer 

Step 5: 14,713,536 trainable parameters received from VGG16 

Step 6: flatten and denser layer added at the last with size 1024 toextract bottleneck features 

Step 7: Extracted features reshaped to (32,32,1) and passed to the input layer of VGG19. 

Then step 2 and step 3 is repeated for VGG19 

Step 8: for step 4 in VGG19, there are four blocks 

Step 9: 20,023,232 trainable parameters received from VGG19 

Step 10: repeat step 5 for VGG19 

Step 11: Extracted features reshaped to (32,32,1) and passed to input layer of VGG16 and 

repeat steps from 2 to 5 for final bottleneck feature extraction 
 

 

5.5 Results and Discussion 

Classifying different cancer kinds from gene expression data is our key research goal. But 

for promising classification results, we proposed a feature extractor known as a sandwich 

stacked bottleneck feature extractor based on VGG19 and VGG16, pre-trained deep 

learning models to extract promising features as discussed in Chapter 5, later on, which are 

passed to the classifier for final classification. We analyzed our proposed feature 

extractor on three different  datasets available  at 

https://data.mendeley.com/datasets/sf5n64hydt/1, 

https://archive.ics.uci.edu/ml/datasets/gene +expression+cancer+RNA-Seq# and 

https://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida. 

 

As discussed above in the chapter, feature extraction has been done to reduce the 

http://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida
http://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression-cumida
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dimensionality of the dataset. There are several reasons based on which features are 

extracted. As per the proposed model, it contains a sandwich of VGG16 and VGG19, so 

the convolutional layers of these models detect patterns by generating feature maps. The 

upper layers detect simple patterns but as the model goes deeper, the layers detect complex 

patterns. These are the abstract and high-level features that are relevant for classification. 

Also, the features that reduce the error are kept, and the rest are ignored. During 

convolution when feature maps are created, only the patterns that are recognized repeatedly 

are considered as the most dominating features to be extracted. These features are extracted 

because activated neurons during the forward pass of the network as not all the neurons get 

activated for every input given to the network. Only the most dominating features activate 

the neurons. Also, the features that contribute maximum to the classification of the target 

class are extracted. 

 

5.5.1 Model evaluation on Dataset 1 

 

Dataset 1 is the dataset on which various machine learning, RNN, and CNN models are 

applied as shown in the previous section. For feature extraction, the dataset has been 

divided into several training and testing ratios, such as 60:40, 70:30, and 80:20. VGG19 

has been stacked in between two VGG16 models. At first VGG16 model was applied on 

the input of shape (32,32,1). The extracted features from the VGG16 are again reshaped 

into (32,32,1) and passed to the VGG19 and then the extracted features from VGG19 are 

reshaped again and passed to VGG16 for final feature extraction. To evaluate the 

performance of our proposed model, we applied the XGB classifier to the extracted features 

to classify the samples as per their class. 

 

The dataset has been split into 60%, 70%, and 80% training, and 40%, 30%, and 20% 

testing data respectively for evaluating the proposed model along with other deep learning- 

based feature extractors namely ResNet50, Inception V3, VGG16, and VGG19. The fig 

5.6 and 5.7 show the extracted features for training and testing data from gene expression 

which are further passed to the classifier. 



120 
 

 

 

 

Fig 5.6 Extracted features from training data 

 

 

Fig 5.7 Extracted features from testing data 
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Fig 5.8 illustrates the comparison of accuracies of various existing models in comparison 

to our proposed feature extractor. It has been found that the bottleneck feature extractor 

provides the best result among all in terms of accuracy. It provides the highest accuracy of 

0.954 with 80% train data. However, with 70% of the training data, VGG19 offers the 

lowest accuracy of 0.77. 

 

 
Fig 5.8 Accuracy comparison at different training and testing ratios 

 

As seen in fig. 5.9, the bottleneck feature extractor offers the highest precision of 0.955 

with 80% training data and the lowest precision of 0.915 with 70% training data. Among 

all the given models, VGG19 gives the lowest precision of 0.77. In terms of precision as 

well, bottleneck feature extractor performance is best. 
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Fig 5.9 Precision comparison at different training and testing ratios 

 

 
 

 
Fig 5.10 Recall comparison at different training and testing ratios 

 

Recall and F1 score are likewise best achieved by the proposed bottleneck feature extractor, 

as Figs. 5.10 and 5.11 demonstrate. With 80% training data, the bottleneck feature extractor 

yields the maximum recall (0.955) and F1 score (0.955). The F1 score and recall 

performance of VGG19 are the lowest of all. It provides the lowest recall of 0.77 and 

the lowest F1 score of 0.757. 
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Fig 5.11 F1 Score comparison at different training and testing ratios 

 

The suggested feature extractor provides the lowest MSE which makes our proposed model 

the best model among various existing models as shown in Fig 5.12. It offers the lowest 

MSE of 0.187 when training on 80% of the data and VGG19 comes out to be the worst 

performer among all the given models with an MSE of 1.127 

 

 

Fig 5.12 MSE comparison at different training and testing ratios 
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5.5.2 Model evaluation on Dataset 2 

 

We analyzed our proposed feature extractor on another dataset which is available at 

https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq#. The dataset 

consists of gene sequences of 801 samples. Each sample contains 20532 gene sequences. 

There are five different types of cancer: PRAD (prostate adenocarcinoma), KIRC, LUAD, 

COAD (colon adenocarcinoma), and BRCA. Every row has a unique sample for every 

patient. Similarly, the values of each gene's RNA sequence are listed in each column. 300 

BRCA samples, 146 KIRC samples, 141 LUAD samples, 78 COAD samples, and 136 

PRAD samples are included. There were two CSV files for this dataset, one containing 

features and the other containing labels. Fig 5.13 shows the first five rows for the features 

and Fig 5.14 shows the labels for the first five samples. 

 

 

 

 

 
Fig 5.13 Sample data containing features for first five samples 
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Fig 5.14 Sample data containing labels for first five samples 

 
There is an unnamed:0 column in the labels file which represents the sample number for 

each sample that has been dropped later from the file and then the labels file containing 

only the class column has been merged with the features file for further processing as 

shown in fig5.15. 

 

 

 

 
Fig 5.15 Sample data with first five rows after merging features and labels file 
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The dataset's final column includes cancer categories, which are classified as 0, 1, 2, 3, and 

4 for PRAD, LUAD, BRCA, KIRC, and COAD, in this sequence and also the unnamed:0 

column has been dropped as shown in fig 5.16. 

 

 

 

Fig 5.16 Sample data containing first five rows of the final dataset 

 
Following the completion of the aforementioned procedures, the dataset is split into three 

training and testing ratios: 60:40, 70:30, and 80:20 but before that, the class column has 

been stored separately again for easy implementation. The suggested feature extractor has 

been executed on different splits of the dataset to extract the most prominent features. Just 

like our proposed method provides promising results on dataset 1, it also provides good 

results on dataset 2 as well. With 80% training data, the suggested bottleneck feature 

extractor achieves the best accuracy of 0.931 and VGG19 provided the lowest accuracy of 

0.832 with the same training data as shown in Fig 5.17. The proposed model is performing 

best among all the given models with all the given training and testing ratios. 
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Fig 5.17 Accuracy comparison at different training and testing ratios 

 

 

 
 

 
Fig 5.18 Precision comparison at different training and testing ratios 

 
As shown in Fig 5.18, the bottleneck feature extractor performs best in terms of precision 

among all the given models with different training and testing data. It gives the highest 

precision of all the models. At 80% training data, it yields the greatest precision of 0.932; 

at 70% and 60% training data, it yields 0.921 and 0.913, respectively. VGG19 comes out 

to be the poor performer in terms of precision with a 0.832 precision value with 
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80% training data. Similarly, the proposed feature extractor gives the best performance 

interms of recall too. It gives the highest recall value of 0.932 which is the best among all 

the given models at various ratios of training and testing. VGG19 gives the lowest recall 

of 0.832 as shown in fig 5.19. 

 

 
Fig 5.19 Recall comparison at different training and testing ratios 

 

 
Fig 5.20 F1 Score comparison at different training and testing ratios 

 
The F1 score and MSE of the suggested model have also been compared to those of other 

current models, and the results are displayed in Figures 5.20 and 5.21. Bottleneck feature 
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extractor comes out to be the best model for extracting features than other existing deep 

learning models. With 80% training data, it provides the greatest F1 score of 0.931, whereas 

VGG19 yields the lowest, 0.831. At the same time, VGG19 yields the maximum MSE of 

0.789 using 80% training and 20% testing data. But the bottleneck feature extractor gives the 

minimum MSE of all the given models which is 0.186. 

 

 
Fig 5.21 MSE comparison at different training and testing ratios 

 

 
5.5.3 Model evaluation on Dataset 3 

 

The third dataset used in our implementation is Breast_GSE45827 which is available online 

at https://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene-expression- cumida. It 

consists of 151 samples and 54676 gene sequences. Basal, HER, Luminal_A, Luminal_B, 

Cell_Line, and Normal are the six classes in total. Every row has a unique sample for every 

patient. Similarly, the values of each gene's RNA sequence are listed in each column. There 

are 41 samples of basal, 30 of HER, 30 of luminal_B, 29of luminal_A, 14 of cell_line, and 

7 samples of normal. Fig 5.22 shows the screenshot of our dataset which consists of 151 

rows and 54677 columns. The samples column in the dataset represents the sample 

number. The class of cancer is mentioned in the type column of the dataset. The rest of 

the columns represent the features i.e., gene sequences for each 
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sample. Late on the second column in the dataset which consists of classes has been coded 

with 0, 1, 2, 3, 4, and 5 for basal, HER, cell_line, normal, luminal_A, and luminal_B 

respectively, and then the samples column which represents the sample number has also 

been dropped from the dataset as shown in fig 5.23. 

 

 
 

 
Fig 5.22 Sample dataset representing feature and labels for GSE45827 
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Fig 5.23 First 5 samples after removing samples column and coding class column with numbers 

 
For further processing, labels from the dataset are stored separately and both the features 

and the labels are divided into three different ratios: 60:40, 70:30, and 80:20 for training 

and testing. The suggested bottleneck feature extractor has been applied to the dataset and 

has been evaluated using various performance metrics along with various existing models 

used for feature extraction. As shown in fig 5.24 and 5.25, the proposed feature extractor 

has performed well in terms of accuracy and precision. It gives the highest accuracy of 

0.967 and the highest precision of 0.968 with 80% training and 20% testing data. On the 

other hand, VGG19 gives the lowest accuracy of 0.589 and the lowest precision of 0.587 

with 70% training data. 
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Fig 5.24 Accuracy comparison at different training and testing ratios 

 

 

 
 

 
Fig 5.25 Precision comparison at different training and testing ratios 
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Fig 5.26 Recall comparison at different training and testing ratios 

 
When using 80% and 60% of the training data, respectively, the suggested model yields 

the highest recall value of 0.968 and the lowest recall of 0.77. VGG19 gives the lowest 

recall among all the given models which is 0.587 with 70% training data as shown in Fig 

5.26. VGG19 also comes out to be the poor performer based on the F1 score as well. It 

gives the lowest F1 score of all the given models which is 0.551 with 70% training data. 

But our proposed model again gives the highest F1 score of all, which is 0.968, and the 

lowest F1 score value of 0.768 at 80% and 60% of training data respectively as given in fig 

5.27. 

 

 
Fig 5.27 F1 Score comparison at different training and testing ratios 
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MSE is also one of the important performance measures which is used to evaluate a model. 

Out of all the models provided, the suggested bottleneck feature yields the lowest MSE, 

which is 0.032 for 80:20 training and testing data. VGG19 gives the highest MSE of 3.419 

of all the models as shown in fig 5.28. 

 

 
Fig 5.28 MSE comparison at different training and testing ratios 

 
It has been found that our proposed bottleneck feature extractor has performed well among 

all the given deep learning-based feature extractor terms of various performance measures. 

We evaluated our proposed model on three different datasets to check its effectiveness and 

on all these three datasets it provides promising results. Even though the datasets consist 

of multiple classes but still our proposed method comes outto be the best. 

 

5.6 Summary 

 
This chapter provides various insights of our proposed model. To extract the most notable 

features from our dataset and increase classification accuracy, we presented a sandwich- 

layered bottleneck feature extraction method. We used pre-trained VGG-16 and VGG-19 

models for creating a sandwich feature extractor. VGG-19 is stacked between two VGG-16 

models. XGB-Classifier is then supplied with the retrieved features to perform the 
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classification. 
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CHAPTER 6 

DESIGNING HYBRID MODEL FOR CANCER PREDICTION 

USING RNN AND CNN 
 

This chapter provides a concise summary of the research conducted on the classification 

of gene expression datasets using different methods. Our third objective of research is to 

design a hybrid model for cancer prediction using RNN and CNN for gene expression. 

Consequently, the proposed hybrid approach based on RNN and CNN is explained in this 

chapter. Our proposed method has been compared with other classifiers to show the 

performance of our model. 

6.1 Introduction 
 

Cancer, an umbrella term for malignant proliferative diseases with abnormal cell 

proliferation, invasion, and metastasis, has been shown to represent one of the greatest 

threats to human health [114,115]. Epidemiologic data have shown that cancer is one of 

the leading causes of death in humans, second only to infectious, cardiovascular, and 

cerebrovascular disorders. It presents a significant risk to human health [116]. Gene 

expression is one of the most widely used factors in the categorization of cancer. Gene 

expression, or the transcriptome reflecting the actively expressed genes at any given time, 

can be used to determine the physiological condition and gene activity of biological 

systems [117]. The transcriptome is any RNA, including messenger RNA. These molecules 

carry genetic information from DNA, which is all the information needed to describe the 

properties and functions of each cell, to the ribosome [118]. RNA-Seq analyzes a gene's 

transcription by converting long RNAs into a library of complementary DNA (cDNA) 

segments that produce an expression profile. Determine which genes are essential for 

phenotypic specification by comparing gene expression profiles across different tissues. 

For example, comparing tissues from healthy and ill individuals can provide fresh insight 

into the genetic variables linked to pathology. Aspects of gene expression data that can 

be analyzed computationally can be used by researchers to find gene regularity targets, 
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diagnose illnesses, and develop novel medications. Studies have shown that these data can 

provide highly important information on the characteristics of the tumor, providing options 

for the patient's care, management, and therapy [119–122]. 

Finding genes that are highly expressed in tumor cells but not in normal ones is believed 

to be a difficulty that calls for the application of computational methods based on gene 

expression data. The high dimensionality and very small sample size of gene expression 

data added to the challenges associated with applying computational methods to the data. 

Several supervised and unsupervised learning methods have been developed for the 

classification of cancer-based gene expression data [122,123]. Deep learning methods 

address the limitations of traditional machine learning techniques when analyzing gene 

expression data for cancer [124]. 

6.2 Cancer Classification 

 
In a literature survey, we reviewed various cancer classification techniques based on 

machine learning and deep learning. Classification is a supervised learning algorithm 

where a machine is provided with both features and labels. It is a process in which a 

machine is provided with training data consisting of features and labels and then unseen 

data for testing purposes. The association between input and output data is being targeted 

by classification [127]. It is a supervised method that is used to predict a sample’s class 

[130]. In this section, a brief review of classification techniques is given that we have used 

in our work to compare with our proposed classifier. Our proposed classifier is CNN and 

RNN-based. It has been contrasted with other deep learning and machine learning 

classifiers, including support vector classifiers, VGG16, VGG19, ResNet50, Inception V3, 

decision trees, gradient boosting, gaussian naïve Bayes, K nearest neighbor, and 

MobileNet. Our suggested approach performs better than other cutting-edge techniques. 

6.2.1 Decision Tree 

 
The decision tree is one of the classifiers that uses decision functions to classify the 

unknown samples into a class. The decision tree consists of terminal and non-terminal 

nodes. Non-terminal nodes are root nodes and interior nodes, and terminal nodes are the 
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nodes that provide the final classification as shown in Fig 6.1 [125]. DT has various roles 

in various areas such as character recognition, speech recognition, expert systems, medical 

diagnosis, and many more [126]. DT converts complex problems into simpler ones and 

provides easier and more understandable solutions. An attribute's test condition is 

represented by the interior node, the attribute's output is represented by the branch, and a 

class label is represented by the leaf node [127]. 

 

 
Fig 6.1 Decision Tree 

 
6.2.2 Gradient Boosting 

 
Ensemble classifiers are the type of classifiers in which multiple classifiers are combined 

to get more accuracy for predictions. Gradient boosting (GB) is an ensemble classifier that 

has provided outstanding performance when the count of features is more than the samples 

i.e., the high dimensional data [128]. GB is one of the useful models of ML which is used 

when there is less training data, and less training time [129]. 

6.2.3 Gaussian Naïve Bayes 

 
The Bayes theorem of probability forms the basis of the naïve Bayes classifier. Each 

variable is considered as an independent variable in NB. It can work well even with a small 

amount of data [130]. It is an efficient and useful classifier that has its use in different areas 

such as categorization of text, spam-ham filtering, and data stream classification. This 

model has having fast training and testing process. Gaussian NB is the case of NB in which 
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the attributes that are given class labels are assumed to have a Gaussian distribution. 

Gaussian NB works well for estimating the distribution of continuous data [131]. It assigns 

a label of a class which increases the posterior probability of each sample [132]. 

 

6.2.4 K Nearest Neighbor 

 
The Nearest Neighbor is a classifier that assigns a class to the unlabeled sample based on 

the class of the nearest neighbor. The nearest neighbor is calculated using a distance 

function such as the Euclidean distance formula. K-Nearest Neighbor is a type of nearest 

neighbor where k is several nearest neighbors [133]. It stores the whole set of training data. 

The majority class among the K-nearest samples in the training data is used for the 

classification of unlabeled data [134]. It is a non-parametric classification method. The 

performance of KNN classification depends on how fine the nearest neighbors are 

determined and determining the nearest neighbors depends on how fine the dataset has 

been pruned [135]. It can even be useful when there is little or no information about data 

distribution. KNN is a simple, robust, and effective model [137]. 

 

6.2.5 Support Vector Classifier 

 
The samples are classified into two or more classes using the support vector classifier 

(SVC). However, it cannot detect the samples or outliers that do not belong to any of the 

given classes. Different types of kernels such as linear and non-linear are there for SVC. 

The samples near the boundary that help in classification are known as the support vectors 

[136]. For the same amount of data, SVC has a higher convergence rate and produces good 

results with fewer support vectors than other state-of-the-art techniques. SVC,which is 

based on SVM, is used in the fields of text categorization, face identification, numerical 

pattern recognition, and protein fold recognition [138]. 

 

6.2.6 Mobile Net 

 
Mobile Net is used for object detection and classification. It is one of the pre-trained models 

on the ImageNet dataset with tensorflow. Pretrained models have the advantage of giving 

high accuracy with a small amount of data as compared to traditional neural networks 
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[139]. The model's accuracy is maintained despite the use of a lightweight, simplified 

neural network that lowers the number of detection parameters. The depth multiplier and 

resolution multiplier are its two hyperparameters. Deeply separable convolution is used by 

MobileNet, and there isn't a pooling layer between the layers of depth-wise separable 

convolution [140]. 

6.2.7 Concurrent Neural Network 

 
A kind of neural network that has been utilized for image and video recognition is the 

convolution neural network. CNN is also used in other domains, like natural language 

processing and drug development, among others [16]. As seen in Fig. 6.2, CNN is made 

up of several layers, including an activation function, multiple convolution layers, sub- 

sampling layers, and a fully connected layer. 

 

This given model is known as LeNet-5 and has been coined by LeCun et. al [59]. Features 

are extracted from the data using convolution layers that are present through the input-to- 

output layer in the network. Then a fully connected layer is there that has been used for 

classification. Between each convolution layer, sub-sampling or the pooling layer has been 

inserted. CNN model takes the 2D image as an input. In CNN, not all the neurons in each 

layer are connected to every other neuron in the next layer. It depends on the feature map 

that has been received from the previous layer. As the number of connections is less in 

CNN unlike other neural networks, it reduces the training time as well as overfitting. The 

weights and bias values of each neuron in the filter are retained, and it is connected to the 

same number of neurons as in the preceding layer. This boosts the learning process and 

minimizes the requirements of memory. This suggests that each filter's neurons are trying 

to detect the same pattern from various regions of the input image. On the other hand, the 

size of the network has been controlled by sub-sampling or pooling layers of the CNN [60]. 
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Fig 6.2 7-Layer CNN for Character Recognition [59] 

 
In fully connected layers, all neurons are connected to every other neuron and this layer 

performs the final classification. Deep CNN can be implemented using many series of 

weight-sharing convolution layers and sub-sampling layers. These provide better 

representations along with controlling the other parameters such as locality, and invariance 

to the input image [61]. There are various versions and implementations of the CNN 

namely: 

 

• AlexNet 

• Inception 

• ResNet 

• VGG 

• DCGAN [16] 

6.2.8 Recurrent Neural Network 

 

Recurrent Neural Network was a primary topic of research and development in the 1990s. 

Sequential and time-varying patterns are learned by RNN. RNNs are neural networks that 

have closed-loop feedback. There are various areas where RNN has been used such as 

predicting head tracking using virtual reality systems, estimating the power of wind 

turbines, financial prediction, forecasting of electrical load, etc. [62]. The human brain 

is one of the strongest recurrent structures that helps humans to learn, act, and perceive in 

any situation. RNN is a neural network that has computing power like a brain. There is 

feedback in RNN that guides RNN to perform accordingly. The size of the RNN is smaller 
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as compared to the feed-forward network that provides the same accuracy. RNNs can be 

categorized into two types: globally recurrent networks and locally recurrent networks. 

Both the categories can be used for dynamic systems. Globally recurrent network suffers 

from a problem of large training time and has complicated structures. On the other hand, a 

locally recurrent network has a less complicated system and less training time. 

 

RNNs can also be divided into two categories: simultaneous recurrent networks and time- 

delayed recurrent networks. Over time, the time-delayed recurrent network offers accurate 

prediction. Nevertheless, a strong function approximator is provided by simultaneous 

recurrent networks [61]. The RNN has two different types of architectures such as fully 

interconnected and partially connected. In a fully connected recurrent network, each node 

takes input from every other node, and each node can also have feedback from itself as 

shown in Fig 6.3. 

 

 
Fig 6.3 Fully Connected Recurrent Neural Network 

 
Fig 6.4 shows the structure of a simple partially connected recurrent network. In this 

architecture, some nodes act as a feedforward network and other nodes have sequential 

access and get feedback from various other nodes of the network. The units of the second 

layer provide time-delayed feedback to the weights from C1 and C2, which are processed 

via backpropagation for the inputs [62]. 
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Fig 6.4 Simple Recurrent Neural Network 

 

6.3 Proposed RNN-CNN based Classifier for Gene Expression 
 

We proposed a classifier that is based on CNN and RNN to classify various types of cancer 

for gene expression data. Gene expression dataset has been taken and it has been 

preprocessed as well. After preprocessing, features were extracted using the proposed 

feature extractor and to perform the final classification, the proposed classifier was then 

applied to the extracted features. 

 

The basic structure of the proposed classifier is shown in Fig 6.5. The proposed technique, 

feature extractor is used to extract the bottleneck features, as demonstrated in the previous 

chapter. The feature extractor has been made using pre-trained VGG19 and VGG16 joined 

in the form of a sandwich. VGG19 is placed as a sandwich layer between two VGG16 

models. The combination of VGG16 and VGG19 is used for multi-scale feature extraction. 

VGG16 has fewer layers as compared to VGG19, which in turn performs low to mid-level 

feature extraction. On the other hand, VGG19 is deeper so it performs high-level feature 

extraction. This combination acts as a pre-preprocessing step for the hybrid RNN-CNN 

which performs final classification. The feature extractor performs multi-scale feature 

extraction, assuming none of the gene patterns are going to be missed. The proposed feature 

extractor performs dimensionality reduction which passes the most dominating features to 

reduce the problem of overfitting during classification. This extracts the spatial features 
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which are further passed to a hybrid of CNN and RNN. 

There are three 2D convolution layers in the proposed model. An activation layer 

comprised of a relu activation function, a batch normalization layer, and a dropout layer 

connects to each 2D convolution layer. Each dropout layer has a value of 0.25. The dropout 

layer is added to ignore the contribution of some of the neurons in the model for the next 

layer to prevent our model from overfitting during training. An image of size (32,2,2) has 

been provided as an input to the first 2D convolution layer. Then the output from the 1st 

convolution block consisting of activation, normalization, and dropout is provided to the 

input layer of the second 2D convolution layer with a size of (64,2,2). The activation 

function has been used to add non-linearity to the output. To normalize the data, batch 

normalization is there in the proposed model. It is also used to increase the training speed. 

The outcome from this is then sent as an input of size (128,2,2) to the third convolution 

block from the dropout layer of the second convolution block. 

After this, the RNN and LSTM layer has been added to the network to work on the 

sequences. The output of these layers was then passed to the dense layer with SoftMax 

acting as the activation function, followed by the flatten layer. To send the output from the 

preceding levels to the dense layer, the flatten layers turn it into a one-dimensional format. 

Because every neuron in this layer is connected to every other neuron in the layer before 

it, it is known as the dense layer. It uses the softmax function as our data has multiple 

classes i.e., 5 classes of cancer. This layer performs the final classification for our given 

data. The proposed model is trained with an Adam optimizer. The role of the optimizer is 

to change the weights and learning rate to decrease the loss during the training process. The 

model has been tested on the extracted features for 59 epochs to get the desired performance 

measures. 
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Fig 6.5 Proposed RNN-CNN Classifier for Gene Expression 
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The whole process of working is given below in the form of the algorithm as Algorithm 2: 

 
ALGORITHM 2: CANCER PREDICTION USING RNN AND CNN FROM GENE 

EXPRESSION 

Input: Extracted features 

Output: Cancer classes 

Step 1: extracted training and testing features from the proposed feature extractor reshaped 

into the size of (224,224,3) 

Step 2: input supplied to the first block included  a dropout layer of 0.25, a layer of batch 

normalization, a relu activation, a convolution layer with 32 filters, and a kernel size of (2,2) 

Step 3: moved to the second block, which had a dropout layer of 0.25,a layer of batch 

normalization, a relu activation, a convolution layer with 64 filters, and a kernel size of (2,2) 

Step 4: then to the third block, which has a dropout layer of 0.25, a layer of batch normalization, 

a relu activation, a convolution layer with 128 filters, and a kernel size of (2,2) 

Step 5: Output from the third block reshaped into 3D which represents the batch size, time step 

for every sequence, and features 

Step 6 : reshaped 3D input is given to a simple RNN containing 128 units with return sequences 

as true 

Step 7: output from simple RNN given to LSTM containing 128 units and return sequences as 

true 

Step 8: output from LSTM is flattened and a dropout of 0.25 added 

Step 9: for final cancer classification, the flattened output is sent to the dense layer with softmax 

activation 
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𝜎 

 

 

The above-proposed model consists of various components as discussed, such as the input 

layer, convolutional layer, reshaping, recurrent layers, flatten layer, and dense layer. All 

these layers have been also shown mathematically with the help of the given equations: 

The extracted features from the feature extractor developed in the previous chapter, are 

given to the model in the form of an image of size 224 X 224 X 3 which means height, 

width, and RGB channel as shown in the equation, 

I ∈ 𝑅224∗224∗3 

After that CNN model was applied which consists of several layers of convolution, ReLU, 

batch normalization, and dropout layer as shown in the equation, 

𝑂𝑖 = 𝐹𝑖 * 𝐼𝑝(𝑖−1) + 𝑏𝑖𝑖 
 

Where, 

𝑂𝑖 is the output of the ith convolution layer 

𝐹𝑖 is the filter or kernel of convolution 

∗ is the convolution operation 

𝐼𝑝(𝑖−1) represents the input to the layer 

𝑏𝑖𝑖 represents biasness 

The ReLU activation has been applied to add non-linearity as follows, 

RA=max(0, 𝑂𝑖) 

This represents the output with 32 filters and 2 stride 

The output received from the ReLU activation has been normalized using batch 

normalization as per the given equation, 

 

 
Where, 

BN(RA)=RA−μ 

μ and σ represents the mean and variance of RA 

The dropout layer has been added after batch normalization which drops a few neurons 

having some probability as given below, 
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Where, 

Ó=Dropout(𝐵𝑁(𝑅𝐴), 𝑝) 

Ó is the final output which will be given to the next convolution layer 

𝐵𝑁(𝑅𝐴) is the batch normalized output which has been derived from the ReLU function 

𝑝 is the probability such as 0.25 

The above-mentioned output Ó has been given to the next convolution block which 

contains convolution and ReLU which produces output containing 64 filters having 2 

strides which has been then passed to the batch normalization and dropout layer which 

generates the output the same way as discussed earlier. The output for this block is 

represented as Ú. This output is further given to the third convolution block which produces 

Ć as the final output containing 128 filters. This output has been reshaped from a 3D tensor 

to a 2D matrix for the RNN block as given, 

ĺ=𝑅𝑒𝑠ℎ𝑎𝑝𝑒(Ć) ∈   𝑅𝑛3∗(𝑛3∗128) 

The above input has been given to RNN and has been represented with the help of an 

equation as follows, 

𝐻𝑆1 = σ(𝑊𝑡𝑟ĺ + 𝑊𝑡𝐻𝑟𝐻𝑆0 + 𝑏𝑖𝑟) 

In the above equation, where values are used which are represented as: 

𝑊𝑡𝑟 and 𝑊𝑡𝐻𝑟 is the weight of the input state and hidden state 

𝐻𝑆0 is the initial hidden state 

𝑏𝑖𝑟 is the biasness 

σ is the activation function 

The output from the RNN block has been given to the LSTM layer or block which mainly 

consists of forget gate, input gate, and output gate as follows: 

𝑓𝑔𝑡 = σ(𝑊𝑡𝑓ĺ + 𝑊𝑡𝐻𝑓𝐻𝑆𝑓 + 𝑏𝑖𝑓) (forget gate) 

𝑖𝑔𝑡 = σ(𝑊𝑡𝑖ĺ + 𝑊𝑡𝐻𝑖𝐻𝑆𝑖 + 𝑏𝑖𝑖) (input gate) 

𝐶𝑑𝑡 = tanh(𝑊𝑡𝑐ĺ + 𝑊𝑡𝐻𝑐𝐻𝑆𝑐 + 𝑏𝑖𝑐) (candidate memory) 

Ċ𝑡 = 𝑓𝑔𝑡 ⊙ Ċ𝑡−1 + 𝑖𝑔𝑡 ⊙ 𝐶𝑑𝑡 (cell state) 
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𝑜𝑔𝑡 = σ(𝑊𝑡𝑜ĺ + 𝑊𝑡𝐻𝑜𝐻𝑆𝑜 + 𝑏𝑖𝑜) (output state) 

𝐻𝑆𝑡 = 𝑜𝑔𝑡 ⊙ tanh (Ċ𝑡) (hidden state) 

The output received from the LSTM block has been represented as 𝐻𝑆𝑡 ∈ 𝑅𝑛3∗128 which 

has been given to the flatten layer to convert it into a 1D vector as follows: 

𝑂𝑓𝑙𝑎𝑡 = 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝐻𝑆𝑡) ∈ 𝑅𝑛3∗128 

This output has been passed to the fully connected layer for final classification depending 

on the number of classes. 

 

6.4 Hyperparameters 

Hyperparameters are the configurations that are set before the model training to improve the 

performance of the model by reducing overfitting and underfitting, optimizing the learning 

process, efficient training process, and making the model adaptable to new datasets. As per 

our implementation, below are given the hyperparameters that have been set manually to 

increase the performance of our proposed model. 

 

Table 6.1 List of Hyperparameters 
 

CNN Layers 

Hyperparameter Value 

No. of Filters 32, 64 and 128 filters 

Size of filter 2X2 

Activation Function ReLU 

Dropout Rate 0.25 

Normalization Batch Normalization 

RNN Layers 

Simple RNN One Simple RNN having 128 units 

and return_sequences = TRUE 
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LSTM Layer LSTM having 128 units and 

return_sequences = TRUE 

Dropout Rate 0.25 

Fully Connected Layer 

Dense Layer No of neurons equal to number of 

classes 

Activation Function Softmax 

Training Parameters 

Epochs 20 

Optimizer Adam Optimizer 

Loss Function Poisson Loss 

Callbacks ReduceLROnPlateau (reduce 

learning rate by 0.5 if validation 

loss has not been increased till 7 

epochs) 
 

EarlyStopping (stop training if the 

loss doesn’t improve for 20 

epochs) 

As the number of filters kept on increasing, it contributed to capturing more and more 

complex features from the dataset. The filter size of 2X2 helps to capture every localized 

pattern which helps in higher performance. ReLU adds non-linearity to the model so that 

it can learn non-linear relationships among the data. The dropout layer prevents overfitting 

and batch normalization helps to make the model generalizable to the new data. On the 

other hand, simple RNN and LSTM handle sequential and long-term sequential modeling 

respectively. The softmax activation is useful for performing multi-class classification. In 

the code, increasing the number of epochs helps to increase the accuracy. Adam optimizer 

is used to set the learning rates properly. 
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6.5 Results and Discussion 

After extracting prominent features from the data of gene expression, the next and final 

step is to classify cancer into different classes as per the datasets. We proposed a novel 

deep learning-based classifier using RNN and CNN. The suggested model includes layers 

for activation, batch normalization, and dropout in addition to three 2D convolutional 

blocks and a single layer of Simple RNN and LSTM along with dropout, flatten, and dense 

layer as discussed above. The proposed classifier is more impactful as compared to the 

existing machine learning models such as DT, NB, gradient boosting, KNN, and SVC in 

terms of handling gene expression data which is highly dimensional. These methods 

perform manual feature engineering and fail to identify sequential or spatial information 

from the data. However, our proposed method uses CNN models to extract the features and 

the RNN model to learn the temporal information from the data. Similarly proposed 

classifier outperforms existing deep learning models such as VGG16, VGG19, Inception 

V3, ResNet50, and MobileNet. These deep learning models can work with spatial data, but 

these models fail to handle sequential modeling. However, the proposed RNN-CNN can 

handle both spatial and sequential data very well. 

 

We trained and evaluated both proposed models at different training and testing sizes such 

as 60:40, 70:30, and 80:20. It helps to make a model more generalized towards unseen data 

and to check for model overfitting and underfitting. It makes the model robust and not only 

dependent on the trained data. For different training and testing sizes, there will be different 

performance metrics that will make the model more effective. It also makes 

hyperparameter tuning effective. Our proposed classifier has been evaluated on three 

different datasets as discussed in the previous section. Fig 6.6 shows the predicted classes 

using the proposed classifier for the testing data. 



152 
 

 
 

 
 
 

Fig 6.6 Predicted classes of cancer after classification 

 
6.5.1 Model evaluation on Dataset 1 

To demonstrate the efficacy of our suggested classifier, comparisons with both machine 

learning and deep learning models have been made. The dataset has been divided into 

different training and testing ratios of 60:40, 70:30, and 80:20 following the feature 

extraction techniques discussed, similarly, the same extracted data has been used for 

classification purposes. The various machine learning models that we have used for 

comparison are Decision Tree, Support Vector Classifier, Gaussian Naïve Bayes, Gradient 

Boosting, and K Nearest Neighbor. On the contrary, we have compared the deep learning 

models VGG16, VGG19, ResNet50, Inception V3, and MobileNet. Figure 6.7 illustrates 

that out of all the provided machine learning models, the RNN-CNN classifier that has 

been proposed has the best accuracy (0.995), while the Gaussian naïve Bayes model has 

the lowest accuracy (0.772). This clearly shows that our model is the best based on accuracy 

as compared to existing ML models such as decision tree, gaussian naïve Bayes, gradient 

boosting, K neighbor, and support vector classifier. 
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Fig 6.7 Accuracy comparison with ML Models at different training and testing ratios 

 
The suggested model has also been compared with various DL models as mentioned above 

and comes out to be the best again. Both VGG16 and VGG19 do not perform well in the 

case of classification with an accuracy of 0.414 and 0.105 respectively which is the bottom 

two accuracies of the given models as given in fig 6.8. 

 

 
Fig 6.8 Accuracy comparison with DL Models at different training and testing ratios 

 
The RNN-CNN has been compared with various ML and DL models in terms of precision 

as well, as shown in fig 6.9 and 6.10. It provides the highest precision of 0.995. In 
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ML models, gaussian naïve Bayes does not perform well and provides the lowest precision 

of 0.772. Both VGG16 and VGG19 have not performed well in the case of DL models. 

VGG16 provides 0.414 precision value and VGG19 provides 0.105 as the lowest precision. 

 

 
Fig 6.9 Precision comparison with ML Models at different training and testing ratios 

 

 
 

 
Fig 6.10 Precision comparison with DL Models at different training and testing ratios 
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Fig 6.11 Recall comparison with ML Models at different training and testing ratios 

 
As shown in Fig 6.11 RNN-CNN classifier yields the highest recall of 0.995 amongst all 

the given ML models and Gaussian naïve Bayes provides the lowest recall of 0.772. All 

the given ML models give the lowest recall value as compared to our proposed classifier. 

On the other hand, the RNN-CNN classifier again comes out to be the best among various 

DL models. VGG19 provides the lowest recall of 0.105 among given DL models as shown 

in fig 6.12. 

 

 
Fig 6.12 Recall comparison with DL Models at different training and testing ratios 
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As seen in Figures 6.13 and 6.14, the RNN-CNN classifier likewise fared well in terms of 

F1 score with both ML and DL models. The RNN-CNN classifier yields the greatest F1 

score of 0.995 at 80% training data, similar to other performance measurements. The F1 

scores of all other models, including decision trees, naïve Bayes, gradient boosting, KNN, 

and support vector classifiers, are smaller than those of RNN-CNN, ranging from 0.829 to 

0.94 at 80% training and 20% testing data. 
 

 

 
Fig 6.13 F1 Score comparison with ML Models at different training and testing ratios 

 
At 60% training data, the Gaussian naïve Bayes algorithm yields the lowest F1 score value 

of all, 0.778. VGG19 is the least successful DL model out of all of them, with the lowest 

F1 score of 0.02 at 70% of training data and the maximum F1 score of 0.105 at 60% of 

training data. 
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Fig 6.14 F1 Score comparison with DL Models at different training and testing ratios 

 
 

 
Fig 6.15 MSE comparison with ML Models at different training and testing ratios 

 
Our proposed RNN-CNN classifier gives the lowest error i.e., MSE among all ML and DL 

models as shown in Fig 6.15 and 6.16. The lowest MSE of the proposed model is 

0.029 with 80% training and 20% testing data. Gaussian naïve Bayes gives the highest 

MSE among all the ML models which is 1.25 at 70% training data. VGG19 gives the 

highest MSE among all the DL models which is 5.079 at 80% training data. 
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Fig 6.16 MSE comparison with DL Models at different training and testing ratios 

 

6.5.2 Model evaluation on Dataset 2 

The suggested RNN-CNN classifier has also been evaluated on dataset 2 as well which is 

available at 

https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq#. After the 

successful feature extraction using the bottleneck feature extractor, the most prominent 

features are passed to the suggested classifier for further classification of cancer. To check 

the effectiveness of our classifier, the model has been checked for various performance 

measures as discussed in the previous sections. With 80% and 60% of the training data, 

respectively, the suggested RNN-CNN classifier produced the greatestaccuracy of 0.994 

and the lowest accuracy of 0.946. However, as seen in fig. 6.17, VGG19 has produced the 

lowest accuracy of 0.149 using 80% training and 20% testing data. The proposed classifier 

also provided the highest precision value of 0.994 and VGG19 has provided the lowest 

precision which is 0.149. From Fig 6.18, Out of all the provided DL models, the suggested 

classifier is determined to be the most effective. 
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Fig 6.17 Accuracy comparison with DL Models at different training and testing ratios 

 

 
 

 

Fig 6.18 Precision comparison with DL Models at different training and testing ratios 

 
The suggested RNN-CNN classifier has been assessed and contrasted with existing deep 

learning classifiers using recall, F1 score, and MSE, among other significant performance 

measures. At 80% of the training data, the suggested classifier yields the highest recall and 

F1 score (0.994 and 0.994, respectively). However, with 80% training data, VGG19 once 

more yields the lowest recall and F1 score, at 0.149 and 0.039, respectively. This again 

proved that the RNN-CNN classifier is the best among all the given models as shown in 
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Fig 6.19 and 6.20. 
 
 

 
Fig 6.19 Recall comparison with DL Models at different training and testing ratios 

 

 

 

Fig 6.20 F1 Score comparison with DL Models at different training and testing ratios 

 
As discussed above, MSE is also important for checking the effectiveness of the model. 

With 80% training data, the suggested classifier yields the lowest MSE of all—0.006. Of 

all the models provided, ResNet50 yields the greatest MSE. It provides an MSE of 4.919 

with 60% training data as shown in Fig 6.21. 
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Fig 6.21 MSE comparison with DL Models at different training and testing ratios 

 

6.5.3 Model Evaluation on Dataset 3 

 

We also evaluated our proposed classifier on the Breast_GSE45827 dataset which is 

available online at https://www.kaggle.com/datasets/brunogrisci/breast-cancer-gene- 

expression-cumida. The model has been evaluated using various performance metrics as 

given. 

 

 
Fig 6.22 Accuracy comparison with DL Models at different training and testing ratios 
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The proposed RNN-CNN classifier gives the highest accuracies of all which are 0.924, 

0.913, and 0.918 at 80%, 70%, and 60% training data as shown in Fig 6.22. On the other 

hand, all other models give very low accuracies on the given dataset. MobileNet gives the 

lowest accuracy among all at 80% training data which is 0.032. 

 
 

 

Fig 6.23 Precision comparison with DL Models at different training and testing ratios 

 

 
Fig 6.24 Recall comparison with DL Models at different training and testing ratios 

 
As compared to other DL models given, the RNN-CNN classifier again performed well in 

terms of precision and recall. It gives the highest precision of 0.924 with 80% training data 
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and MobileNet gives the lowest precision among all which is 0.032 as shown in Fig 6.23. 

The highest recall value provided by the RNN-CNN is 0.924 as shown in fig 6.24. In the 

same way, MobileNet gives the lowest recall of 0.032. On the given dataset, none of the 

other models have performed well than the suggested RNN-CNN classifier which shows 

that the model is effective and efficient. 

 

Fig 6.25 F1 Score comparison with DL Models at different training and testing ratios 

 

 
Fig 6.26 MSE comparison with DL Models at different training and testing ratios 

 
As illustrated in fig 6.25 and 6.26, the proposed RNN-CNN classifier yields the highest F1 

score of 0.924 and the lowest MSE among all which is 0.125. On the other hand, MobileNet 

gives the lowest F1 Score which is 0.002. In the case of MSE, VGG19 and Inception 
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V3 give the highest MSE of 11.543. This demonstrates that, when compared to all other 

DL and ML models, our suggested classifier performs the best according to several 

performance measures. 

6.6 Summary 

 
This chapter presents the proposed method for cancer classification. We proposed a deep 

learning-based classifier using RNN and CNN as per the third objective of our research. 

The proposed model uses three 2D convolution blocks, an RNN, and an LSTM block. The 

model consists of various other layers such as batch normalization, activation, dropout, and 

dense layer. Each layer has its role in the proposed model. We have compared our proposed 

classifier with DT, GNB, GB, XGB, KNN, VGG16, VGG19, ResNet50, Inception V3, and 

MobileNet. Compared to other state-of-the-art models, ours performs better. 
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CHAPTER 7 

 

CONCLUSION AND FUTURE SCOPE 
 

This chapter presents the conclusion derived from the proposed research work along 

with the future scope of the work that may help to further improve the results on other 

datasets as well. Artificial intelligence is becoming a fascinating technology that is 

providing effective solutions to different ongoing challenges. Machine learning and 

deep learning as the subfields of artificial intelligence have been used in different 

applications such as weather predictions, stock markets, pattern recognition, emotion 

detection, disease predictions, and many more. Seeing so many applications, we decided 

to make some contributions in the field of cancer detection from gene expression data. 

 

7.1 Conclusion 

Diseases are a major threat to human life. One of the illnesses that poses the greatest risk 

to human health and harm a person's life is cancer. Cancer is one of the most prevalent 

causes of death in the human race. Cancer can be diagnosed using various types of 

samples such as blood, tissue, and various types of medical tests as well. It can also be 

diagnosed genetically, which is one of the significant techniques. From the literature 

review we have done so far, there are various machine learning methods such as decision 

tree, naïve Bayes, KNN, random forest, support vector classifier, and many more. 

Similarly, there are deep learning methods as well such as VGG16, VGG19, CNN, 

MobileNet, ResNet, XceptionNet, and many more with the help of which cancer 

prediction can be done. 

 

As seen in the literature, there are a variety of tests available such as CT scans, MRI, and 

analysis using genetic data for detection of cancer. However, the use of microarray 

technology for genetic disease prediction is growing in popularity. Genetic data, on the 

other hand, has a problem with low sample numbers and large feature counts, or high 

dimensional data. It becomes difficult to implement the models on such data without 

dimensionality reduction either in terms of feature selection or feature extraction. By 
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keeping the two main concerns in mind such as dimensionality reduction and cancer 

classification, we carried out this research in terms of four objectives. 

 

In order to achieve the first objective, we looked at and examined a number of current 

deep learning and machine learning techniques for cancer categorization or prediction 

using gene expression data. From the literature only, we got to know that gene expression 

data suffers from high dimensionality. So, we studied various techniques of 

dimensionality reduction. To figure out whether deep learning models are more efficient 

than machine learning models, we also compared the state-of-the-art methods for 

machine learning and deep learning. 

 

The second objective is to perform the dimensionality reduction from the gene 

expression data. In this, we performed feature extraction. So, for this, we proposed a 

feature extraction method known as sandwich stacked bottleneck feature extraction for 

extracting the most prominent features. The proposed feature extraction method has been 

developed using two pre-trained deep learning models namely VGG16 and VGG19. 

VGG19 has been stacked in between two VGG16s. 

 

The third objective is to perform the classification of cancer from three different datasets, 

we proposed a second method known as RNN-CNN classifier. The proposed classifier 

consisted of 3 convolution blocks and one layer of simple RNN and LSTM for cancer 

prediction. The extracted features using the proposed feature extractor have been passed 

to the proposed classifier for the final classification of multiple types of cancer given in 

three different datasets. 

 

To accomplish the fourth goal, the two proposed models have been evaluated using a 

range of performance metrics, including accuracy, precision, recall, F1 score, and MSE, 

across three distinct datasets. When compared to other ML and DL models found in the 

literature, the suggested models performed extremely well across all performance 

metrics. Compared to other current approaches, the suggested models exhibit superior 

efficacy in terms of high accuracy, precision, recall, f1 score, and lower MSE. 

 

7.2 Future Scope 

The use of deep learning techniques is providing promising results in terms of major 
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areas such as healthcare, fraud detection, agriculture, pattern recognition, and many 

more. Healthcare is one of those thrust areas which require major attention. With the 

advent of new technologies, it becomes easy nowadays to detect a disease and it 

becomes easier to find the drugs for the same. Cancer is one of those diseases which 

is dangerous for mankind. It should be detected in time for timely treatment. 

 

Keeping the above scenario in mind, this research work has been carried out. This 

research work provides an efficient and effective feature extraction method and the 

classifier. The proposed feature extraction method extracts the most prominent features 

and then the classifier classifies the cancer into multiple types. The proposed methods 

have been implemented on secondary datasets. In the future, we may validate the 

efficacy of our work by applying the proposed methodologies to real-time data. 

Moreover, we can also employ a technique to detect any early signs of malignancy in 

the embryo, allowing for prompt action to prevent any repercussions down into the 

future. Also, gene expression datasets suffer from a problem of high dimensionality. 

That is why the datasets being used for the proposed research work carry only a few 

samples which makes the model data specific only. Also, DL models require high 

computation which does not make it fit for restricted environments. In the future, we 

might propose some data augmentation techniques to solve the problem of high 

dimensionality. Also, advanced structures of RNN can be explored. It can additionally 

be evaluated using more datasets and other DL models. Furthermore, other 

dimensionality reduction techniques can be explored. 
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