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Abstract:

Systems for detecting network intrusions are being used to spot malicious activity on networks.

A lot of effort is required to do this by examining traffic network activities using Network

Intrusion Detection Systems (NIDS). To discover abnormalities, the NIDS largely relies on

machine learning (ML) and data mining techniques. The efficiency of NIDS is greatly

improved in terms of feature selection. This is true since a variety of time-consuming

attributes are used in anomaly identification. As a result, the feature selection approach affects

how long it takes to examine movement patterns and increase the level of clarity. The goal of

the study is to offer NIDS with an attribute selection approach. The underlying principles of

this notion include Grey wolf improvement, firefly enhancement, particle swarm enhancement,

and evolutionary methods. The suggested paradigm seeks to make NIDS more user-friendly.

The proposed model manages the mutual knowledge, which was built using 13 sets of rules

using the GA, PSO, GWO, and FFA algorithms and employing wrapper-based spam detection

techniques. The performance parameters of the proposed model were evaluated using

Anaconda software. In light of the UNSW-NB15 datasets, support vector machines, J48 ML

classifiers, as well as features produced from the proposed model, are assessed. Rule13

reduces the characteristics, using the experiment as a guide, to 30 components. Under Rule 12,

the attributes are reduced to 13 aspects a guide, to 30 components. Under Rule 12, the

attributes are reduced to 13 aspects. The best findings are obtained when examining

effectiveness, clarity, and F-measure using Rules 13 and 12. The genetic algorithm (GA)

produced a favourable failed negative rate (FNR), as well as true positive rate. Despite PSO's

superior accuracy and True Negative Rate, Rules 11, 9, and 8 perform well with relation to

False Positive Rate and True Negative Rate. A technique for finding intrusions was shown to

be more accurate with fewer characteristics. The Symmetry magazine addresses the attribute

selection approach for NIDS to discover computer and network assault patterns that follow

rules. Any harmful behaviour or illegal activities would be recognized by the intrusion

detection system in the network to protect the customers' huge confidential data from being

hacked, and thus the system will prove to be beneficial to society. In Cisco Packet Tracer, the

simulations was conducted using three computers, one DNS server, one DHPC server, two

mobiles, two routers, and two switches. The simulation were put to the test using a dynamic IP

setup, with Cisco training datasets used to produce the source and destination IP addresses.
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Wireshark's data environment was used to replicate this IOT network architecture in order to

get real-time packet, protocol, time, and IP datasets during a 10-minute interval. For the

particle time data, a set of seven protocols were tried on a framework of reasoning for the

training method was devised. A training method is provided in this study, that takes the form

of an algorithm to replicate or initialize the first iteration of model construction. The study on

network datasets demonstrates the originality of the method used to generate the first model

for the creation of fuzzy logic or neural network logic. As part of the acquiring knowledge for

simple simulation of an intelligent computer strategy. Rest of the study is based on the

simulation of various infiltration tactics. This project will use a group of communication

methods in relation to system architecture as the core paradigm for all machine learning. The

extensive usage of computer system interconnection and interoperability has become an

unavoidable requirement for enhancing the daily operations. Simultaneously, it opens the door

for automation were human control will not play any important role, and to avoid the security

threats, there is a necessity of high end security protocols. Deep learning architectures has

been proven as a method to categorize the network threats and to identify intrusions with

greater accuracy.

Consequently main aim among the suggested deep learning network will be understand the

daily network intrusion, adapts to automation learning from daily data, reduce the risk of

intrusion with eradication of any intruder anomaly. Using the UNSW-NB15 datasets, show a

figure's performance, which reflects the working network communication behavior along with

artificially produced attack operations. Given the task of ensuring computer hackers has

grown increasingly challenging due to the concerning increase in technology connectivity and

the availability of desktop apps. A highly secured system is also necessary to protect it from

various threats. Finding irregularities and risks in such system security protocols helps with

data security. Artificial intelligence in particular is a subset represented by ML techniques

(AI). A useful solution was developed utilizing pro technologies powered by information.

This study investigated two distinct intrusion detection (ID) categorization reaches, every

having its own particular range of useful situations. Prior to using the two techniques for

categorization, multiplicity was decreased using the particle swarm optimization approach. In

this study, categorization criteria used to describe network anomalies were examined. Three

classifiers are used: PSO plus ANN, PSO + K - nearest neighbors and PSO plus Selection
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Tree. Using 99 datasets, the foundation's information retrieval techniques identified and

verified its findings. The following measures, such as recall, support provided, correctness,

reliability, and consistency were utilised to check computer hacker’s records for cybercrime.

To determine which performs better, the precision, comparisons of the two involved response

times (DR) and totally fabricated rates were also made (FPR).The existing IDS was then

compared to the proposed solution. The findings show that PSO+ANN works better at

networks currently abnormalities than PSO+KNN and PSO+DT classification approaches.
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Chapter 1

Introduction

Now a days intrusion is in every field wherever networking is involved. For

improving computer security and for detecting dangers and anomalies, machine

learning techniques, more especially artificial intelligence (AI) technology, were used

to develop a meaningful data system for preventing intrusions. Cyberspace has altered

the world in the areas of contract, social contact, information sources, and economics,

to mention a very few. It had a big impact on how quickly the economies of different

countries developed as well as how many people used network services [1].

Nevertheless, the complexity of data protection, which is developing daily [2, 3], is

inexorably tied to the rise of internet accessible. Data centers are becoming more

proficient every day as an outcome of their great success. Although efforts at

penetration may be detected and protections may be present, it is still possible to

lessen the effect of an attack on the network. However, security management

vulnerability avoidance now seems to be unattainable [4, 5]. When it becomes evident

that invasion preventative measures like antivirus programs, entrance controls, and

cryptography, to mention a few, are inadequate to combat the danger presented by

web applications and high security, IDS is crucial. It is crucial to emphasize the

significance of Intrusion detection system core design terms for efficacy and

evaluation. Employing pattern identification methods like Bayesian Network (NB)

and ANN requires a thorough understanding of ML as a sub field of AI. [6].

A sophisticated IDS technique, like centralized component protection, is something

that AI strives to deliver, with a bonus layer, such as defence, using machine

learning techniques. Researchers can monitor network connections and hunt for

indicators of penetration using this infiltration (ID) approach. It has used a number

of vulnerability scanning datasets over the past three decades, the Information

retrieval from records, Kdd data set collections, in particular, to analyse overall

system progress for identifying intrusions. The progression via Machine

learning approaches include k-means, groups, K - nearest neighbors [2, 3], Bayesian

network, neural networks , and neural network. Which are now being used on these

collections. Without being explicitly programmed, a robot can use ML to learn from
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experience and enhance its automated abilities [8]. IDS employs ML algorithms

because they are capable of accurately and quickly identifying attacks in massive

volumes of data.

Assault by Man in the Middle (MITM), Attacks including services interruption,

sinkhole assault, floods attacks, wormhole attacks and selectively redirection are only

a few examples.

DoS attacks include flooding a network's server with phoney messages in order to

generate bottleneck in the network, preventing genuine traffic from reaching the

server. This is especially true in the realm of big shopping website or aggregator

website. A site's servers can be purposefully overburdened by false packets from a

rival site. Is it also important to identify and prevent intrusions [9].

Wireless sensor networks are a growing field, intrusion detection is also required.

Agriculture, industry, roadway construction, transportation networks, military,

communication, and medical and health professions all use WSNs. Watching patients'

movement, monitoring their whereabouts, and monitoring elderly patients are all

examples of medical applications [10]. This research aims to provide an overview of

IDPS technology. It describes the primary roles of IDPS technology as well as the

detection methods they employ. It then goes through the most critical features of each

of the primary IDPS technology classes. The study also goes over several types of

IDPS security capabilities, as well as technological constraints and obstacles.

Cyber crime has risen significantly on account of fast technical progress also the

global expansion the web networks. In 2015, Crypto-ransomware was one of 362 new

malware types discovered by the Internet Security Threat Report (ISTR). In 2018,

cyber crime is projected to have generated 1.5 trillion dollars in revenue. If there is

one obvious conclusion in 2019, it is that no business, big or little, is immune to a

cyber attack. Cyber attacks have never been more sophisticated, evasive, or targeted.

[11]. As a result, new security methods must be created on a regular basis.

An important component of privacy is a host - based intrusion detection device, as It

can recognize invasions and alerts would be the proper authorities. We may divide

IDS into two categories depending on detection methods: [12]:
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 Anomaly Based IDS:When an anomaly is detected, the user is alerted to the

possibility of a network intrusion because it develops a database of typical

activities.

 Misuse Based Detection: This describes the database's assault activity and when

many possibilities exist in a network, they are referred to as assaults.

When the number of cyber-crime kinds grows, a mechanism for detecting anomalies

outperforms the method for detecting abuse in terms of constructing a breach in the

network detection method. A program which detects anomalies was more suited to

detecting unknown assaults.

Several Algorithms for artificial intelligence (AI) created as the abuse detecting

anomalies and detecting them systems. Principle approaches, Data mining and

machine learning are examples of initiate methods besides implementing such IDSs.

The first foundation is data mining that has been presented for the construction of IDS.

Information may be extracted from a big database by using data mining techniques. A

knowledge base may be mined to find patterns that can be used to anticipate future

incursions in connected dataset. [13]

Although most rule-based IDS have their advantages, they can have their drawbacks

as well. Due to the fact that these signatures are not in their knowledge base, they

cannot recognize fresh assaults that use updated comments. To address these

constraints, deep learning methods had proposed. Within deep learning, DNN is one

of the most commonly used algorithms.

DNNs possess a appealing fundamental detecting of intrusions feature known as

instruction by experience, that enables them to infer fresh knowledge and make

decisions. This differentiates DNNs from all other programming methods and turns it

into an expert system. [13]

ML is employed to create an IDS for this investigation. As a consequence, the usual

and abnormal behaviors of a network system are classified using a tractor trailer

supervised learning [14]. Machine learning techniques were evaluated using the

Knowledge discovery 99 collection, and the results show exceptional performance in

recognizing anomalies, particularly Neptune and the Smurf aberrations. Using co-
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variance sensor data, the overall effectiveness of the anticipated with IDS was

evaluated in a similar way.

The remainder of the essay is separated into the following sections: The evaluation of

the existing empirical approach is the main goal of this section. The material, along

with the databases and procedures utilized to carry out this study, was addressed in

Section 3 [15, 16].The observations obtained during the technology installation as

well as the conclusions reached were covered in Section 4. For the study, Section 5

came to a conclusion. Here, more research is suggested.

Everywhere communication is engaged in the globe, infiltration is a concern.

Examples are in home area networks, in E-Commerce, Internet of Things, wireless

sensor networks, wifi networks of big organizations etc. Secure storage of sensitive

data across several databases is essential. That is to protect data like pan numbers,

date of birth, Aadhar card numbers etc. related to customers seems to be of prime

significance. Thus the Devices for vulnerability scanning are required. Not only

Intrusion detection but also Intrusion preventive techniques are required.

Assault can take many different forms, including Man in the Middle attacks, or attack

of services (MITM), Hole in the ground, Selected Filtering, Flooding, Wormhole, etc.

DoS attacks include flooding a server with fictitious messages to clog the network and

prevent real traffic from getting to the host. This specifically occurs in the sphere of e-

commerce. The opposite site may deliberately overload a site's server with fake traffic.

So is identification of intrusions and Prevention required [17].

In the same vein, intrusion detection is essential in wireless sensing networking as a

sector. WSNs are found in all fields such industrial, agriculture, roadways

development, traffic networks, defense, telecoms, healthcare, and medicinal areas. In

the medical fields, such as monitoring and tracing the whereabouts of patients,

keeping tabs on older patients [18].

A few IPDS systems the following have emerged in a variety of fields:-

a. A network intrusion detection system (IDPS) that contrasts its efficiency with

Snort, a widely used NIDS tool, was previously published. All Snort

regulations in the conceptual model use prefixed and random addressing
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approaches, and primary patterns are developed to decrease packet sniffer time

and detection rate even during periods of intense network activity. [19].

b. The Synchrophasor Specific A tool called Network Security Systems is used

to spot malicious attacks in synchrophasor devices. This programme utilises a

behaviour-based approach and heterogeneity whitelist to detect both reported

and unreported assaults [20].

c. HANIDPS is a ZigBee-based anomaly - based intrusion detection system for

home region networking. Has been created to guard against infiltration [21].

d. Planning an IDPS has been installed to safeguard linked cars' Inter - integrated

Network (CAN) buses. The Area Network Connections bridge, which links

electromechanically components and senses in a systems for system control,

makes it possible to give real-time vehicle information. [22].

1.1 Types of Intrusion Detection Systems

There's many three primary categories of IDSs: hybrid, misuse-based and anomaly-

based (often referred to as bio metrics)

Misallocation strategies use the signatures of known attacks to locate them. They

efficiently identify assaults of a recognized type while producing a manageable

quantity of near misses. Novel (zero-day) assaults are not detected by misallocation

approaches.

Exceptional case approaches simulate the typical behavior of networks and systems

and discover anomalies as departures from this pattern. They are desirable since they

can identify zero-day assaults. Since formerly unknown (but valid) system behaviors

may be classified as anomalies, the fundamental drawback of exceptional case

approaches is the possibility for large false alarm rate (FARs).

Hybrid methods integrate anomalous and abuse identification. These are utilized to

increase the identification of known intrusions and lower the likelihood of false

positives (FP) for unidentified assaults.
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IDSs are also divided into internet and host-based categories according to where they

search for invasive activity. An IDS that operates across a system tracks remote

access activity for breaches. An IDS that is host-based keeps track of the processes

and files used by the software configuration connected to a particular host.

1.2 Types of Networks

Types of Networks are wired networks, wireless networks [25], Internet of Things

networks, wireless sensor networks, Cloud environment, Home Area Networks(HAN),

connected cars network etc.

The wired networks basically include the LAN in any premises or buildings where

computers are connected through wired connections.

Wireless networks includes WAN, MAN,PAN etc, where the various buildings in a

city are interconnected to one another or the networks exist among cities through

MAN etc. These are all examples of wireless networks.

The Internet of things network which exist in smart homes is a kind of network where

the home appliances are all interconnected and automated to the devices of the

members of the house.

The Cloud networks exist when multiple cloud environments of various similar type

of organizations communicate with one another.

Home area networks include appliances in smart homes like smart door with a locking

system, smart devices like fan, washing machine, air conditioner,

television,microwave oven etc.

Also networking exist among cars which are running on roads.They are

interconnected to one another through networks.So intrusion can come into picture in

any of the above networks.

1.3 Types of Attacks in a network

There are various types of attacks in a wireless network.

The figure below illustrates several wireless assaults [27].
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Figure 1.1: Various wireless assaults

Figure 1.1 shows the types of Wireless attacks i.e Denial of service attacks, Man

in the Middle Attacks , sinkhole attacks, cautious forwarding, Blackhole and

Grayhole assaults, and floods.

i. The DoS Attack involves jamming the server, in a network with bogus

information in order to block real traffic from reaching the server. This

specifically occurs in the sphere of e-commerce. The opposite site may

deliberately overload a site's server with fake traffic.

ii. A hostile network called as the aggressor engages in Selective Forwarding

attack drops packets in any order, i.e randomly. Its entire original comment

is disassembled, and it is difficult to tell if the data packet has been

changed because it arbitrarily transmits some messages and rejects any

messages at arbitrary. Basically that assault causes the entire routing path

to degrade. [26].

WIRELESS
ATTACKS

Password
Attack

External
Misuse

Hardware
Misuse

Bypassing
Control

Misconfiguratio
n

SpoofingDOS

MITM
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iii. In a sinkhole assault, the perpetrator wants to maximum crowd at the

reception point, thus deteriorating its collection capacity. A rogue datatype

main objective is to undermine the program's dependability and

authenticity [26].

iv. Assault by a blackhole means throughout this assault, the malware delivers

erroneous route-related responses without previously examining the

routing database, to the sender node. Additionally, it rejects the recipient's

request to forward the message. The path that mandatorily redirects

packets will be chosen even if it accepts to transmit one[23].

v. A deliberate packet-dropping attack is v. Grayhole. Here, attacker node

blocks received communication packet with a predefined frequency and in

a professional manner.

vi. A flooded assault entails overloading transmitting unnecessary data to the

server node in order to use up network resources and take up genuine

nodes' time [24]. Scheduling attack exploits networking resources like

energy, space, time, and WSNs at a predefined period, similar to flooding

attack [17] [24].

1.3 Machine Learning Techniques useful for Intrusion Detection and

Prevention System

A. Decision Trees

An instrument for making choices is a tree structure. It is a pictorial depiction that

is employed to investigate many possibilities starting at a root node and ending at

the branches of the tree in order to discover a variety of solutions to specific

challenges. The ending terminals are really the branches. As a result, there are

several pathways one may take first from root of the tree to achieve various ends.

[18].

B. Support Vector Machines

The method for machine learning supervised The Support Vector Machine is a

tool that may be applied to regression and classification issues. SVM is based on
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the idea of judgment surfaces, which specify the limits of assessment. A

judgement plane is used to arrange a collection of objects into clearly defined

categories. [18].

C. Ensemble Learning

To address a specific computational intelligence issue, many models, such as

classifiers or experts, are deliberately developed and merged in an ensembles

educational process. The main purposes of ensemble methods are to enhance

classification, prediction, function approximation, etc.

Table 1.2 (a) Using Decision Tree Algorithm

Assets Router

Communication Network Wired Wireless IoT
Cloud

Environment

Judging parameters for the

proposed system

Quality Parameters Moderate Less Less Moderate

Failure Rate Regulate Regulate Moderate Strong

Durability Average Nice Nice Average

Defect rate Moderate Less Less Moderate

False positives Strong Strong Less Regulate

False negatives Strong Strong Regulate Moderate

Performance Good Greatest Greater Greater

Features Moderate Less Less Moderate

Reliability Less High High High

Conformance Average Nice Nice Nice

Durability Less Strong Strong Strong

Servicability Less Strong Strong High

Perceived Quality Less High High Very High
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Table 1.2: (b) Using Decision Trees Algorithm

Assets Firewall

Communication Network Wired Wireless IoT Cloud Environment

Judging parameters for

the proposed system

Quality Parameters Less Less Regulate Regulate

Failure Rate Regulate Less Regulate Regulate

Durability Nice Nice Nice Average

Defect rate Moderate Less Moderate Moderate

False positives Regulate Regulate Less Regulate

False negatives Regulate Regulate less Less

Performance Nice Nice Better Nice

Features Less Less Moderate Moderate

Reliability Less High High Less

Conformance Average Nice Nice Nice

Durability Less Strong Strong Less

Servicability Less High High Less

Perceived Quality Less Very High High Less

The above table shows that how firewall works for wired, wireless, IoT and

Cloud environments. The performance of firewall for these environments is judged

on the basis of above mentioned parameters. The main fact regarding firewall is that it

works on the basis of certain rules applied over it.i.e it will block only those traffic in

the network, which falls under malicious category according to the set of rules applied

over it or fed to it.
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Table 1.3: (c) Using Decision Trees Algorithm

Assets IDS

Communication Network Wired Wireless IoT
Cloud

Environment

Judging parameters for the

proposed system

Quality Parameters Less Less Moderate Less

Failure Rate Moderate Less Less Less

Durability Good Best Good Good

Defect rate Less Less Moderate Less

False positives Less Less Less Moderate

False negatives Less Less Less Moderate

Performance Better Best Better Best

Features Less Less Moderate Less

Reliability Really high Really high Strong Strong

Conformance Good Best Best Best

Durability Very high Really high Strong Really high

Serviceability Very high High High Really high

Perceived Quality High Really high Strong Strong

The above table shows that how IDS works for wired, wireless, IoT and Cloud

environments. The performance of IDS for these environments is judged on the basis

of above mentioned parameters. The main fact regarding IDS is that it works based on

the training given to it and its performance depends on the kind of datasets taken for

training and also the machine learning models used as classifiers.
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Table 1.4: (d) Using Decision Trees Algorithm

Assets IPS

Communication Network Wired Wireless IoT
Cloud

Environment

Judging parameters for the

proposed system

Quality Parameters Less Less Less Less

Failure Rate Less Less Moderate Less

Durability Good Best Good Good

Defect rate Less Less Less Less

False positives Less Less Moderate Less

False negatives Less Less Less Less

Performance Good Better Better Best

Features Less Less Less Less

Reliability Strong Really high Really high Strong

Conformance Good Best Best Good

Durability Strong Really high Very high Strong

Serviceability Strong Really high Strong Strong

Perceived Quality Strong Very high Very high High

The above table shows that how IPS works for wired, wireless, IoT and Cloud

environments. The performance of IPS for these environments is judged on the basis

of above mentioned parameters. The main fact regarding IPS is that it works based on

the training given to it and its performance depends on the kind of datasets taken for

training and also the machine learning models used as classifiers.
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Table 1.5: (e) Using Decision Trees Algorithm

Assets Honeypot

Communication Network Wired Wireless IoT
Cloud

Environment

Judging parameters for the

proposed system

Quality Parameters Less Less Less Less

Failure Rate Less Less Less Less

Durability Good Good Good Best

Defect rate Less Less Less Less

False positives Moderate Less Less Less

False negatives Less Less Less Less

Performance Better Best Best Best

Features Less Less Less Less

Reliability Strong Really high Strong Really high

Conformance Best Best Best Best

Durability Strong Really high Strong Really high

Servicability Strong Really high Strong Really high

Perceived Quality Strong Really high Strong Really high

False positives & False Negatives- 30-40%-High
20-30-Moderate
10-20%- less

Failure Rate - 10-20%-less
20-30%-Moderate
40% & Above-High

Conformance-Less than 50%-Average
50-80%-Good

Above 80%- Best
Performance- 50-70%-Good

70-80%-Better
Above 80%- Best
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After analyzing the various performance parameters, it can be concluded from above

tables 1.1,.1.2,.1.3, that the shortcomings of router was later replaced by firewall

whose shortcomings were overcome by Intrusion Detection systems, then Intrusion

Prevention systems and then Honeypots finally.

According to Vinchurkar and Reshamwala [28] IDSs are "active processes or

devices that review device and connection activities for unapproved and

disagreeable behavior." IDS are available in three flavors. These categories

include HIDS, NIDS, and hybrid-based IDS [29]. The HIDS seeks to keep track

of internal computer system activity. The NIDS's objective is to dynamically

monitor this system traffic in the present. In order to ascertain any potential

connections intrusions, the NIDS tries to accomplish that. It tries to do that by

using the right detection techniques.

There are three distinct categories: hybrid IDS built on an IDS, exploitation

identification, and anomaly detection [30]. A collection of specified characteristics or

criteria is used in the detection system to identify recognized hazards. The anomaly

detection mechanism detects unidentified attacks on a regular basis. This is achieved

by evaluating if the device's state is normal. The IDS classification for anomaly

detection is shown in Figure 1.1 A hybrid IDS may be able to spot both known and

unidentified attacks. The focus of this essay is the NIDS. NIDS uses the entire

network's traffic characteristics to detect threats. The NIDS is the subject of this

article. NIDS uses the whole network's traffic characteristics to find hazards. The

utilization of all capabilities is not necessary for attack detection. A smaller number of

characteristics may shorten the time required for detection and accelerate it.

Additionally, feature selection provides a number of advantages for learning

algorithms. For instance, it minimizes noise sensitivity, eliminates over-fitting, and

enhances prediction performance.

Choosing a subsection of basic techniques to use in the construction of a model is

referred to as feature choice. It seeks to increase the accuracy of the data. In equation

(1) below, the subset of characteristics is indicated by the letter S.

� = {�1, �2, �3, �4, �2� − 1}. (1)
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Figure 1.2: Recognition of anomalies according to class [31].
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It is common practise to choose features. It is used, for example, in IDSs. Three

options exist for selecting features: filter [34–35], embedded methods [36], and

wrapper [32-33]. The embedded approach is used to include the characteristic

extraction for a certain learning algorithm within the training phase. Using a variety of

learning approaches, the wrapper method would be used to choose the traits that can

be predicted with a great level of precision. Using the use of a selection of

characteristics from the initial set, this filtering system approach attempts to classify a

subset. These features are chosen based on the evaluation criteria. It was designed to

lessen the amount of attributes such as boost NIDS activity consequently increase the

precision rate. Although there have been several alternative NIDS models developed

by academics, the current work attempts to create a model based on four popular

metaheuristics that are affected by biological systems: the Firefly optimization

algorithm (FFA) [43, 44], the genetic algorithm (GA) [27–38], the PSO [39–40], and

the GWO [41–42]. ML classifier, J48 (C4.5) [46–47], and SVM [45–46] were used to

evaluate the latter model.

A technique for choosing NIDS characteristics was proposed by the study's researcher;

the algorithms PSO, GWO, FFA, and GA are used as the paradigm's cornerstone. By

limiting how many functions are there that are chosen, it seeks to enhance the

functioning of NIDS. SVM and the J48 ML classifier were used to evaluate it.

It was significant because the present investigation's goal was to:

Select the ideal feature set from the dataset UNSW-NB15. The FFA, GA, GWO

and PSO methods were used in the current situation work to achieve this.

Make a technique for NIDS feature extraction that is filter-based. In the current

attempt, this was accomplished using the algorithms FFA, PSO, GA and GWO. It

was intended to decrease the quantity of the chosen attributes.

The PSO, GWO, FFA, and GA algorithms should be employed effectively in

conjunction. The purpose of this inquiry was to determine if the detection

technique would be more successful if the selected characteristics were filtered.
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1.4 Objectives of the proposed work

1.To study various existing Intrusion Detection Systems and analyse them based on

a variety of evaluation criteria.

2.To design a framework for detecting breaches in wireless sensor systems using

Computational Approaches for Intelligence.

3.To analyse overall effectiveness of a suggested Intrusion Detection prototype and

then in comparison to existing Intrusion Detection Systems.

1.5 Thesis Organization

The thesis is categorized into ten chapters, each covering a separate module of

Machine learning algorithm models for various environments in Networks for

intrusion detection system. Each chapter is described in detail below:

Chapter 1: This chapter gives us idea regarding the type of algorithms used like

Deep Learning Algorithm will be used as we have huge amount of data to get the

idea behind the types of network attack and their analysis for Network Intrusion

Detection System.

Chapter 2: Prior work on Intrusion Detection Systems is discussed in this Chapter.

This chapter analyses the outcomes of several techniques. Several methodologies are

used to compare the presented findings, including accuracy, sensitivity, specificity,

precision, and recall.

Chapter 3: The proposed technique is thoroughly explained in this chapter using

terminology similar to that of the utilized software, Cisco Packet Tracer. A

simulation network is created using the said simulation software and an actual

network is also created.Intrusions are induced in these networks.

Chapter 4: In this chapter, kinds of machine learning algorithms and their detection

rates are compared which illustrates the type of attack, and also the features selected

by PSO algorithm are discussed here.The dataset with the reduced number of

features is shown and the logic applied for detecting the types of attacks i.e DoS,

probe, U2R, R2L is discussed in this chapter.
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Chapter 5: This chapter describes an enhanced intrusion detection system, including

a proposed system and flow chart, as well as a dataset description. PSO integration

with the ML models has been decribed here. PSO with Decision Trees, knn and

ANN was evaluated.And also the proposed IDS is being compared with existing IDS.

Chapter 6: This chapter demonstrates all Machine Learning and Deep Learning

methods step by step, including data preparation, data reduction, and data training

and data testing, classification based on training and testing datasets, and all

numerical computations.

Chapter 7: This chapter provides detailed explanations of the proposed methodology

for each of the research phases that were conducted.Also the proposed methodology

is evaluated in terms of F1 score, precision, Recall, accuracy and the proposed IDS

is also compared other existing IDS.

Chapter 8: In this Chapter, the final results of all stated objectives are provided, such

as Model Accuracy, True Measure Rate (TMR), F-measure, Precision and Accuracy

Rates, False Positive Rate ,and Software Implementation of Cisco Packet Tracer.

Chapter 9:This study included critical components as well as major cyber security

flaws and vulnerabilities related with exposure. To draw conclusions, transfer

learning is employed, which takes use of relevant datasets.That are now accessible,

will be used in the future to enhance model segmentation using the dataset UNSW-

NB15 and to improve the proposed models' ability to deal with zero-day attacks. The

research proposed a new IDS built using PSO+DT, PSO+ANN, and PSO+KNN

techniques.
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Chapter 2

Literature Review

This Chapter discusses the prior work on Intrusion Detection Systems. It analyses the

outcomes of several techniques. Several methodologies are used to compare the

presented findings, including accuracy, sensitivity, specificity, precision, and recall.

2.1 Previous work done

Almomani. I et al [48] presented a technique which worked on a Collecting

information for WSNs nets' IDS. These concepts showed the mechanism of

vulnerability scanning and prevention methods in wireless networks which partially

failed in order to identify intrusion attempts.

Abdulaziz I et al [49] presented a technique wherein Gradient Boosting Computers as

well as Decisions Forests Ml Algorithms were utilized to generate the datasets for

predicting DOS assaults within Wireless sensor nodes. It was discovered that

Decision Trees were more effective than SVMs.

M.Firoz Kabir et al [50] proposed an IDPS its effectiveness is assessed in comparison

to that of Snort, a commercial NIDS programme. Initial as well as stochastic

structuring methods have been applied to each Snort criteria inside this proposed

model, as well as main concepts were established to cut down upon low error rates

including during periods of significant internet activity.

Y.Yang,K.McLaughlin et al [51] created a Synchronization Relevant IDSs

programme for identifying harmful computer hackers among a synchronization

network, that includes a diversity baseline as well as behavior-based method for

recognizing established models assaults.

Paria Jokar et al [52] designed an HANIDPS, a method enabling detecting and

preventing intrusions into Wireless LAN embedded systems that was developed for

protecting home area networks from intrusion.

Priyanka Sharma et al [53] described an IDPS in order to safeguard linked

automobiles' CAN-bus, or Regulate Internet Connection. The Control Area Network
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bus links signal conditioning units, detectors, and other devices in a framework for

embedded devices capable of providing accurate data concerning automobile.

M. Archana et al [54] proposed a paper which compares Blackhole attack and

Grayhole an embedded systems assault. The detection of these attacks becomes very

essential regarding ids.

B. Al-Kasasbeh et al [55] displayed an evaluation study of the LEACH

algorithm during DoS assaults. Various WSN algorithms are employed for structured,

plain, as well as site applications. This study employs the organizationally scheduling

algorithm known as LEACH to gain information on WSN characteristics in various

traffic situations.

D. S. De Couto et al [56] regarding multi-hop wifi networking within wifi

communication, a high bandwidth route statistic was proposed. In this paper various

types of wireless networks are considered and the performance of the path metric in

these types of wireless networks are compared to one another.

Sarika Choudhary et al [57] described a paper in which Throughout the IoT

technology, filtering threats including quicksand as well as specific transferring were

recognized, as well as 2 various security techniques, KMA and CBA, were utilized. It

was found that Cluster Based Algorithm gave better results than Key Match

Algorithm.

Jafar Abo Nada et al [58] presented a program known as WIDPAS that assaults the

offender as well as notifies the operator of the encroachment. Since the exact

comprehensive security technology established for cellular broadband is being

employed for wifi communication, such approach has been presented.

Ghassan kbar et al [59] designed a system in which a thorough strategy is suggested

for safeguarding a cellular servers. The study findings were employed about it.

HID and FF, ADC, as well as PF. Whenever a data moves via aforementioned phases

with in aforementioned ratio, the functional behavior an encroachment. The access

control system includes analog to digital converter as well as HID.

Sajaan Ravji et al [60] explained a system which uses Throughout offering a positive

space mostly in virtual machine, phishing scam is incorporated into the concept of ids.

The advantage of using Honeypots over firewall is that firewalls block the entire
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traffic whereas honeypots block only abnormal traffic, so they have no problem of

exhaustion of resources like firewalls and IDS.

Vinit Kumar Gunjan et al [61] proposed a paper which provides a quick introduction

of every aspects of cybercrime, including its origins, kinds, research papers, methods

of prevention, and the departments attempting to battle it.

Mohiuddin Ahmed et al [62] created a methodology that provides a thorough study of

the four main types of aberration prediction models, including categorization,

analytical, computational modeling, as well as segmentation. The study further

emphasizes the difficulties in conducting investigation through using databases

towards detecting anomalies.

M. Uma and G. Padmavathi et al [63] conducted an investigation that involved a

thorough analysis of different botnet to raise knowledge of different sorts of assaults

including how they operate even though suitable defence methods may have been

started towards such assaults.

Ozlem Yavanoglu et al [64] wrote a review paper by doing a comparative study of

foremost widely utilized statistics. The key approaches to assessing web activity as

well as spotting anomalies were ai as well as ml approaches. This research

concentrated mostly on statistics employed within those approaches.

Waleed Bul’ajoul et al [65] created and tested a system that organized networks as

well as throughput utilizing unique QoS architecture inside a multi-layer router as

well as increased data forwarding performance utilizing parallelism approaches.

Various traffic kinds, tactic, as well as bandwidths were used to evaluate the design

concept. The trial outcomes demonstrated design enhances system security efficiency,

covering up to 8 GB/s with no missed particles. It is possible to increase this quantity

(8 GB/s), but it relies upon that resource utilization, that is always constrained.

Evgeny A. Basinya et al [66] developed a novel strategy in their study that involves

floating mimicry, providing credentials, as well as detecting a covert diversion of such

suspect's various links in order to shield computer networks via defensive and

offensive network monitoring tools.

Pankaj Ramchandra Chandre et al [67] discovered that formally validating procedures

in WSNs is a crucial study topic. This study uses the AVISPA software and the
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HLPSL dialect to design and officially validate certain breach identification

techniques. The outcomes of the verification as well as DoS attacks which been

discovered are provided throughout this study article, however it is important to avoid

assaults of this nature. We propose a computers continuing to learn approach to

prevent wsns infiltration. As a result, a WSNs might use the provided strategy to

prevent invasions.

Adwitiya Mukhopadhya et al [68] proposed a system based on Wi-Fi 802.11b that

detects invasions and disasters in a situation involving smart homes by taking into

account different forms of data flow. Here, residents receive notifications through a

cloud server. The effectiveness of the alarm method is intended to be increased by a

multi-tiered detection and data transmission method.

Goyal, Abhilash et al [69] discussed an a strategy to increase the security of software

defined connectivity by enabling it to recognize and stop different harmful assaults.

Christos Constantinides et al [70 suggested a state-of-the-art SVM system with a self-

organizing progressive neural net for intrusion detection in networks. The suggested

system's structure enables it to offer a warning system that can precisely and instantly

defend against known and unknown attacks without depending on fingerprints or

regulations. The proposed system has the capability of online iterative learning

updates, which, depending on its test findings that use the NSL KDD collection,

enables it for efficient and robust practical production.

Reza Parsamehr et al [71] a cutting-edge network intrusion detection device (IDPS)

for mobile small cells with NC capabilities was exhibited. The suggested technique

employs a cryptography message verification code technique. that detects intrusive

incidents by looking for null spaces, and then applies the relevant risk mitigation

techniques. The suggested system has been implemented in Kodo, and the

computation overhead efficiency has been assessed.

Rifki Indra Perwira et al [72] developed a DoS assault detection and prevention

method that uses anomaly-based dynamic enhancing. The experimental test results

shown its dynamic enhancing approach is 93.3% successful at identifying threats and

may restrict in real-time. This outcome was that the adaptive augmenting approach

may be used to build the detection and prevention of intrusions systems. Simon D.

Duque Anton et al [73] worked on, a study undertaking Insect IUNO that strives to
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offer and improve security mechanisms that don't require specialized security

expertise in order to enable small and medium enterprises to respond to the increasing

threat in cyberspace. In this publication, the IUNO Insec project is briefly introduced.

Additionally, the authors' contributions to the field of intrusion detection are

described and contextualized, focusing in particular on machine learning-based

solutions for industrial contexts.

Sui Xin et al [74] introduced significant progress of intrusion detection technology.

The second section of this study introduces novel intrusion prevention systems

technology. The report also looks forward to the development of intrusion detection

systems.

Md Zahangir Alom et al. [75] showed using neuromorphic cognitive computing's

Deep Learning in IDS for network intrusion detection and prevention. The velocity of

computer security and incredibly low power consumption of xeromorphic computers

have been combined with the computational power of DL. This approach uses

numerical encoding to prepare the data for training with Auto Encoder (AE), an

unsupervised deep learning technique. For the supervised neural network The

computed values of AE are utilized as initial weights throughout the testing period.

The discrete vector factorization (DVF) of the ultimate weights yields stanchion

elements, synapses loads, and sensitivities for cells. Finally, the synapses and

stanchions are assigned the produced handlebar loads, synapses loads, target value,

and leakage values.

Chie-Hong Lee et al [76] applied an Extreme learning machine for network intrusion

detection with equality constraints. To calculate the ideal number of buried neurons, a

training technique that is adaptively incremental is suggested. The optimization

criteria and a method for binary search-based adaptively growing hidden neurons are

established. In order to evaluate the suggested method's potential, network intrusion

detection is used. Experiments demonstrate that our suggested strategy is successful in

developing models with high attack detection rates and quick learning rates.

Cyber security was shown by Md. Zahangir Alom et al. [77] by using uncontrolled

Technology for DL) and a unique Intrusion Prevention Program (IDS).The SNORT

fetch problem, a rules-based method, and supervised learning are frequently used to

detect new types of assaults. In this approach, the incoming examples are numerically
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encoded and feature extraction and dimension reductions are accomplished using the

unsupervised the deep learning algorithms Auto Encoding (AE) and Limited (RBM).

Then, using only three characteristics, iterative k-means clusters is utilized to group

items in a lower multidimensional space. This method further makes use of the

unmonitored extreme learning system for supervised learning.

Hassan Azwar et al [78] did a thorough investigation of a number of machine learning

approaches to determine the underlying causes of problems with how well they detect

intrusive activity additionally, each of their drawbacks is discussed. The article also

includes a number of machine learning data mining equipment’s.

2.2 Methodology Used ,Observations and Limitations of above research work

1. “Using Machine Learning to Scan Wireless sensors networks for DoS Attacks

[49]”

The Methodology used is the dataset is being trained using both Vector Support

Networks and Decisions Trees Deep Learning Techniques in order to detect DOS

attacks in WSN are identified, and it is determined that Decision Tree algorithms

outperform SVM. [49].

This was discovered that Decision trees outperformed supported vector machines

inside the shortened data, which only included the three attacks (Grey holes and flood

assaults) that made up the complete range of data. Less factors were included in

training. [49].

The limitation was the time consumption required for testing both machine learning

algorithms here was more, as here first Decision trees was tested with full dataset and

then with reduced dataset. Similar was the case with SVM also [49].

2. “Prevention and detection of Routing Attacks in the Internet of Things [57]”

The Algorithms used here are both detection and preventative techniques, Mmrda

(Key game Algorithm) and Cbf (Cluster Based Heuristic), used in the Iot devices to

recognize routing threats like hole and selected relaying. [57].

It was observed that CBA gave more true positive results for detecting intrusions in

Internet of Things, than KMA. There were multiple small algorithms designed

systematically in CBA and KMA [57].
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The disadvantage was the time complexity involved in the sub algorithms in KMA

and CBA was more [57].

3. “An envisioned system for wireless intrusion prevention, prevention, and attack

[58]”

Unlicensed spectrum cannot employ the very same intrusion prevention and detection

solution that was built for landline networks. In order to tackle this, a device called as

Cordless Vulnerability Scanning Prevention and Attack Method (or "WIDPAS") is

suggested. This system assaults the offender and informs the administrator. [58].

It was observed that the WIDPAS system alerts the admin about any abnormal

behaviour by sending warnings to it [58].

The limitations were combining the methods for machine learning for comparison

purposes between normal and abnormal behaviour, but using which machine learning

algorithm, it is not specified here [58].

4. "A Complete Protection Method for Protecting the Network of the Organization

Against Cyberattacks [59].”

The net of an enterprise is protected using a technique that makes use of filter

firewalls, honeypot security devices, intelligent video surveillance systems, &

preventive firewalls. [59].

The observations include all HID and AID molecules can be synchronized using the

suggested system. This synchronizing corrects the owner's incorrect positives and

negatives. Because of this outcome, effectively blocked entities that were

subsequently flagged as problematic is admitted with in system, and back. [59].

The limitation is that the system design is complicated as it involves the

synchronization mechanism to be involved for synchronizing both agents, HID and

AID [59].

5. “Cyber Security Challenges: Designing an Effective Intrusion Detection System”

[50]

A detection of intrusions strategy (IDPS) has also been presented, and its

effectiveness has been compared to that of Snort, a commercially available gaunt tool.

[50].
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It was observed that Prefix or randomized indexing methods are applied to all Snort

criteria in the current plan, while core themes are constructed to decrease spam

filtering time and false negative rate even during periods of high network traffic. [50].

The disadvantage is sensitive threat detection rate needs to be improved and the

estimated signatures that need to be examined is high for each incoming packet and

the computational cost is also high [50].

6. “Synchrophasor Systems Intrusion Detection System for Network Security” [51]

In order to detect hostile botnet in a synchronized phasor system, a tool called Power

system Specialist Anti - malware System (Solutions containing) has been designed.

Such technique utilizes a uniform whitelist and a behavior-based approach to

detecting both known and unknown assaults. [51].

It was observed that the suggested system offers a more complete and all-

encompassing method for dealing with both known and unforeseen assaults. [51].

The limitations are several behaviour-based detectors are involved in this proposed

system owing to which its overall cost and design complexity is increased [51].

7. “In Smart Grids, intrusion prevention and detection for ZigBee-based Home Area

Networks”[52]

HANIDPS is a Security and Intrusion Prevention system for local area systems using

ZigBee, has been developed for protecting home area networks from intrusion [52].

The observations were no prior knowledge about attacks is needed for HANIDPS, as

Dynamic training is employed for threat detection, while a model-based method is

utilized for intrusion detection. [52].

The limitations are the algorithm involved in HANIDPS is only dependable for

protecting static wireless sensors but ineffective for dynamic networks [52].

8. “Protecting ECUs and Vehicles Internal Networks”[53]

An IDPS has really been devised to guard connected automobiles' Precursor For an

integrated Network (CAN) bus. The Control LAN bus incorporates microcontrollers,

sensing, and a control software application to give actual vehicle data. It is an

automobile serial bus network. [53].
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It was observed that the suggested system effectively identifies intrusion and any

strange behaviour in connected vehicles since it uses auto encoder rather than fins

networks, which can handle any input using their local storage as well. [53].

The disadvantages were recommended IDPS should be improved to be capable of

detecting invasion in real time, have low power, and have a lower percentage of false

negative errors. [53].
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Chapter 3

Methodology

Intrusion detection and Prevention system(IDPS) monitors and evaluates traffic for

specific sections of systems or machines, in order to look for unusual activities. At

intersection of two networks, an IDPS built on topologies is most frequently utilized.

The IDPS network cards are connected in full duplex mode, which causes them to

accept every packet they come across, no matter where they are meant to travel. A

large portion of the analysis by network-based IDPSs is performed on applications,

such as three protocols are used for sending and receiving email: HTTP, SMTP, and

DNS, where the majority of the assaults come from. To identify and mitigate attacks

at these layers, they also analyse activities at the transport (for example, TCP, UDP)

and network (like IPv4) levels, for instance. They also allow for investigation of the

application layer. Using network-based IDPSs, they can indeed conduct a limited

amount of research at the device layer (e.g., Address Resolution Protocol [ARP]).The

proposed technique is thoroughly explained in this chapter using terminology similar

to that of the network simulator, Cisco Packet Tracer.

3.1 IDPS Based Network system

There are two approaches to deploy network-based IDPS sensors, either inline or

passive. As the traffic it monitors runs straight past it, an inline sensor is deployed in

this case. The following paragraphs go into depth about several integrated detectors

that are combination of network security gadgets. Sensors inline are intended to detect

assaults by preventing vehicles from passing past them. A passive sensor must be

installed; no actual traffic passes through the sensor; this allows for the monitoring of

a duplicate of the urban scenarios. Passive sensors can make use of an intrusion

detection system (IDS) capacity proportioning valve, which gathers and directs traffic

to a desired site. In addition to a transfer extending connection, it has traffic visibility

attempting to pass along with into the change. A connectivity tap assigns a detector

directly into the physical wireless medium, such as a fiber optics. In order to avoid

invasions, the majority of solutions require the detector to be placed inline mode. The

ability of a detector to passively stop traffic, however, is frequently ineffective. A

sensor array may occasionally inject packets into a network to try to break a
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connections, although such methods become less efficient than integrated ones.

With the exception of interfaces used mostly for Intrusion detection and prevention

management, network devices are rarely assigned to sense access points which was

used to direct traffic. Network devices are allocated to watch endpoints of the detector.

Given that it conceals them and blocks connections from other hosts, it improves the

security of the sensors, therefore increasing their overall security. However, attackers

may be able to establish which product is in use by looking at the preventative

measures taken by the sensor, as opposed to detecting its existence. If you want to

monitor secured networks and find out which scan patterns trigger particular

responses, you may need to perform such an inquiry.

3.1.1 Wireless IDPS

An IDPS for wireless networks, on the other hand, utilizes the Wi-Fi protocols

analyzed by the IDPS to track and evaluate wireless communication data in order to

spot inappropriate activity.So much prevalent are wifi intrusion detection and

prevention systems (IDPSs) (WLAN). WLANs are frequently used mostly by gadgets

in commercial properties or on corporate campuses as extensions to current wired

networked local area networks (WLANs), and they are designed to enable user

mobility by extending the range of current connected wireless LANs.

Most wireless networks make use of LAN (WLAN) wireless technology. It is based

on the IEEE 802.11 standard family. There are 2 essential parts needed to construct

IEEE 802.11 WLANs. On one hand we have a wireless endpoint device, the station,

while on the other hand we have the network Access Points i.e special temporary

authorities(STAs) which are conceptually connected to other networks or a company's

connected communications infrastructure via an internet connectivity station through

Access points (AP). In between base stations and the internet connection, wireless

switches serve as a conduit which are also used in some WLANs. The infrastructure

mode is used for networks with STAs and access points. The ad hoc mode is used for

networks without access points, where STAs connect directly to each other. Almost

all of the organization's 11 WLANs operate in infrastructure mode. In a WLAN, each

access point (AP) is assigned a name called a service set identity (SSID) (SSID). In

order for access points to distinguish between various WLANs, SSIDs(Service Set

Identifier) are required.
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Wireless IDPS components are identical to network-based ones, except for sensors.

Wireless sensors operate considerably differently from traditional sensors due to the

difficulty of keeping an eye on communication links. A portable IDPS examines the

traffic, as opposed to an infrastructure IDPS, which may view all information on the

connections it watches and on the networks it monitors. Rather than seeing it all at

once, 2.4 And 5 gigahertz [GHz] are the two frequency bands being monitored, and

each band is split via channels. A sensor must only watch one station at a time in

order to remain track of all the information on a spectrum.

Longer periods of time spent watching one channel increases your chances of failing

to identify malicious behaviour occurring on other channels during the same time

frame. Sensors that often change channels, a process known as channel scanning, are

a typical way to avoid this. In order to reduce the quantity of channel scanning

necessary, specialized sensors with several radios and high-powered antennas have

been developed. The increased sensitivity of high-power antennas allows them to

monitor a wider area than traditional antennas.

It is possible to minimize the number of channels that each sensor has to monitor by

coordinating scanning patterns among sensors with overlapping ranges.

There are many different types of wireless sensors, from very simple to quite

complicated. Instead of transferring data transfer from one place to another like active

sensors, dedicated sensors execute wireless IDPS functions but do not communicate

data. Fixed or mobile deployments of specialized sensors are conceivable, influencing

the effectiveness, mostly for contingency planning and reporting (e.g., to locate rogue

wireless devices). Additionally, wireless switches and APs may get sensor software

updates. If the STAs are equipped with these capacities, detector programs could also

be capable of imposing security constraints over them, like preventing wireless

connection.

If a company employs WLANs, it will frequently instil smart communication to keep

an eye on the radio frequency (RF) bandwidth of its Wireless connections, which may

include portable elements like Personal computers (PCs) and individual digital

assistants. Many businesses utilize sensors to keep an eye on the channels and bands

that their WLANs shouldn't be using, in addition to the sections of their buildings in

which there shouldn't be any wireless action.
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3.2 Proposed Methodology: -

Figure 3.1: Showing the test network architecture in Cisco packet tracer.

Figure 3.1 shows a simulation network created in Cisco packet tracer. Here data

packets during communication are captured using Wireshark tool. And the various

network communication parameters involved, are studied for finding the regular

pattern of communication.

As shown in Flowchart Figure 3.2, the methodology incorporated in our proposed

work was to design first the network system with proper node configuration. This

node was established based on the different network architecture. For this purpose, we

have initialized to model the whole network infrastructure using Cisco Packet Tracer.

In this system we have designed the test network environment consisting of 5 source

IP, 13 Destination IP and 9 protocols. This network protocols were ARP, BROWSER,

DHCP, ICMPV6, IGMPV3, LLMNR, MDNS, NBNS and SSDP. The protocol was

initiated using for the period of 10 min using the Cisco packet tracer simulator. The

run time was properly initialized and there was no run time error while running the

simulation.We have used wire shark system to collect the data packets values with

respect to source, destination IP and protocols with respect to time, so that time

domain model can be initialized and proper prediction model becomes more efficient

and reliable.
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Figure 3.2: Shows the whole work flow for collection of data for any network

simulation model

3.2.1 The Suggested Approach

The proposed approach aims to lessen the network impact intrusion characteristics for

proper management of source and destination protocols on the given network

bandwidth. This algorithm can be implemented on any network like Bluetooth, 3G,

4G, 5G, WIFI 2.4 GHz etc. The characteristics lies in knowledge of the system for
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knowing the past characteristics of intrusion flow on the particular network. This

analysis is being trained using neural network to understand the future mutation in the

intrusion over any network bandwidth. As shown below the algorithm starts with the

function A (x, y, z), where x, y, and z are source IP, destination IP and intrusion

protocols respectively.

We have i as variable which detects the intrusion characteristics, j as the probability

with which the intrusion may be detected; x, y and z are parameters which depends on

functions simulation model.

Initially Action

For i = 1 to N do

A (x, y, z) = N[A(x) * A(y) * A(z)]

Iteration Step

B [A (i, t)] = Null

For t = 0 to T do

For i = 1 to N

For j = Null to Value

Network Intrusion (i, t) = MAXj=1, N (Network Intrusion (j, t-1) * P(Ci|Cj)) *P (wt|

Ci) * N[A(x) * A(y) * A(z)])

Step of Sequence Identification

C(T) = i that enhances Network Intrusion (x, y, z, i, j) ∝ T

Back trace to find the sequence of Intrusion

Network Intrusion array (X, Y, Z, i, j) maintains the probability of optimal sequence.

for source, destination, protocols, intrusion and values characteristics. C (T) functions

will be having probability and weight age for particular network characteristics.
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3.2.2 The Types of Network used in the Research

1. Using Cisco Packet Tracer, a network is developed in the simulation

environment consisting of PCs, switch and Routers connected in LAN. Fig

3.1 above shows that.

2. Using Wireshark tool, packets transmitted during above communication and

other activities carried in the laptop system is captured for 10 minutes. The

protocols involved, source IPs, destination IPs, and the time taken for

communication between a particular sources with a particular destination is

all extracted with the help of Wireshark tool.

3. Now taking each protocol separately, by applying filters, it is studied that

which destination is having maximum time, by plotting graphs. The

destination showing maximum time in the graph means that is the most

affected one.Maximum time is shown in a particular destination means it

offered maximum resistance to any abnormal incoming packet from a source.

So this abnormal incoming packet may be an Intrusion.

4. After this, trials are made to track the source from which this packet

originated to that destination which offered maximum resistance to it, by

applying filters to that particular destination. Again by finding out the source

which has maximum time in the graph, the suspected intrusion source IP can

be found out.

The above points are shown in the following graphs 3.3 and 3.4, plotted in R.

Figure 3.3: Shows protocols vs (ff02: 1:3) destination IP
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Figure 3.4: Shows protocols vs (192.168.239.1) Source IP

Figure 3.5 Actual physical network created using end users, console devices and 5

node MCUs connected mobile network
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A physical network was created consisting of IoT environment such as

Laptop, Mobile and 5 node MCUs as depicted in fig 3.5 .And datasets were

obtained i.e. without malicious activity and with malicious activity. So following

datasets are available now.

1. Normal dataset involving a simulation network in Cisco Packet Tracer,

obtained with the help of Wireshark tool.

2. Normal dataset obtained involving IoT environment (consisting of node

MCUs) in wireless networks.

3. NSDL dataset from Kaggle which is used to train the neural network

(which consists of details about various types of attacks).

4. Pertubed dataset created by inducing some disturbances in the network

consisting of IoT shown above in fig 3.5, created in the research .

5. UNSW dataset from Github which consists of many types of virus

induced data.

6. Kddcup_99 dataset.

The Particle Swarm Optimization (PSO) has been applied in the research work,

which is used for feature selection of the above mentioned datasets and the datasets

containing the reduced set of features is used for training various Machine Learning

algorithms, such as Artificial Neural Networks (ANN), Decision Trees(DT), k nearest

neighbour algorithm (knn) and their accuracy percentages of detecting some

malicious activity is found out.

The following is the system's planned block diagram shown in figure 3.6.

Figure 3.6: Proposed System Block Diagram

Training phase

Normal Anomalies

Classification
Techniques which
are DT and KNN

KDD-CUP 99

Testing phase

preprocessing done
before processing,
including extracting
features (PSO).

Performance Assessment
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The whole of the Methodology can be summarized as follows:-

1. Simulation network created using Cisco Packet Tracer and normal datasets was
obtained.

2. An actual physical network created using IoT components, and here also, normal
datasets and intrusion induced datasets .i.e pertubed datasets were obtained .

3. PSO was applied on all the datasets, as feature reduction technique and the datasets
with reduced set of features were obtained.

4. The novelty of the research lies in the extra sets of datasets created from the above
networks used in the research apart from the standard datasets from kaggle, UNSW,
kdd etc.

5. The increased number of datasets were used for training various Machine Learning
models which act as classifiers in detecting intrusions in any network, which are
capable of detecting any malicious entry in any network, other than the normal
behaviour.
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Chapter-4

Implementing Deep neural networks in a network intrusion
detection system Architecture

An IPS should be able to identify low rates of untrue and low recognition alerts that

include misleading results. Some IPS devices can also protect against attacks that

have not yet been detected, such as those generated by a Vulnerability. In terms of the

former, there must be three most common detection and avoidance methodologies:

misrepresent detectors, novel or fault diagnosis, and state full packet analysis. In

terms of the IPS's residence, we may establish another distinction. In this regard, IPS

is often classified into host-based, Network Behaviour Analysis (NBA), and

infrastructure tools to enhance, which may be differentiated primarily based on the

kind of events they are able to recognize and the methods they use to spot possible

issues [95]. This chapter discusses attack kinds as well as their detection rates are

employed to illustrate the data, and more detailed network attacks are studied.

4.1 DoS attack

The most hazardous sorts of significant mistakes are DoS attacks, according to Chen

et al. and Doshi et al. (2018) [79, 80]. Small network services, like smart houses

(Ranga and Verma, 2019) [81], are impacted by such assaults, which target clever

gadgets inside such settings (for instance, intelligent door locks, set-top boxes, and

smart incandescent bulbs) and prevent the potential recipient from accessing them.In

this situation, some recent research (For instance, see Vaccari, Aiello, and Cambiaso,

2020; Syed et al., 2020; and Anthi et al., 2018;) [82, 83, 84] have focused on

safeguarding such devices to DoS attacks. DoS attacks have the advantage of being

easy to launch by creating bespoke packets.

Because DoS assaults are soul in the environment of AML, an attacker can change

numerous DoS packet properties without annulling the attack. DoS/DDoS attacks on

SDNs can flood the network control, data plane, or user plane bandwidth, whereas an

assault on the control plane of an SDN can cause the network connection to fail [85].

Additional aim of DoS/DDoS attacks in the data plane is the emergence of several



35

fresh processes that don't correspond to the operator's flow table entries. By

instructions, these entries are delayed. The Cyber attack works differently at the

operating system than it does at others layers.As the switch before being forwarded to

the management through wrap a result, the discovery of a DoS attack is essential to

the design of an IDS [86].

4.2 Control Area Network (CAN)

A widely used for communication protocol is the Controller Area Network (CAN),

particularly when genuine information is communicated. Message scheduling on the

CAN corresponds to giving identifiers (IDs) to messages based on their priorities,

with the CAN message ID being divided into two distinct parts: the first is determined

by the changing priority of the text, while the other identifies the message itself. The

number of bits allotted to the adaptive routing component. Priority-based arbitrate is

used on the CAN bus, with CAN frames with lower IDs transmitting first on the bus.

Because there are no missing transmission here on bus when collision occurs, that

strong approach applied over CAN bus enhances the durability of transmissions and

also preserves resources [87].

4.3 IDPS

The process of interpreting network or system intrusions is known as vulnerability

scanning. Events for signals of likely incidents, such as breaches or threats to

computer security laws, permitted usage guidelines, or basic security processes [88].

A software-based intrusion detection system (IDS) facilitates the attack identification

process [89]. The process of doing intrusions and seeking to avoid discovered

probable occurrences is known as antivirus software. IDPS detects potential security

breaches, logs information about them, tries to prevent them, and notifies security

professionals [90].

The identification of potentially occurring events is the major objective of IDPSs. An

illustration of what an IDPS may spot is after a hacker's total penetration of a system

by means of a vulnerability [91]. This could be the case whenever an IDPS is used.

After that, the IDPS might tell administrators about the incidence, which would

enable the administrators to promptly begin incident response operations in an effort

to lessen the harm brought on by an accident. Additionally, a large number of IDPs
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may be set up to look for security policy infractions [92]. It Identifies network activity

that breaks security or usage limits set by the company. Some IDPSs, for instance,

may be intended to seem like rule sets for a firewall. Furthermore, some Intrusion

detection systems are able to trace large files and identify suspect those that involve

moving a sizable database to a user's notebook [93]. There are several host - based

intrusion detection technologies (Internally displaced persons), and these systems

range greatly among themselves in terms of the sorts of incidents they can detect and

the methods they employ to classify occurrences.

The main duties of a system for preventing intrusions (IPS) are to recognize harmful

behaviour, record knowledge about that, keep on preventing or stop it, and expose it.

By deploying detection devices in-line, IPS were created to overcome ambiguity in

passive network scanning. IPS may now make user access choices based upon the

type content instead than IP addresses or ports, as classic firewalls could. IPS systems

and intrusion detection systems are still connected [94], since IPS systems were

initially a literal development of intrusion detection systems. Web filtering systems

can also be used to halt potentially harmful behaviour at the host level.

4.4 NIDS

A protection tool called a Network Intrusion Prevention System (NIDS) mechanism

made up of application and/or hardware that detects cyber attacks on networks and

servers [96, 97]. Apart from a data gram sorting firewall, which would only access

and filter connections packets based on partial information contained in the data

grams, an NIDS can use Deep Packet Inspection (DPI) to describe details of cyber-

attacks from the packet of data grams, revealing their hidden agenda of affecting the

PC to which they would be addressed. To identify intrusions and irregularities, an

NIDS channels all network traffic via its sensors. Hardware upgrades include

specialized packet sniffer cards and additional utility of the CPU and memory of the

machine and changing the NIDS software to accommodate greater traffic and spread

both connectivity and identification rules among NIDS node to use a cluster of NIDS

[98].

NIDS monitors malicious activity such as denial-of-service attacks, including

activities, scanning, and cognitive dissonance attempts. Every data frames are scanned

by NIDS for any anomalous activity. Once risks have been identified and their
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seriousness determined, the system will take action, such as contacting directors [99].

NIDS are also used to monitor and examine networks where a machine must be

secured from infrastructure attacks.With the dramatic growth in internet usage, cyber

security has been one of the most serious challenges for internet consumers and

service providers [100]. A secure system is one that is protected against different

breaches by its hardware or software. Implementing robust monitoring, analysis, and

defence systems can help protect a network.

NIDS refers to a group of systems that use these methods to defend a connection

against intrusions through both insiders and outsiders. Sophisticated monitor and

analyse a network's data flow, perform time-based analysis, and alert users when an

intrusion is identified [101]. Misuse detection (MD) and anomaly detection (AD) are

two main categories of NIDS (AD). To identify intrusions, MD-based NIDS employ

signatures or patterns from previous assaults [115, 116]. While AD-based NIDS look

for tight deviations from typical network traffic characteristics and flag them as an

attack [102].

4.5 SSIDS

Synchrophasor assessments, also known as synchronized phasor measurements,

measures that use GPS eternal time to provide a time stamp for system properties

including voltage, current, and frequency [105]. These measurements of system

parameters are precise time-synchronized measurements. Synchronization technology

ought to play an important part in the upcoming Smart Grid monitoring, security, and

control, which will likely take place in the future. On the other side, these

technologies present a plethora of potential flaws and cyber hazards that might

originate from malicious attackers or dissatisfied employees. If exploited, these

vulnerabilities and risks could result in inaccurate spatial awareness or significant

harm [106].

To identify known and novel threats, The SSIDS employs a behavior-based strategy

and a diverse whitelist[103], which discusses defensive measures to shield

synchrophasor data from passive traffic attacks. They protect against attacks that

combine random data concatenation with arbitrary packet cropping, since they are

unable to manage the data amount and time involved [104].
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4.6 Technology Limitations

Despite being effective at detection and analysis [117, 118], wireless IDPSs have a

few significant disadvantages that need to be addressed. The utilization of evasion

strategies, in particular those directed against gauge channel scanning methods, is a

problem that exists with a number of wireless IDPS sensors [107]. One instance is

launching attacks in brief bursts on channels that aren't being watched right now [110].

An attacker might potentially conduct simultaneous strikes on those systems [108]. If

the sensor will detect the first assault, it will be unable to detect any second until it

scans off from the very first attack's channel [116].

4.7 Security Capabilities

Typically, networking systems can identify a variety of harmful behavior [111]. The

majority of systems rely on outlier detection, while some technology lack detection

capabilities, enabling management to manually install customized filters that serve as

signatures to recognize or stop specific threats [109].

4.8 Data-set

For user-defined datasets and the pre-partitioned UNSW-NB15 train and test datasets,

the architecture is combined with a semi-dynamic hyper-parameter tuning strategy.

A. UNSW-NB15 datasets used for model testing for pre-

partitioned

Deep learning benchmarks using the fully-featured UNSW-NB15 collection that has

been from the range 74.3 percent [79] to 98.54 percent when using a wrapper-based

strategy like the one described in [84]. [79] and [84] respectively. Model efficiency is

greatly improved as a result of the suggested structure and optimizer approach, with

the testing dataset obtaining an accuracy of 95.3 percent [112]. The method suggested

integrating categorical cross entropy via momentum-based Adam optimization [113].

This was done to prevent the problem of over fitting. The learning rate of the

approach is 0.001, and its initial two double-stacked layers have a reduced dropout

rate [114], whereas the dropout rate for the last layer is significantly higher. The multi

class classification model's accuracy of the learning curve is shown in Figure 4.1. The

rate of detection for each form of assault is shown in Figure 4.2, which can be seen
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here. As was established, the identification rate for underrepresented groups was

substantially lower than the overall rate.

Figure 4.1:Multiclass classification model learning curve accuracy

Figure 4.2: Types of attacks vs. Detection rate

B. UNSW-NB15 datasets used for Model testing for user define

When compared to the pre-partitioned data, the benchmarks obtained by applying

deep learning models to a user-defined UNSW-NB15 dataset partition that contains a

complete set of features achieve significantly better results. Applying the suggested

architecture and hyper parameter technique to the testing dataset, which made up 25%
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of the total, resulted in a model that performed well, with 95.6 percent accuracy. The

technique suggests using momentum-based Nadam optimization and "categorical

cross entropy," much like it did with the prior.To prevent this, over fitting, was done.

The method yields a slightly higher information gain of 0.005% despite the same loss

frequency structure.

Figure 4.3:Multiclass classification model learning curve accuracy

Figure 4.4: Types of attack vs detection rate

Figure 4.3 depicts the multiclass classification model's precision learning curve.

Amount of detection for each form of assault is shown in Figure 4.4, which can be

seen here. The from before the information strategy was comparable in that the

responded for the underserved groups was substantially lower.
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4.9 Deep Learning Model Used

Some standard datasets like the NSDL dataset, UNSW dataset were used for

training the Machine Learning models as shown below in figure 4.5 and fig 4.6.

Figure 4.5 NSDL Datasets used for training various ML models.

Figure 4.6 UNSW Datasets used for training various ML models

Prior to that, Particle Swarm Optimization (PSO) was used as an optimization

method for feature selection on the datasets. The total number of features involved in

the datasets is 48. Out of these features the PSO selected the 25 features which were

most relevant for training. Following feature selection, a variety of machine learning

models for detecting network attacks have been trained using the datasets as shown in

figure 4.5 and 4.6. These models include Adaboost, Support Vector Machines (SVM),

Naive Bayes, K Nearest Neighbour(knn), Decision Trees (DT), and Artificial Neural

Networks(ANN).
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The accompanying illustration demonstrates that a regular situation will be

labelled as a 0, whereas an attack of the types such as Neptune, Smurf, Pod, etc.,

which can be categorized as Denial of Service (DOS) will be labelled as 1, Probe

attack as 2, R2L attack as 3 and U2R attack as 4. The Fig.4.7 is representing the

correlations among the data values which it’s in training mode.

Figure 4.7 Training given to various Machine Learning Models

The figure 4.8 showing the integration of Adaboost-ML

sequences with their obtained results based on the seeds.

Training was given to a variety of Machine Learning models

like Adaboost, logistic regression, etc. using the datasets from the research study as

discussed in previous chapter as well as some of the standard datasets like UNSW,

kdd cup, and NSDL as shown in figures 4.5 and 4.6 and their accuracy percentage of

detecting attacks is shown below in figure 4.8.
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Figure 4.8 Integration of Adaboost ML sequences with their obatined results based on

the seeds

So it is well evident that some Deep Learning models like

Adaboost, Artificial Neural Networks, Convolutional neural networks,Recurrent

neural networks were used in the research work as training models for which above

shown datasets were used.
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Chapter-5

PSO Integration with ML Models

This chapter describes an enhanced intrusion detection system, including a proposed

system and flow chart, as well as a dataset description. The proposed system involves

creation of simulation network and an actual network and inducing intrusions in the

network. Basically the idea is that the proposed system should get trained to various

types of attacks in the network so that it can create an alert to the admin whenever the

need arises. Actually datasets are obtained by inducing intrusions in a network.These

datasets contain the data regarding various types of attacks specified in the previous

section.These datasets are subjected to particle swarm optimization technique, where

feature selection is done and relevant features are extracted. This reduced dataset is

the used for training various machine learning models, which in turn detect intrusions

in any network.

5.1 Techniques and Materials

This section covers models for the database, the proposed system, and the suggested

classification method for the system.The proposed system includes creation of

network, inducing intrusions into them, capturing of the data packets during

communication and creation of datasets. Then PSO has been applied on these datasets

for getting reduced dataset.These reduced datasets are used for training various ML

models.

5.1.1 Description of Dataset

KDD99 was the first order DARPA placed for IDS. The label "abnormalities" was

used to model and categorize attacks of various types. Two different forms of both

normal and unusual network traffic have been used for this investigation which are

widely tested network.According to [119], this dataset has issues, despite being often

employed. Visit the following URL to get the Kdd repository dataset:

https://datahub.io/machine-learning/kddcup99. There are characteristic sets and just

a label indicating if the data is an attack or a common property (and type of attack).

The learning phase employs 41 features and 345818 examples, whereas evaluation

stage employs 41 features and 148205 cases [120]. The training and testing cases

https://datahub.io/machine-learning/kddcup99
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that were used in this investigation are shown in Table 5.1.

Table 5.1: Example of training and testing

Stages Occurrences

Learning 345818

Checking 148205

Sum 494024

5.1.2 Classification Techniques

PSO algorithm as an Optimization technique

By maximizing the threshold, the suggested method is applied in this study to increase

class variance in both normal and disordered networks. PSO is a powerful algorithm

with comprehensive, reliable characteristics of searching which could be employed

for multipurpose reductions. The movement of particles from within the cluster is

influenced by a level of proficiency or skill. Due to this socialization, a searching is

capable of reversing an earlier continuous provincial underneath the targeted area

[121].

K-Nearest Neighbors (KNN)

Non-parametric KNN is a type of statistical reinforcement methods that frequently

use the distance metric. The KNN methodology is the fundamental method used in

density-built anomalous recognition. The methodology is a straightforward, non-lazy

learning strategy to categorize data using distance metrics such as Euclidean,

Flatiron's approach, or squared euclidean [122].

Choice Plant (CP)

Due to its various benefits over other classification methods, CP is especially well

suited to locating exceptions. To be further exact, those who have such a framework

that is simple to understand and are less susceptible to the craziness of multitude

[123]. A proper air conditioning technique called a choice trees imitates the roots

and branches of a tree. The simplicity, scalability, and transparency of CP make it
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preferable to traditional machine-learning approaches [124, 125]. In military

applications like vulnerability detection and DDoS, CPs is widely used as

classifications technique [126].

Suggested approach

In this study, the KDD-CUP 99 data individuals were used to run the suggested

technique ML classifier [129, 130]. Data points are first imported through into

platform, after which procedures like cleaning up, normalizing, etc. are performed

on them. The rounds of training and testing come next [131]. This study employed a

70:30 proportion for training and assessment [132]. This 30% validation data is then

sent to the suggested classifiers, DT and KNN, who subsequently classify the data as

normal or anomalous [133, 134]. This cross statistics are used for assessing the

performance of the classifiers to recalculate the numbers for performance measures

such as correctness, improvement in accuracy, and other performance evaluations

such as FPR, among other things, and dependability.

Figure 5.1 shows the suggested system flow.

Figure 5.1: Blocks stream of a hypothetical system

Import data gathering: In a supervised learning technique, a training technique with

particular samples is necessary, and the model can recognize the comparable observed

Training phase

Normal Anomalies

Classification
Techniques which
are DT and KNN

KDD-CUP
99

Testing phase

preprocessing done
before processing,
including extracting
features (PSO).

Performance Assessment
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data that the algorithm learns with the help of this training. [135, 136]. Not every

piece of information is accurate because the database comprises 41 characteristics and

1 class label [137]. As a reason, it offers a significant amount of data about incident

trends. It is an issue that affects resource utilization significantly, [138]. Additionally,

these input might include a range of loud elements and far less important

characteristics that aren't necessary for identifying an assault strategy [139]. In order

to achieve maximum data quality and dimension reduction, accuracy must be reached,

as well as effectiveness in terms of memory and time utilization has to be achieved.

The whole idea is depicted in the figure 5.2.

Figure 5.2: Operating a Better IDS System

Processing of information: This strategy is mostly used to make the data

understandable. This strategy simply uses several technique combos to eliminate

Spreadsheet for entry

Prepare the data

Evaluation of
attributes using PSO

Choosen Attribute

Training Records

various ML models

sample information

Educated Figure

Categorized
Research Data from

PSO
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extraneous information from the collection. No one answer, works for everyone.

Planning for gathering data is needed. As a consequence, many techniques were used

to reduce the loud noises in this situation. The absent qualities or outlier are the

subject of this chapter. For every data point, the input pattern examples is scrutinized

in this situation. Each pattern’s feature is evaluated throughout this scanning. If a

threshold data or null property is discovered, the norms are erased, as a result of the

possibility that it may change the deep learning individual's capacity for choice.

Evaluation of attributes using PSO: Get new information that has the incomplete

data instances or which got deleted from the dataset or has some incomplete

information. This method may result in a reduction in the amount of data instances,

enabling the dataset’s size to be altered. The PSO method is then used in combination

with the updated data to identify important features. Thus, the fundamental PSO

algorithms are taught first.

1995 saw the creation of PSO (Particle Swarm Optimization) by Kennedy and

Bernhard. This method is inspired by the behaviour and dynamics of bee, bird, and

shark movement. This is a global diffusion stochastic search approach for getting

continuous data. PSO intended to apply effectively to a variety of problems, showing

structural planning, neural nets, and optimized structure [127, 128].

Benefits

• Ignoring the scale of model parameters

• The installation process is simple.

• It is simple to replicate computing.

• It is Derivative-free

• These methods' settings are not that many.

• Excellent all-purpose search service

Drawbacks

• Inside the intensive research stage, agreement is sluggish (weak local capacity to

seek)

The conventional algorithm looks like this:
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� = �������� ��������

��
� = �������� ��������

��
� = ���� "remembered" ���������� �������� ��������

��
� = ���� "remembered"swarm position

�1, �2 = Cognitive and social indicators

�1, �2 = arbitrary figures from 0 and 1

The following changes have been made to particles roles:

��+1
� = ��

� + ��+1
�

Used this mobility calculated below:

��+1
� = ��

� + �1 �1 ��
� − ��

� + �2�2 ��
� − ��

�

Algorithm Steps

1.Initialize

a. Set constant ���� , �1, �2

b. place the particle's starting location as arbitrary �0
� ∈ � in ��� for � =

0, 1, 2⋯, �

c. erratic that molecule's speed 0 ≤ �0
� ≤ �0

��� for � = 0, 1, 2 ⋯, �

d. Set � = 1

2. Enhancement

a. Functionality evaluation ��
� with the use of designing space coordinates

��
�

b. If ��
� ≤ �����

� �ℎ�� �����
� = ��

� , ��
� = ��

�

c. If ��
� ≤ �����

� �ℎ�� �����
� = ��

� , ��
� = ��

�

d. If the situation stops then move to step 3

e. Whole particles must be of updated velocity ��
� for � = 1, ⋯, �

f. Whole particles must be of updated positions ��
� for � = 1, ⋯, �

g. Increment k

h. Went to 2(a)
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3. End

Few functions: An optimization tool is the PSO algorithm (Figure 5.3). This method

is used here with the attribute foundation to compare all goal results with every

feature and rate each feature properly in order to find the features that are most

important. The greatest 21 qualities have been picked to be examined in this article.

Dataset remodeling: The guided trained model will then be tested and trained using

the selected features. As a result, testing and teaching are divided into separate groups

to represent these features.70% of the examples that fit the criteria are randomly

selected to be used for training.

Test setup: To evaluate the proposed model-the remaining 30% of sample data are

separated and their membership functions are used. The algorithm makes the use of

these classifiers to measure progress during confirmation.

5.1.3 Novel Method

This article describes the potential technique phases for the finding of invasions. The

steps to follow are shown in the following algorithm.

Algorithm displaying the suggested method

Input: Input mixed dataset D1

Output: Classified Samples C1

Parameter:-

While M is a certain machine learning model as well as I is the numbers of ML models

for a certain intrusion detection system

Pi is the probability model for utilizing the ML method to find the specific anomaly.

For a specific dataset, there are several anomalies.

Process:
1. �� = �����������(�1)

2. �� = �������������� ��

3. �� = �������������� ��
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4. �� = �������������� ��

5. �� = ���. �������������� ��, 21

6. �����, ���� = �� ∙ ����� 70,30

7. For i=0 || j = 0 where ��, ��

8. ������ = �� ∙ ����� �����

9. ��� � = 1; � < ����. �����ℎ; � ++

10. ��� � = 1; � < ����. �����ℎ; � = � ++

11.
a. � = ������ ∙ �������� ��
b. � = ������ ∙ �������� ��

12. ��� ���

13. Return C1

After acquiring the datasets from the simulation network and the actual created

network, these datasets along with some of the standard datasets like UNSW,

NSDL, KDD were subjected to PSO, which acts as an optimization algorithm.

It is used for feature selection, and the reduced datasets obtained were used for

training the various machine learning algorithms. For training of the ML 70% of

the datasets was used and for testing remaining 30% of the datasets was

used.The kind of attacks that the proposed system could detect includes DoS,

probe attacks, U2R and R2L. The efficiency of the various ML algorithms was

compared in terms of the parameters such as accuracy, detection rates, false

positive rates, precision etc.

Also the proposed IDS is compared with the existing IDS in order to find the

efficiency of the proposed system and it was found that the proposed system

proved to be more efficient than other existing IDS.
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Figure 5.3: Proposed PSO integration with ML models

The proposed system as shown in figure 5.3, involves creation of simulation network

and an actual network and inducing intrusions in the network. Basically the idea is

that the proposed system should get trained to various types of attacks in the network

so that it can create an alert to the admin whenever the need arises. Actually datasets

are obtained by inducing intrusions in a network.These datasets contain the data

regarding various types of attacks specified in the previous section.These datasets are

subjected to particle swarm optimization technique, where feature selection is done

and relevant features are extracted. This reduced dataset is the used for training

various machine learning models, which in turn detect intrusions in any network.
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5.1.4 Results of Classification

Training was given to a variety of Machine Learning models like Adaboost,

logistic regression, etc. using the datasets from the research study as discussed in

Chapter 3, as well as some of the standard datasets like UNSW, kdd cup, and NSDL

as discussed in Chapter 4, and their accuracy percentage of detecting attacks is shown

below in figures 5.4 and 5.5.

The figure 5.4 showing the integration of Adaboost-ML sequences with their

obtained results based on the seeds. The figure 5.5 showing the integration of Logistic

Regression sequences with their obtained results based on the communication data

seeds.

Figure 5.4: Integration of Adaboost ML sequences with their obatined results based on the seeds

Figure 5.5: Integration of Logistic Regression sequences with their obtained results based on the seeds
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Here is a comparison of PSO with each of the three classifiers: K Nearest Neighbour

(KNN), ANN, and Decision trees (DT).The following table 5.2 shows the

measurements of performance for proposed classifiers in combination with PSO and

the table 5.3 shows the assessment of the suggested classifications.

Table 5.2. Measurements of performance for proposed classifier.

Measure PSO+DT
(%)

PSO+K
NN (%)

PSO+
ANN
(%)

Predictability 98.7 99.6 99.7
Accuracy 75.2 88.4 90.2
Low Statistical Value
(NPV)

99.5 99.8 99.8

F1 Rank 81.7 92.1 94.1

Table 5.3. Assessment of suggested classifications

Measures PSO+D
T (%)

PSO+K
NN (%)

PSO+A
NN (%)

Precision 98.5 99.5 99.77
Detection Rate
(DR)

89.5 96.1 97.2

False Positive
Rate (FPR)

1.2 0.3 0.02

The results of classification of various classifiers has been shown above by comparing

various parameters.
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Chapter-6
Systems for Detecting Network Intrusions (NIDS)

This chapter discusses all ML and DL procedures, involving data pre-processing,

feature extraction, data and testing, categorization based on train and test set, and all

quantitative procedures.

An IDS feature selection model based on multi layer perception was created by

Ahmad et al (MLP). Principal component analysis (PCA) and generalized additive

modelling are both used in this model (GA).Using PCA, later researchers organized

the subspace into a primary feature vector. Amongst qualities, the best eigenvectors

were chosen [148]. The classifier may not recognize the PCA selected features well

enough. GA was used to search the primary feature space for the most sensitive group.

The MLP classifiers were built using PCA and GA attribute sets. The proposed results

have been validated and are based on the KDDCup'99 dataset. There were 41 qualities

listed, but only 12 were chosen. Perfect characteristics increased detecting efficiency.

In the latter situation, 95 percent accuracy was obtained.

6.1 Companion Works

To categorize IDS anomalies, ML is frequently utilized. Machine learning is defined

as a set of computing paradigms that learn from training data in order to become more

proficient, produce precise estimations, and understand data. The procedures required

to construct an ML application are shown in Fig 6.1 [142].

Figure 6.1: Phases involved in a Machine Learning Application

In computer vision, the selection of features is an essential pre-processing step. It

improves the efficiency of the classification component while reducing the dimension
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of the information [143, 144].Develops a number of feature selection strategies for

IDS. These strategies are recommended for categorizing significant characteristics

based on various criteria [140, 141]. This section [145] briefly discusses the most

recent methodologies for image processing techniques, which are based on ML

classifications and microbe meta heuristic processes. The latter strategies aim to

improve the functioning of IDS.

Oblique reference [150] researchers developed an SVM and GA hybrid model for

intrusion detection systems. This strategy allows the 41 chosen criteria to be reduced

to ten characteristics. The classes were built using GA and the weighted significant

attributes of the provided components. The most important traits are prioritized [146].

The traits with the second lowest are prioritized third. This was done in order to

spread the features. For example, four characteristics are prioritized over the rest,

followed by four more. Two other features come in third place. The investigation

relied on the KDD'99 data sets [147]. The combination module has a positive

detection performance of 0.973. The false detection rate was determined to be 0.017.

The artificial bee colony (ABC) method for choosing IDS features was created by

Ghanem and Jantan [152]. The latter method consists of two steps:

In step 2, an ABC, a PSO, and a classification technique that feeds forward (FFNN)

were employed to evaluate the feature subsets formed in the first stage of the

technique. In the first step of the technique, optimum non-dominated solutions were

used to produce the subgroups.

As a result, the proposed technique employs a different paradigm for feature selection.

It is known as the "ABC approach with many aims",unique features extraction

methodology. It is known as the "ABC approach with many aims." There are aspects

of internet traffic that can be lowered in aggregate. The latter method makes use of a

novel categorization mechanism [149]. The method is known as the "hybrid ABC-

PSO strategy." The updated FFNN is used in the following strategy to categorize the

data obtained in the initial stage.

In Reference [153], researchers developed a system for selecting attributes for IDSs.

The GA, PSO, and different evolution optimization algorithms were used to choose

these traits (DE). Researchers tested numerous strategies to see how well they
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performed. They were validated using a computational model, an SVM, and data from

the 99th KDD Cup. In that order, GA, PSO, and DE considered the following

attributes were the best: 16, 15, and 13. They were chosen to represent the dataset's 41

properties. They discovered that DE training takes 1.62 seconds. They discovered that

DE is considered as the best categorization approach. The categorization efficiency of

DE, in instance, is 99.75%.

Research on a new IDS model may be found in reference [154]. The latter idea makes

use of a simple set to create a dynamic, intelligent swarm. "Simple swarm

optimization" is the abbreviation for (IDS-RS) (SSO). It is recognized as a

revolutionary weighted local search (WLS) strategy that offers a fresh perspective on

PSO. The most important aspects of the dataset are chosen for reduction using IDS-

RS and a weighted sum fitness function. Only six of the characteristics that were

chosen and are available in the KDD99 dataset were collected. In the last step, finding

cases and reaching 93.3% allocation accuracy are needed for the SSO classifier.

The research described in References [155] sought to determine how effectively the

NIDS feature selection model performed. They planned to look into it with the feature

selection techniques GA and PSO. With the aid of GA and PSO, the full count of

features gathered was decreased. Numerous studies have shown showing GA is

capable of effectively reducing selection criterion decreased from 41 to 15. They

discovered that PSO was capable of effectively reducing the number of variables

selected from 41 to 9. When using knn as a classification, the accuracy of the reduced

GA dataset—which retains 37% of the fully recognized features, climbed from

99.28% to 99.70%. When applying the classifier k-nearest neighbour, the condensed

datasets of the GA implementation time are implemented 4.8 times faster than the first

dataset (k-NN). PSO completes the job in the quickest period of time, using the same

classifier and only using 22% of the initial input (7.2 times quicker than the original

dataset's execution time). Additionally, from 99.28 to 99.26%, its reliability has

somewhat declined.

The GWO for grey wolf optimization method was used by researchers in Reference

[156] to explore the ideal feature subset in the feature space that increases

classification accuracy. The latter strategy made use of ideas based on common

understanding and filters. Second, the classifiers' performance was enhanced using the
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wrapper technique. The effectiveness of the recommended tactic was assessed.

Numerous NSL-KDD meta heuristic algorithms were compared to the suggested

technique's accuracy.

Citation [44]: Researchers selected the features using the Firefly algorithm, which is

founded on wrapper feature selection techniques. They also suggested a method for

increasing dimensionality. C4.5, "mutual information," the Bayesian classifier using

the wrapper ensemble approach, and "MI" (41 characteristics) were originally

included in the KDDCUP 99 dataset. That method, however, condensed those

attributes into eleven features. As a consequence, the classifier's computation cost

decreased.

Al-Yaseen [157] used the SVM and Firefly algorithms to create a novel feature

selection methodology. The recommended strategy improves the intrusion detection

system's efficacy. By removing the extraneous components, this is improved. This is

improved because the categorization process takes less time. By reducing the amount

of data, it cuts down on this time. Later studies coupled NSL-KDD with conventional

intrusion detection system defenses. These indicators include, to mention a few,

absolute reliability, higher accuracy, and number of false alarms. The proposed

approach's total accuracy rate is 78.89 percent. It has been shown that the

recommended feature selection strategy enhances NIDS's performance.

The purpose of this study was to determine how the MI (Machine Intelligence) of

PSO, FFA, GWO, and GA functioned in selecting the best set of NIDS characteristics.

This was the desired result. In none of the NIDS-focused investigations, ML was

taken into account in the algorithms for PSO, GA, GWO, and FFA. The section that

follows gives more information about the suggested model.

Threats to IoT settings come in many forms, both physical and virtual. Figure 6.2

demonstrates the many forms of cyber security included in the IoT process, including

user interface, cloud services with multiple-system creation, and attack level. All of

the above-mentioned categories have a high degree of assault, hence these procedures

demand high-security characteristics on several dimensions. Despite the fact that

several IoT systems provide poor attack characteristics, protocol-level feature

implementations significantly superior than that used by all people. As a result, to
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prevent any sort of hazard from accessing the defined system, a greater feature is

necessary.

Figure 6.2: IoT environment threat dimensions
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6.1.1 The Proposed Model

The attribute selection strategy tries to make NIDS more beneficial. Several

academics have used in recent years, data mining and machine learning (ML)

techniques have been created to address problems and boost system performance.The

last approach and fewer characteristics were utilized in this study to enhance NIDS

efficiency. Figure 6.3 depicts the recommended model's organizational structure. The

following sections precisely list the phases of the proposed model.

6.1.2 The Pre-Processing Stage

The UNSW-NB15 datasets was pre-processed in order to provide more useful

information for the EvoloPy-FS optimization approach [158, 159]. Here is a list of

these actions:

A. Label removal: Each attribute has a label in the original NB15-UNSW datasets.

For the purpose of updating the datasets for the EvoloPy-FS environment, several

labels must be removed:

B. 45 features made up the initial UNSW-NB15 dataset. Classifiers are one of two

types of characteristics (the other being labels). It is impossible to classify the attack

as a feature. It is crucial to remove it as a result. This work's main objective is

indicated by reducing the features, removing them is crucial.

C. Several of the labels in the dataset have been assigned string values, including

protocol, status, and service type. Therefore, having these concepts encoded into

numerical numbers is highly important.

D. Data binarization: The dataset contains numerical data in a variety of ranges. These

data offer the classifier a number of problems throughout the training phase in order

to account for such differences. As a result, each feature's values need to be

standardized. Therefore, the lowest value for each feature needs to be 0. The highest

amount should, however, be 1. It increases the homogeneity of the classifier. The

distinction between both numbers of each aspect is preserved.
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Figure 6.3: The architecture of the suggested paradigm.

6.2 The Choice of Characteristics Applying Metaheuristic techniques

influenced by biology

The choice of subgroup characteristics presents a challenging problem. When the

feature is highly dimensional, it cannot be managed effectively. Meta heuristic

algorithms with a bio-inspired design are appropriate for handling this problem. They

can provide excellent solutions within a fair length of time and with a reasonable
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amount of effort [160, 161].

6.2.1 Selection of GA Features

The use of GA [37–38] is an adaptive search technique for solving objective functions

depending on the idea of unbiased choice. GA encodes a number of optimization

issues and their solutions. Construct a population, those responses are selected

randomly. After that, GA assesses this population using a fitness function. The

problem that needs to be solved determines which approach is better. Reliability, or F-

measure, the space beneath the curvature, may be evaluated using the root mean

square deviation, or AUC. The more physically fit individuals are chosen for

crossover and mutation, two types of reproduction operations. Until it satisfies the

termination requirement, this operation is repeated. A group of generations will be

created as a result of this.

6.2.2 Selection of PSO Features

Optimizing using the Particle Swarms Algorithm was created by James Kennedy and

Russell Eberhart [162]. It was made utilizing a simple concept motivated by the

motion of fish groups and bird flocks. The creation of it was based on several

computational simulation-based analyses. PSO makes use of several agents (particles)

that aggregate into swarms. To locate the answer regarded as the best, this swarm

moves about in the search area. It modifies each particle's "flying" inside the target

region to mimic both the motion of many other particles and its own.

Particles that are generated at random and whose velocities correspond to the search's

speed release PSO. The elements are then put through a fitness evaluation process,

much like the GA technique. Following this assessment, two significant exams are

administered. The first test, known as personal best, compares a particle's experience

with itself (pbest). The second test contrasts a particle's fitness with the overall swarm

experience. Using the term "global best" (gbest), the winning particles are saved once

these two tests are completed. The termination requirement is therefore satisfied.

6.2.3 Choosing GWO Features
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Mirjalili et al. [41] proposed a GWO. It evolved as a result of hunting techniques. It

was created using the grey wolf's leadership abilities. Figure 6.4 depicts the wolf

social structure. It describes the beta, alpha, omega, and delta wolves.

Figure 6.4:Wolves’ hierarchy [41].

Wolf pack leaders make decisions. Although they might not be the toughest wolves

in the group, they are unquestionably the best at leading the group. This is because

coordinating and leading the group is far more crucial than simply being physically

powerful. In the pack, Beta is a lesser wolf. It serves as the alpha's advisor. In the

event of the alpha's passing or under any other conditions, it should be able to step in.

Additionally, it helps the other pack members accept the alpha's judgments. It gives

the alpha information about how the pack members feel about the alpha's choice.

The pack's lowest-level wolf is known as Omega. It serves as a scapegoat for the

other wolves in the pack. The presence of omega is crucial. Omega maintains the

prevailing structure and pleases everyone in the pack, which explains why. The

remaining members of the squad, known as "delta," submit to alpha and beta. This

level's members are sentinels, scouts, elders, caregivers, and hunters.

The three primary steps of the group hunting procedure are carried out based on this

hierarchy. These are the steps to take:

(1) Pursuing, approaching, and tracking the prey;

(2) Following, enclosing, and disturbing the victim to halt its movement;

(3) Going after the prey that is being pursued. The algorithm replicates the entire

hierarchy and group hunting processes that were explained. It imitates those

processes to address challenging engineering issues.

�
�

�

�
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6.2.4 Selection of FFA Features

A meta heuristic approach considering feature extraction and the Firefly

optimization algorithm(FFA). Xin-She Yang [163] came up with the concept. Its

foundation is how tropical fireflies exchange messages. Additionally, the idealized

behaviour of flashing patterns serves as its foundation. FFA builds the statistical

method of the algorithm using the following idealized rules:

a. Fireflies are gender-neutral.

b. Their brightness is related to how attractive they are, and the surroundings of

the optimal solutions determines and influences the light of the firefly.

c. In the maximum problem, the intensity can be inversely linked to the worth

of the optimization problem.

The default Firefly algorithm involves two crucial parts. Estimating the quantity of

light is the primary consideration. The second observation is that the appeal has been

changed. It is safe to infer that the recorded target feature landscape will have an

impact on the firefly's brightness. The adjustment of attraction and the fluctuation in

light intensity must be described.

6.3 The Model for Feature Selection using MI

The set of bio-inspired meta heuristic selection methods for properties is stated as

follows:

• PSO (S1)-based feature set selection;

• GWO (S2) was used to select the feature set.

• FFA (S3)-based attribute set selection;

• based upon GA, particular feature set (S4).

Using MI and several rules, a combination of those extracted features is produced, as

shown in Table 6.1.

Table 6.1: The guidelines for the proposed model.

Rule Number Rules Output

R1 S {f: f ∈ (S1∩S2)} S5
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6.4 Classifiers Using ML

Machine learning classifies data by using MLCs. As a consequence, the output of the

recommended model rules, which yields a feature set, acts as the ML classifier's input.

By identifying the incoming information as normal or abnormal, the classifier fulfills

its function. SVM and the J48 classification are both used in the current investigation.

6.4.1 Classifier SVM

A binary classifier is the SVM. It is a typical method for classifying things into two

groups. Based on the structural risk reduction principle, a super plan is developed in

SVM to separate the material that can be applied to the class from the unfavourable

sample class [164, 165]. Alternately, SVM can address the issues with linear

classification by selecting the best kernel function. SVM may be expanded to handle

scenarios of nonlinear classification. Due to the fact that it makes use of statistical

theory of learning, it is a crucial method for machine learning (ML) identification

[166]. The structural risk reduction approach, which SVM is used in, also has high

generalization capabilities. Therefore, SVM is a strategy that is superior to any

prospective classifier and more effective. It has been established via analysis of the

pertinent publications that illuminate IDSs that SVM is a powerful classifier with a

bigger capability than some other classifiers [150, 167].

R2 S {f: f ∈ ((S1∩S3)} S6

R3 S {f: f ∈ ((S1∩S4)} S7

R4 S {f: f ∈ ((S2∩S3)} S8

R5 S {f: f ∈ ((S2∩S4)} S9

R6 S {f: f ∈ ((S3∩S4)} S10

R7 S {f: f ∈ ((S1∩S2∩S3)} S11

R8 S {f: f ∈ ((S1∩S2∩S4)} S12

R9 S {f: f ∈ ((S1∩S3∩S4)} S13

R10 S {f: f ∈ ((S2∩S3∩S4)} S14

R11 S {f: f ∈ ((S1∩S2∩S3∩S4)} S15

R12 S {f: f ∈ ((S11∩S12∩S13∩S14)} S16

R13 S {f: f ∈ ((S5∩S6∩S7∩S8∩S9∩S10)} S17
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6.4.2 Classifier (C4.5 Logic Tree) J48, 3.4.2

The most widely used tree classifier is the J48 method. In fact, Quinlan [168] created

it. It is a predictive ML model-based extension of the ID3 method. To cut down on

classification errors, the J48 algorithm employs an improved tree pruning strategy.

The greedy dividing-and-conquering technique is another method the J48 usesorithm

uses to repeatedly create the tree structure that contains the characteristics from the

dataset for a second classifier. With the J48 classifier approach, datasets are divided

according to attribute values in order to identify the likely forecast. Using the

conceptual attribute values of the availability method, the decision tree for the J48

classification approach consists of the ID3 method. To cut down on classification

errors, the J48 algorithm employs an improved tree pruning strategy. The greedy

dividing-and-conquering technique is another method the J48 algorithm use to

repeatedly create the tree structure that contains the characteristics from the dataset

for a second classifier. With the J48 classifier approach, datasets are divided

according to attribute values in order to identify the likely forecast. Using the

conceptual attribute values of the available learning method the decision tree for the

J48 classification approach... The J48 method also estimates the value separately for

each feature. The estimation procedure continues until the prediction phase is finished.

A characteristic is valuable if it offers a wealth of details about the data instances. The

J48 method's potential to improve IDS accuracy has been the subject of several

studies [169].

6.5 Pre-Processing of System Model

Both datasets serve as the experimental analysis's starting data sources. The following

evaluation data is then analyzed to remove noise and incomplete data [170]. Because

of the severe features, the categorizers generated a large number of false warnings. As

a result, pre processing is required. Classification methods cannot be avoided since

some common characteristics increase computation time and memory requirements.

The following approximate variables are classified in the NSL-KDD dataset [171]:

�� = ��1 + ��2 + ⋯ + ��� (2)

Where n denotes the different properties of the dataset
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Rougher capabilities lack conventional performance due to the added expense and

redundancies. The following are the corrected rough characteristics [171]:

�� = ��1, ��2, ��3……. . ��� (3)

Where p indicates the most distinguishing features

Certain unpleasant characteristics remain after eradication. Following the gathering

and evaluation of data to determine its relative importance, pre processing is

undertaken to maximize feature collection. The study employs a variety of data

preparation strategies to achieve this goal, such as information extraction,

normalization, integrating, and stage characterization.

6.5.1 Data Cleaning and Normalization

Data cleansing is the procedure of changing information that is false, out of place,

redundant, insufficient, or poorly presented. Data analysis does not require

information because it would be redundant. Errors in the outcomes are more

challenging to make. In additional to purging, evidence is eliminated during data

cleansing [172, 173]. Data cleansing includes improper data updates, data removals,

and the elimination of superfluous information. The primary objective was to remove

data in order to standardize data evaluation and make it simpler to find pertinent data

for the study. It was critical to update the missing information in order to improve

quality by deleting harmful data because some of the data was already partial or

confusing. For integrating and normalizing data, the Min max normalization strategy

is essential. While the smallest value is set to 0, the highest feature worth is assigned

to 1. Each value between 0 and 1 is converted to its binary counterpart. The

normalization method is described in Equation (4). [174].

����� = ��−����
����−����

(4)

If �� denotes data points, ���� defines the smallest data point's value, and

���� represents the greatest data point's value
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In the presence of structured data, all three factors decide the normalized value at two

designated data points [176, 175]. Because of polluted traffic data, the data will

remain suspect even following the entire the normalization of unstructured data has

been completed. The collection of these attributes from a range of complex systems

allows for the evaluation of assault prediction [175].

6.6 Dataset Overview

The dataset is crucial for performance testing and evaluating an IDS. Many IDS

datasets have been made available during the past few decades [177]. Among these

datasets are the UNSW-NB15, KDDCup99, NSL-KDD, and DARPA Dataset.

Usually, a dataset contains a number of characteristics [178]. These properties have

names like class and feature. KDDCup99 and NSL-KDD were employed in the bulk

of investigations that looked into IDSs [179]. The KDDCup99 and NSL-KDD

databases were unable to meet the requirements of this research. Thus, it turned to the

UNSW-NB15 dataset. The need to fulfil operational needs and the quick evolution of

network security are to blame for this [180]. A dataset typically has numerous

properties. These properties have names like class and feature. KDDCup99 and NSL-

KDD were employed in the bulk of investigations that looked into IDSs [181]. The

KDDCup99 and NSL-KDD databases were unable to meet the demands of this

investigation, so it turned to the UNSW-NB15 dataset. The need to fulfil operational

needs and the quick evolution of network security are to blame for this [182].

The researchers recently finished producing the dataset UNSW-NB15. The UNSW-

NB15 testbed is shown in Figure 6.5 [183]. A hybrid dataset called the UNSW-NB15

database combines simulations with real-world attacks to track real-time network

activity. The authors of the research used a dataset called UNSW-NB15. The attack

creation programme IXIA Perfect Storm was used to construct the database UNSW-

NB15. It includes nine groups of real and modified assaults. Numerous servers are the

targets of these assaults. The authors acquired tcp dump traces of network activity

covering 31 hours at the start of 2015. Using these network records, a dataset with 49

attributes for each data transmission was created [183].
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Figure 6.5: UNSW-NB15 testbed

There is assistance provided using specialized tools like Argus and Bro-IDS. With

the help of this tool, it is possible to extract the traits when creating the UNSW-

NB15 database. The pcap files are supplied to Argus and Bro-IDS. Argus is capable

of controlling the network's unfiltered traffic. The server Argus in a client-server

setup converts raw pcaps files to an Argus-compliant format. After that, the

functions will be read and extracted from the Argus scripts by the Argus client.

There are 49 connection features accessible for each data instance. Others are

numerical, while some traits are statistical. Other features include time stamp

values. Training datasets were created using the dataset for UNSW-NB15. There

are 175,341 total elements throughout the practise set. 82,332 recordings totaling

both regular, detailed traffic statistics and recordings of various assaults are

included in the testing collection. There are 45 features total in both the training and

testing datasets. More information about these traits is provided in Table 6.2. The

test and training datasets for UNSW-NB15 lack several attributes. Among these

traits are sports, scrip, s-time, l-time, and d-stip.
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Table 6.2: The following characteristics are listed in the UNSW-NB15 Dataset.

Feature

No

Feature

Name

Feature

No

Feature

Name

Feature

No

Feature Name

1 Id 16 Dloss 31 response_body_len

2 Dur 17 Sinpkt 32 ct_srv_src

3 Proto 18 Dinpkt 33 ct_state_ttl

4 Service 19 Sjit 34 ct_dst_ltm

5 State 20 Djit 35 ct_src_dport_ltm

6 Spkts 21 Swin 36 ct_dst_sport_ltm

7 Dpkts 22 Stcpb 37 ct_dst_src_ltm

8 sbytes 23 Dtcpb 38 is_ftp_login

9 Dbytes 24 Dwin 39 ct_ftp_cmd

10 Rate 25 Tcprtt 40 ct_flw_http_mthd

11 Sttl 26 Synack 41 ct_src_ltm

12 Dttl 27 Ackdat 42 ct_srv_dst

13 Sload 28 Smean 43 is_sm_ips_ports

14 Dload 29 Dmean 44 attack_cat

15 sloss 30 Trans_depth 45 Label

6.7 Measures for Present Assessment

All subsequent statistics, which take into account a wide range of variables, decide

how well these suggested models work. The initials (FP, FN, TP, TN) designate

these measures, which comprise false positive, false negative, true positive, and true

negative [184]. The True negative and True positive rate were determined using the

matrix of misinterpretation (Table 6.3) (FP rate). Other parameters could be derived

from these numbers. Perception, accuracy, consistency, and the F-measure are

examples of these components.
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Table 6.3: Confusion matrix.3

The amount of normal data recognized as such is determined using TPR.

This is how the equation appears:

TPR = �
�+�

(5)

The amount of attack knowledge classified as a result of assault data as determined

by TNR.

The procedure is as follows:

TNR = �
�+�

(6)

The fraction of assault data which is categorized when regular data are determined

using FPR. The equation looks like this:

��� = � ∙ � + � (7)

The fraction of information that's also typically labelled due to assault data

determined using FNR. The equation reads Following is:

��� = � + � (8)

A percentage is used to indicate accuracy. It describes how well the cases are

predicted in general. The equation reads as follows:

�������� = ��� + ��� (9)

��� + ��� + ��� + ���

The proportion of decisions that are deemed correct serves as a measure of precision.

The TP, which is the result of the FP and TP, reflects this. The following is the
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formula:

Precision = TPR ∙ TPR + FPR (10)

Vulnerability is measured by the ratio of the overall quantity of positive evaluations to

the overall number of TP evaluations. The method is as follows:

����������� = ��� ∙ ��� + ��� (11)

The degree of precision is evaluated using the F-measure. It alludes to the harmony

that exists between sensitivity and precision on the one hand. The formula is as

follows:

� Measure = 2 ∗ Accuracy ∗ Sensitivity (12)

��������� + �����������

6.8 Performance Analysis of the Proposed Model

Few parameters considered for the experimental scenario which are collected

from the existing IDS environment are shown in the table1.The various existing IDS

are compared in terms of the following parameters.

Table 6.4. The Parameters studied for the existing IDS.

Existing IDS
Tools

Accur
acy

Detecti
on rate

False
Positive
Rate

Precis
ion

F1
score

Specificity Negative
Predictive
Value

Snort 98.6 89.6 1.1 75.3 81.8 98.8 99.6
Suricata 98.4 87.9 0.5 88.5 92.2 97.8 99.9
Wireless
Intrusion
Detection
Prevention and
Attack System

99.7 96.2 0.7 90.1 94.2 99.2 92.2

Synchrophasor
Specific Intrusion
Detection system
(SSIDS) tool

99.6 97.1 0.8 92.2 97.5 98.6 90.1
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The proposed IDS research results are compared with the existing IDS, and

the following observations are made according to table 6.5.

Table 6.5: Analysis of the existing IDS in comparison to the proposed system

Authors Algorithm Accuracy
(%)

FPR (%)

Vu Viet Thang, F. F. Pashchenko
(189)

DT 98.2 0.016

Preeti, Kusum Deep (190) GA(Genetic
Algorithm)

96.4 0.05

Guo Jun Li (191) KNN 98.45 0.048

TCM + KNN 99.4 0.1

Proposed Classifier PSO+DT 98.5 0.011

PSO+KNN 99.6 0.004

PSO+ANN 99.78 0.003

The following graphs,figure 6.6 and figure 6.7 shows the comparative analysis

of the existing IDS with the proposed IDS in terms of Accuracy and False Positive

Rate.

Figure 6.6 : Comparison evaluation of the current system to generate the accuracy
assessment



70

Figure 6.7: Comparison evaluation of the current system to generate the false positive
rate assessment

As a result, it can be said that the suggested IDS, PSO+ANN, offers the

highest accuracy and the lowest FPR when compared to other systems. In comparison

to the other IDS, the Proposed IDS exhibits the best attack detection accuracy, of

99.78%, and the lowest False Positive rate, of 0.003%, as seen in table 6.5.
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Chapter-7

Proposed System for Wireless Network Intrusion Detection
and Prevention

This chapter provides detailed explanations of the proposed methodology for each of

the research phases that has been conducted.

Finally, a method for detecting and preventing intrusions in wireless devices is

provided. The total effectiveness of the proposed system will be enhanced by its

capacity to halt the attacker and protect the wireless connection from various assaults

by informing the administrator and so protecting the network's genuine nodes.

As a result, an intrusion prevention system would be created for safeguarding any

organization's assets, in which the main aim is to protect genuine nodes from repeated

attacks by informing the administrator, as well as using algorithms based on clusters

to separate the components and ML approaches to trace the DoS attack.

7.1 Proposed Methodology

The proposed methodology of the entire research work has been summarized

below. The figure 7.1 representing Experimental setup two distinct networks, one

representing an enterprise virtual private network and another representing a secure

blade-simulated virtual network.

Fig. 7.1: Experimental setup two distinct networks, one representing an enterprise virtual private
network and another representing a secure blade-simulated virtual network
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Experimental Set up in figure 7.1 has integrated a test case as shown in the figure.

Two to four virtual networks were created. Each Virtual network consists of 2

database servers, 2 web servers and 250 PCs i.e., end users. This virtual network was

named Enterprise E1. Similarly, there were enterprises E2, E3, E4. These virtual

networks were connected to each other through cloud servers. Now different attacks

were produced on the web servers or database servers of any enterprise or the Cloud

server itself, like Dos attack, probe attack, U2R, R2L etc. The proposed IDS could

identify these attacks and it produced an alert to the network admin where the attack

was made.

The IDS could figure out the IP address of the attacker, its Operating System used,

whether the attacker is in an enterprise or an individual and other details of the

attacker. Also, if an unauthorized user tries to see the password ‘abc’ suppose of any

legal user’s encrypted file, then the proposed IDS changes from layer A to layer B and

thus changes the password from ‘abc’ to ‘def’ suppose. And if the hacker sees this

changed password also then the IDS changes the layer from B to C and the password.

This goes on repeating; Thus, the proposed IDS is tried to be made more powerful by

building many numbers of hidden layers in it.
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Fig.7.2:Communication channel and simulated network among end user, console devices through
routers through Particle Swarm based Optimization

The simulation network has been fulfilled in the following manner: The suggested

research work's methodology entails building several wireless networks using Cisco

Packet Tracer, which uses PCs, servers, and routers connected through wires and

LAN connections, and then using the Wireshark application to record communication

that occurs between them. In addition, a mobile hotspot internet connection was used

to connect a laptop, a mobile phone, and five node MCUs to a real physical network,

and the Wireshark application was used to record the traffic between them. The
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communication channel and simulated network among end user, console devices.

Figure 7.2 illustrates how routers may be optimized using Particle Swarm Theory.

These datasets, along with some common datasets like UNSW, the KDD Cup

dataset, and the NSDL dataset, are used to train the various machine learning models

so that they become skilled at spotting attacks in each network after being collected.

The datasets main features include source IP addresses, destination IP addresses,

travel times between sources and destinations, and protocols that are involved. Prior

to that, PSO was used on these datasets as an optimization approach, as well as for

feature selection, which decreases the number of features in the datasets and makes it

simpler for machine learning algorithms to detect intrusions. Additionally, the

suggested method is contrasted with the current IDS in a comparison study.
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Chapter 8

Comparison of Results with Discussions

The final findings of all specified objectives, including such Predictive Performance,

True Measure Rates (TMR), and False Positive Rate for F-Measure (FPR), Precision

and Accuracy Rates, and Application Platform of Cisco Packet Tracer, are reported in

this Chapter.

Factors like efficiency, responsiveness, retraining length, and other terms of a

comparable kind can be used to analyze the efficiency of various classifiers. The

clustering approach serves as the basis for evaluating several factors. The cast of

uncertainty [185] may be used to calculate the number of times a classifier model has

been effectively or incorrectly estimated. The clustering technique is commonly

presented as the Actual Positive, Actual Negative, Fake Positive, and True Positive

values.

8.1Analysis of Protocols’ influence in the network
Several protocols involved in the communication were used to plot the graphs

between the source IPs and the destination IPs. Here the graphs were plotted for

different protocols.It was observed that at some point of time, maximum resistance

was offered by the destination IPs to some particular source IPs. So it was concluded

that the points where maximum resistance was offered could be the points of

intrusions.

8.1.1 Initialization Step

For i = 1 to N do

A (x, y, z) = N [A(x) * A(y) * A (z)]

Iteration Step

B [A (i, t)] = Null

For t = 0 to T do

For i = 1 to N
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For j = Null to Value

NetworkIntrusion (i, t) = MAXj=1, N (NetworkIntrusion (j, t-1) * P (Ci|Cj)) *P (wt|

Ci) * N [A(x) * A(y) * A (z)])

Identifying Sequence Step

C (T) = i that maximizes NetworkIntrusion (x, y, z, i, j) ∝ T

Backtracking to determine the order of intrusion

The NetworkIntrusion (X, Y, Z, I j) array records the frequency of the best sequence

for sources,destination, protocols, intrusion and values characteristics. C (T) functions

will be having probability and weight age for particular network characteristics.

8.1.2 Result
Several protocols involved in the communication were used to plot the graphs

between the source IPs and the destination IPs.Here the graphs were plotted for

different protocols.It was observed that at some point of time, maximum resistance

was offered by the destination IPs to some particular source IPs.So it was concluded

that the points where maximum resistance was offered could be the points of

intrusions.

Table 8.1: Shows the Source, Destination and Protocol dataset with respect to our

test environment of network topology as shown in fig 1.1

Source Destination Protocol

192.168.239.1 192.168.239.1 ARP

192.168.239.254 192.168.239.254 BROWSER

fe80::f9fc:ad11:1e14:b75 192.168.239.255 DHCP

VMware_c0:00:08 224.0.0.22 ICMPv6

VMware_fc:23:ae 224.0.0.251 IGMPv3
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224.0.0.252 LLMNR

239.255.255.250 MDNS

Broadcast NBNS

ff02::1:3 SSDP

ff02::16

ff02::fb

VMware_c0:00:08

VMware_fc:23:ae

Figure 8.1: - Shows protocols vs (192.168.239.1) Source IP
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Figure 8.2: Shows protocols vs (192.168.239.254) Source IP

Figure 8.3: Shows protocols vs (fe80: f9fc:ad11:1e14: b75) source IP
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Figure 8.4: Shows protocols vs (VMware_c0:00:08) source IP

Figure 8.5: Shows protocols vs (VMware_fc:23: ae) source Ip



79

Figure 8.6: Shows protocols vs (192.168.239.255) destination IP

Figure 8.7: Shows protocols vs (224.0.0.22) destination IP
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Figure 8.8: Shows protocols vs (224.0.0.251) destination IP

Figure 8.9: Shows protocols vs (224.0.0.252) destination IP
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Figure 8.10: Shows protocols vs (239.255.255.250) destination IP

Figure 8.11: Shows protocols vs (Broadcast) destination IP
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Figure 8.12: Shows protocols vs (ff02: 1:3) destination IP

Figure 8.13: Shows protocols vs (ff02::16) destination IP
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Figure 8.14: Shows protocols vs (ff02::fb) destination IP

As shown in fig 8.1 to fig 8.14, we've done data visualization with regard to the

several protocols shown in the table 8.1 above, with respect to various source IPs and

destination IPs. The Fig. 8.1 displays data visualization on source IP in relation to the

different protocols. The data is verified for source and destination IP with the two VM

being common in both the rows of table 8.1 called as VMware_c0:00:08 and

VMware_fc:23:ae. This VM machine are the link between the cisco packet tracer

network test model and simulation environment of wireshark. Protocols such as

LLMNR, MDNS, NBNS are easily been identified just by our simple modelling of

network nodes with functions of communication protocols. This protocols if

considered independent of source and destination IP, then the proposed way of

simulation model is perfect to design any network infrastructure for live monitoring of

intrusion through any protocols.

8.2 Performance Evaluation

Factors like efficiency, responsiveness, retraining length, and other terms of a

comparable kind can be used to analyze the efficiency of various classifiers. The
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clustering approach serves as the basis for evaluating several factors. The cast of

uncertainty [185] may be used to calculate the number of times a classifier model has

been effectively or incorrectly estimated. The clustering technique is commonly

presented as the Actual Positive, Actual Negative, Fake Positive, and True Positive

values, as given in Table 8.2 [7, 8]. The following requirements are summarized in

Table 8.2:

TP: This denotes circumstances that are accurately predicted as being usual.

FN: This shows that real assaults are classified as typical and that the incidence

prediction is incorrect.

FP: This offers an idea of the amount of assaults detected that are consistent of

the present situation.

TN: This includes officially classified activities like a strike.

Table 8.2: The Confusion Cast for Extraordinary Intensity.

Absolute
Expected Common Oddity

Common genuine positive false negative

Oddity False positive True negative

The method was put to the test utilizing two rule classifiers and two types of

anomalous network traffic: back and Neptune. To put the proposed technique into

action, training and evaluation datasets for both usual and a typical network traffic

patterns are employed.

Table 8.3 lists the Knowledge discovery 99 dataset's network traffic classifications.

The test instances were 29154 for normal traffic, the training examples for aberrant

network traffic were 425901, and the test instances were 119051. The number of test

cases was 29153, whereas the number of typical training examples was 68122 for

normal traffic.

Table 8.3: Network Traffic Types

Types of Network Traffic Learn Evaluate

Normal 68122 29153
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Anomalies 425901 119051

Table 8.4 the suggested extractor PSO+DT's TN, TP, FP, and FN values are 141204,

4846, 1594, and 560, correspondingly. This image depicts the prediction system for

this classifier.

Table 8.4:Matrix of confusion for PSO+DT classifier

Absolute

Predicted Common Oddity

Common True

negative=141205

False =1593

Oddity False negative= 561 True P =4845

The PSO+KNN classifier was the next proposed classifier, and its parameters for the

contingency table were TN = 143675, TP = 3872, FP = 505, and FN = 154 (Table

8.5). The statistics from the contingency table are used to assess the effect of the

implemented system.

Table 8.5: PSO+KNN uncertainty cast

Absolute

Predicted Common Oddity

Common TN=143675 FP =505

Oddity FN= 154 TP =3872

The Accuracy, Exactness, NPV, and F1 score estimation techniques for the

classifier are shown in Table 8.6. The graph clearly demonstrates how PSO+ANN

integrates other two algorithms in terms of Accuracy (99.7%), Exactness (90.2%),

NPV (99.8%), and F1 score (94.3%).

Table 8.6: Performance Metrics for Proposed Categorizations

Evaluates PSO+DT (%) PSO+KNN

(%)

PSO+ANN
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Accuracy 98.8 99.6 99.7

Exactness 75.2 88.6 90.2

Negative Predictive

Value

99.7 99.8 99.8

F1 Score 81.9 92.3 94.3

Table 8.7 Intrusion Detection aims for maximum output correctness and precision

while minimizing false-positives [186]. This table depicts the detection performance

and false alarm rate for the proposed algorithms PSO+DT, PSO+KNN and

PSO+ANN. PSO+ANN has a detection results of 97.1%, a lower FPR of 0.03%, and

an accurate results of 99.78%, according to the results.

Table 8.7: Assessment of suggested classifiers

Evaluat

es

PSO+DT (%) PSO+KNN (%) PSO+ANN (%)

Correct

ness

98.5 99.6 99.78

DR 89.7 96.2 97.1

FPR 1.2 0.4 0.03

The recommended study exceeded Sindhu, Geetha, and Kannan [186], Mohammad

Sazzadul Hoque [187], and Guo [188] in terms of a better accuracy of 99.7% and a

reduced FPR of 0.003%, according to Table 8.8's assessment to the current model.

Table 8.8: Analysis of the existing ID system in comparison to the proposed

system

Authors Algorithm Accuracy

(%)

FPR

Sindhu, Geetha & Kannan [186] DT 98.2 0.016

Mohammad Sazzadul Hoque [187] GA 96.4 0.05

Guo [188] KNN 98.45 0.049
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TCM+KNN 99.4 0.2

Proposed Classifier PSO+DT 98.8 0.11

PSO+KNN

PSO+ ANN

99.6

99.7

0.04

0.003

8.3 Selection Keyword Research Results

All testing was done using Windows 7 and an Intel Core i7 processor running at 3.40

GHz with 6.0 GB of memory. For the experiments, Anaconda Python Open Source

[128] was utilized. The traits that have been picked and are believed to be significant

are shown in Table 8.9 in accordance with the suggested model rules for identifying

attacks.

Table 8.9: Important selected features.

Rule Select Features Features Number

PSO f2, f4, f5, f7, f11, f12, f16,
f17, f18, f19, f20, f22, f23,
f24, f25, f26, f28, f30, f31,
f33, f34, f39, f40, f41, f43

25

GWO f1, f4, f5, f6, f9, f13, f16, f17,
f22, f23, f26, f28, f29, f35

20

FFA f1, f2, f3, f6, f8, f9, f10, f11,
f12, f13, f16, f19, f26, f28,
f35, f37, f39, f40, f41, f43

21

GA f1, f2, f3, f4, f6, f8, f9, f11,
f13, f16, f21, f24, f25, f27,
f28

23

(R1) PSO ∩ GWO f4, f5, f16, f17, f22, f23, f26,
f28, f35, f39, f41, f43

12

(R2) PSO ∩ FFA f2, f4, f11, f12, f16, f26, f28,
f35, f37, f39, f40

11

(R3) PSO ∩ GA f2, f4, f5, f11, f16, f24, f25,
f28, f33, f39, f41

11

(R4) GWO ∩ FFA f1, f9, f16, f26, f28, f35, f37,
f41, f43

9

(R5) GWO ∩ GA f1, f4, f6, f9, f16, f22, f23,
f35, f41, f43

10
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(R6) FFA ∩ GA f1, f2, f3, f8, f9, f11, f13, f16,
f28, f35, f37, f41, f43

13

(R7) PSO ∩ GWO ∩ FFA f4, f5, f16, f17, f22, f23, f26,
f28, f35, f41, f43

11

(R8) PSO ∩ GWO ∩ GA f4, f5, f16, f22, f23, f35, f41,
f43

8

(R9) PSO ∩ FFA ∩ GA f2, f4, f11, f16, f28, f35, f37,
f41, f43

9

(R10) GWO ∩ FFA ∩ GA f1, f9, f16, f26, f28, f35, f37,
f41, f43

9

(R11) PSO ∩ GWO∩ FFA ∩
GA

f16, f28, f35, f41, f43 5

(R12) (PSO ∩ GWO ∩ FFA) ∪
(PSO ∩ GWO ∩ GA) ∪ (PSO
∩ FFA ∩ GA) ∪ (GWO ∩ FFA
∩ GA)

f1, f2, f4, f6, f9, f11, f13, f16,
f26, f28, f35, f37, f41, f43

13

(R13) (PSO ∩ GWO) ∪ (PSO
∩ FFA) ∪ (PSO ∩ GA) ∪
(GWO ∩ FFA) ∪ (GWO ∩
GA) ∪ (FFA ∩ GA)

f1, f2, f3, f4, f5, f6, f7, f8, f9,
f11, f12, f13, f16, f17, f19,
f22, f23, f24, f25, f26, f28,
f31, f32, f33, f34, f35, f37,
f39, f40, f41, f43

31

8.3.1 Findings of the Practical Assessment

The J48 and SVM-ML classifiers are used to assess the proposed model. The

investigation's results are shown in Table 8.10, using the J48 categorization as a

starting point. Table 8.11 displays the outcomes of the SVM-based experiment. Using

the J48 classifier as a base, the classification accuracy rates of the suggested method

range from 79.175 to 90.484 percent. The suggested approach's classification

accuracy rates range from 79.077 to 90.119 percent for SVM-based classifiers.

The majority of the reduction rules in the research's suggested models are more

accurate than all of the characteristics put together. Accuracy, sensitivity, precision,

F1-measure, TPR, FNR, TPR, and FPR of each method and rule were assessed. It was

found that the efficiency of the rules in the suggested model varies.
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Table 8.10: The conclusions drawn from J48.

Rule TPR FNR FPR TNR Accurac
y

Precisio
n

Sensitivit
y

F-
Measur
e

All 63.99% 36.01% 4.57% 95.42% 81.29% 91.94% 63.98% 75.46%

PSO 80.844
%

19.156
%

2.817% 97.183
%

89.613
%

96.107% 80.844% 87.817
%

GW
O

93.797
%

6.203% 20.952
%

79.048
%

85.605
%

78.513% 93.797% 85.732
%

FFA 96.586
%

3.414% 22.592
%

77.408
%

86.073
%

77.674% 96.586% 86.157
%

GA 96.700
%

3.300% 3.382% 96.618
%

96.794
%

96.626% 96.700% 96.798
%

R1 81.097
%

18.903
%

22.331
%

77.669
%

89.210
%

74.477% 81.097% 77.807
%

R2 93.854
%

6.146% 24.307
%

75.693
%

83.854
%

75.912% 93.854% 84.205
%

R3 94.314
%

5.686% 24.307
%

75.693
%

84.017
%

76.011% 94.314% 84.173
%

R4 94.314
%

5.686% 24.307
%

75.693
%

84.061
%

76.061% 94.314% 84.193
%

R5 94.314
%

5.686% 24.265
%

75.735
%

84.063
%

76.868% 94.314% 83.896
%

R6 94.314
%

5.686% 24.265
%

75.735
%

84.063
%

76.868% 94.314% 83.896
%

R7 86.481
%

13.519
%

25.691
%

74.309
%

80.493
%

73.932% 86.481% 79.651
%

R8 86.349
%

13.651
%

26.681
%

73.319
%

79.175
%

72.539% 86.349% 78.844
%

R9 86.349
%

13.651
%

26.681
%

73.319
%

79.175
%

72.539% 86.349% 78.844
%

R10 96.549
%

3.451% 25.451
%

74.549
%

84.215
%

75.592% 96.549% 84.273
%

R11 89.051
%

10.949
%

26.681
%

73.319
%

80.389
%

73.617% 89.051% 80.517
%

R12 96.872 3.128% 16.587 83.413 89.589 85.281% 96.872% 89.055
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% % % % %

R13 97.141
%

2.859% 14.950
%

85.050
%

90.484
%

84.136% 97.141% 90.172
%

Table 8.11: The conclusions drawn using SVM.

Rule
s

TPR FNR FPR TNR Accurac
y

Precisio
n

Sensitivit
y

F-
Measur

e

All 63.965
%

36.035
%

4.809% 95.191
%

81.158
%

91.566
%

63.965% 75.316
%

PSO 79.562
%

20.438
%

2.596% 97.404
%

89.152
%

96.345
%

79.562% 87.153
%

GW
O

84.156
%

15.844
%

2.931% 97.069
%

90.852
%

96.028
%

84.156% 89.756
%

FFA 95.235
%

4.765% 22.592
%

77.408
%

85.429
%

77.519
%

95.235% 85.469
%

GA 96.970
%

3.030% 3.382% 96.618
%

96.794
%

96.626
%

96.970% 96.798
%

R1 80.827
%

19.173
%

23.265
%

76.735
%

78.576
%

74.477
%

80.827% 77.248
%

R2 93.884
%

6.116% 24.994
%

75.006
%

83.388
%

79.643
%

93.884% 83.385
%

R3 94.154
%

5.846% 24.526
%

75.474
%

83.508
%

75.082
%

94.154% 83.746
%

R4 94.154
%

5.846% 24.526
%

75.474
%

83.748
%

75.377
%

94.154% 83.727
%

R5 94.154
%

5.846% 24.130
%

75.870
%

83.844
%

75.430
%

94.154% 83.204
%

R6 94.154
%

5.846% 24.130
%

75.870
%

83.844
%

75.430
%

94.154% 83.204
%

R7 86.751
%

13.249
%

24.978
%

75.022
%

80.293
%

73.923
%

86.751% 79.825
%

R8 96.872
%

3.128% 18.981
%

81.019
%

88.946
%

82.542
%

96.872% 89.160
%

R9 86.403
%

13.597
%

26.092
%

73.908
%

79.077
%

72.387
%

86.403% 78.776
%
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R10 96.872
%

3.128% 25.631
%

74.369
%

84.215
%

75.405
%

96.872% 84.573
%

R11 88.784
%

11.216
%

19.634
%

80.366
%

84.212
%

76.922
%

88.784% 82.414
%

R12 96.586
%

3.414% 16.587
%

83.413
%

89.589
%

85.281
%

96.586% 89.055
%

R13 96.870
%

3.130% 15.391
%

84.609
%

90.119
%

83.706
%

96.870% 89.808
%

The statistics are normal and are recognized as normal based on the TPR. The TPR

for J48 and the SVM-based rules are shown in Figure 8.15.

Figure 8.15: True Positive Rate (TPR).

TPRs for J48 and SVM classifier-based characteristics are 63.99 and 63.96 percent,

respectively. J48 performs somewhat superior to SVM in terms of performance.

According to the SVM classifier, GA has the greatest TPR. The greatest TPR is

shown by R13, according to the classification J48.

The FNR proves that the information is true and that it is considered to be an attack.

Results for the SVM and J48 FNR are shown in Figure 8.16.
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Figure 8.16: False Negative Rate (FNR).

The J48 and SVM-based features generated the highest FNR. GA reportedly boasts

the SVM classifier's lowest FNR. According to the J48 classifier, its lowest FNR is

R13.

The FPR demonstrates that the numbers are still under assault and assumed to be true.

Figure 8.17 depicts the SVM and J48 findings-based on FPR.

Figure 8.17: False Positive Rate (FPR).

R11, R9, and R8 earned the highest FPR with J48 and SVM. In accordance with the

PSO, it has the lowest FPR among SVM with J48 classifier.
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The TN has classified the information as threat information.The TNR outcomes of

SVM and J48 for the recommended model is depicted in Figure 8.18.

Figure 8.18: True Negative Rate (TNR).

The PSO for J48 and SVM produced the greatest TNR. Lower prices for SVM and

J48 were attained by R11, R9, and R8.

The precision represents the categorization of good and bad activities. It is determined

using the proportion of data that is accurately categorized across all dataset ranges.

Figure 8.19 displays the recommended model's accuracy of SVM and J48.

Figure 8.19: Accuracy.

R13 and R12 have the greatest levels of accuracy, according to the findings of

Figure 8.19. Based on J48, R13 has a precision of 90.48 percent. It has a 90.12

percent accuracy rate and uses SVM. The number of attributes was decreased to 30
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in R13. Based on J48 and SVM, R12 has 89.58 and 89.33 percent consistency,

respectively. Following the R12 feature reduction, 13 features remained.

The proportion of genuinely positive outcomes to all positive results is known as

precision. The suggested model's precision using SVM and J48 is shown in Figure

8.20. The highest level of precision was found to be PSO.

Figure 8.20: The accuracy rate.

The sensitivity level of the suggested model is depicted in Figure 8.21, using J48

and SVM. Sensitivity measures an IDS's ability to recognize an attack in a

connection.

Figure 8.21: The sensitivity rates.

Figure 8.21 shows that R13 and R12 have the greatest degrees of sensitivity.

According to both classifiers, the other attributes have the poorest sensitivity rates.
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Thus, it may be shown that R13 and R12 more quickly and successfully identify

anomalies.

The F-measure takes sensitivity and accuracy into account. The F-measure strikes a

balance between sensitivity and precision. It acts as a light sensitivity and accuracy

indicator. The suggested model's F-measure values are shown in Figure 8.22 and are

based on J48 and SVM.

Figure 8.22: The F-measure rate.

According to the results demonstrating that the greatest F-measure rates are for R13

and R12, while the opposite qualities have the poorest F-measure rates, given the

aforementioned facts. It is obvious that any evaluation method could impact how

effective IDS are. The overall effectiveness of the NIDS may be evaluated using the

F-measure rate and accuracy.

According to all experiments, for SVM with J48 classifiers, F-measure, precision,

and sensitivity results with R13 and R12 were the best. GA has good FNR and TPR

outcomes compared to H11, H9, and H8, which all have strong FPR results. PSO

provides excellent accuracy and TNR outcomes.

8.4 Cisco packet tracer Results and Discussions
Some simulation networks were created using Cisco Packet Tracer.The

communication of packets was studied using Wireshark tool. Here above graphs were

plotted between various destination IPs versus source IPs for different protocols.It

was found that wherever maximum time is taken by a destination IP for a source IP,
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those could be the points of intrusions, that is the places where maximum resistance

was being offered by a destination IP.

Figure 8.23: showing the test network architecture in Cisco packet tracer

1. Using Cisco Packet Tracer, a network is developed in the simulation

environment consisting of PCs, switch and Routers connected in LAN. Fig

8.23 above shows that.

2. Using Wireshark tool, packets transmitted during above communication and

other activities carried in the laptop system is captured for 10 minutes. The

protocols involved, source IPs, destination IPs, and the time taken for

communication between a particular sources with a particular destination is

all extracted with the help of Wireshark tool.

3. Now taking each protocol separately, by applying filters, it is studied that

which destination is having maximum time, by plotting graphs. The

destination showing maximum time in the graph means that is the most

affected one.Maximum time is shown in a particular destination means it

offered maximum resistance to any abnormal incoming packet from a source.

So this abnormal incoming packet may be an Intrusion.

4. After this trials are made to track the source from which this packet

originated to that destination which offered maximum resistance to it, by

applying filters to that particular destination. Again by finding out the source
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which has maximum time in the graph, the suspected intrusion source IP can

be found out.

The above points are shown in the following graphs 8.24 and 8.25, plotted in R.

Figure 8.24: Shows protocols vs (ff02: 1:3) destination IP
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Figure 8.25: Shows protocols vs (192.168.239.1) Source IP

The various parameters by which above graphs are plotted are the different Source

IPs, Destination IPs, Protocols involved and the time taken for the protocol to

affect a particular destination IP and then a source IP. The parameters are shown

below in Table 8.12: -

Table 8.12: showing Source, Destination and Protocol Dataset with respect to the

test environment of network topology as shown in fig 8.23

Source Destination Protocol

192.168.239.1 192.168.239.1 ARP

192.168.239.254 192.168.239.254 BROWSER

fe80::f9fc:ad11:1e14:b75 192.168.239.255 DHCP
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VMware_c0:00:08 224.0.0.22 ICMPv6

VMware_fc:23:ae 224.0.0.251 IGMPv3

224.0.0.252 LLMNR

239.255.255.250 MDNS

Broadcast NBNS

ff02::1:3 SSDP

ff02::16

ff02::fb

VMware_c0:00:08

VMware_fc:23:ae

Figure 8.26: Creation of Wireless Sensor Networks consisting of nodes in NS2
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A network is shown in NS2 simulation environment above in figure 8.26, where

there are multiple nodes which act as destination IPs and source

IPs.Communication of packets takes place in between these nodes.The actual

motto behind creating this network in the above simulation environment is that

some kind of abnormal behaviour in the network from external sources is to be

identified which may be useful in the research work of detecting intrusions in any

network.

Figure 8.27: A Physical Network Created consisting of Laptop, Mobile and 5

Node MCUs

A physical network was created consisting of Laptop, Mobile and 5 node

MCUs as depicted in fig 8.27.And dataset was obtained i.e. without malicious

activity and with malicious activity. So following datasets now available now.

1. Normal dataset involving a simulation network in Cisco Packet Tracer,

obtained with the help of Wireshark tool.
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2. Normal dataset obtained involving IoT environment (consisting of node

MCUs) in wireless networks.

3. NSDL dataset from Kaggle which is used to train the neural network

(which consists of details about various types of attacks).

4. Pertubed dataset created by inducing some disturbances in the network

created by us consisting of IoT.

5. UNSW dataset from Github which consists of many types of virus

induced data.

6. Kddcup_99 dataset.

These datasets were used to train the various classifiers, stated in Table 8.10, and their

accuracy percentages of detecting some malicious activity is found out.

The following is the system's planned block diagram shown in figure 8.28.

Figure 8.28: Proposed System Block Diagram

Table 8.13: Proposed classifiers evaluation

Measures PSO+DT (%) PSO+KNN (%) PSO+ANN (%)

Accuracy 98.6 99.6 99.78

DR 89.6 96.2 97.1

Training phase

Normal Anomalies

Classification
Techniques which
are DT and KNN

KDD-CUP 99

Testing phase

preprocessing done
before processing,
including extracting
features (PSO).

Performance Assessment
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FPR 1.1 0.4 0.03

Table 8.14: Comparative with the current paradigm

Authors Algorithm Accuracy (%) FPR

Sindhu, Geetha & Kannan [186] DT 98.2 0.016

Mohammad Sazzadul Hoque [187] GA 96.4 0.05

Guo [188] KNN 98.45 0.048

TCM+KNN 99.4 0.1

Proposed Classifier

PSO+DT 98.6 0.011

PSO+KNN

PSO+ ANN

99.6

99.78

0.04

0.003

The proposed system’s accuracy, detection rate and false positive rate are evaluated in

which it was observed that PSO+ANN provided the best results with the most

efficient accuracy and detection rate and least false positive rate.

The proposed IDS was also compared with other existing Intrusion detection systems

which involved other ML algorithms like Decision Trees, Genetic Algorithm and

KNN.It was found that the proposed system PSO+ANN gave better results than other

existing IDS.
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Chapter 9

Conclusion and Future Scope

It’s been observed that time line undertaken for processing of different

communication protocol on the given test environment has various range from 0.002

second to maximum of 40 second based on different data bandwidth communications.

This time of data packet transfer which is the function of communication protocols

has been observed in the research which directly implies the dependability of

intrusion to time and processing ability of the network architecture or network nodes

or network cloud. These analytics hence gives the secondary view for looking the

communication and network dataset in the format of co-relation matrix which can

optimize the dependability criteria for source and destination IP to communicate with

maximum bandwidth. The communication time gap is easily predictable for small set

of network infrastructure, but once the nodes in communication protocols increase,

the problem of network intrusion protocols becomes the problem statement of big data,

where machine learning and deep learning can give higher order precision in network

intrusion detection.The model which is mostly frequency dependent is considered, so

wired or wireless communication can also be modelled with the same infrastructure

for test dataset collection.

The most current simulated network traffic dataset was used to illustrate network

intrusion detection techniques in this post. Topics covered in this article included key

components, as well as prominent cyber security weaknesses and associated with

exposure. When compared to the outcomes of comparable methods for detecting need

plenty networking incursions, as findings of the suggested ɑ tractor trailer fully

convolutional classifications infrastructure hyper-parameter clocking strategy showed

a considerable improvement to multiclass models (IDSs). The models showed that the

suggested technique had a 95.6% overall accuracy for user-defined multiclass

classification and 95.3% for pre-partitioned multiclass classification.

In spite of the fact that the models that were given produced encouraging results, we

are aware of the fact that there is room for advancement, notably in the form of the

application of tactics that involve feature reduction. Transfer learning, which makes

use of relevant datasets that are currently available, will be used to enhance model
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classification in the future using the dataset UNSW-NB15 and to boost the capacity of

our models to deal with zero-day assaults. Along with transfer learning, we will

investigate different bootstrapping procedures that can be used to construct a dataset

that is balanced in order to prepare a model for multiclass categorization. Deep

learning models for anomaly detection will be used to modify cybersecurity

architectures in order to create systems for detecting network intrusions that are

flexible and robust. These systems will be able to accurately find common

weaknesses and exposures, as well as zero-day behavioural characteristics of

networks, which will reduce the likelihood that the network will be compromised.

The most urgent problem Network interference exists in the world of communication

networks today. Network infrastructure is seriously endangered by the increasing

frequency of internet attacks. Several research were also conducted in order to

establish a suitable and efficient method of terminating network contact while

protecting networks confidentiality and security. For the purpose of locating any

instances of atypical network traffic flow, DL is an essential research technique. This

study suggests two artificial intelligence strategies that employ feature extraction

methods to classify certain unusual netflow occurrences. PSO+ANN, PSO+DT, and

PSO+KNN are used to create a distinctive IDS. Approaches was suggested by the

inquiry. The total performance of the suggested approach is enhanced by FN

frequency, incorrect price, and detecting efficiency are compared to identify the

incursion.

The computation effectiveness in detecting network intrusions is demonstrated

by the suggested approach, PSO+ANN, with recognition rates of 97.1%, 0.003

for the FP rate, and 0.102 for the FN price. The proposed technique PSO+KNN

illustrates the algorithm's efficacy in detecting assaults, with a classification

results of 96.2%, a lowered entirely false rate of 0.004, and a FN rate of 0.104.

The PSO+DT based system, on the other hand, had a detection rate of 89.6%,

with rejections for FP and FN at 0.011 and 0.038, correspondingly.

With the suggested computer vision, potential intrusion prevention datasets could be

used, and IDS could also make use of deep learning techniques.

It's challenging to upgrade an intrusion detection system. The number of

characteristics influences how well a NIDS detects threats. Improving detection

precision and the main objectives of data mining are to reduce the positive false-
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positive rate for NIDS and ML approaches, respectively. Even though the most recent

models made use of every attribute from using the UNSW-NB15 dataset, they were

unable to locate the network vulnerability. The current study's goal was to provide an

NIDS model with 17 attribute eligibility criteria. The UNSW-NB15 dataset is used to

create the following model. The bio-inspired techniques PSO, GWO, FFA, GA, and

MI form the basis for the suggested feature selection model. When it comes to bio-

inspired algorithms, PSO and GWO each lower the number of the chosen

characteristics to 25 and 20, respectively. In comparison to FFA, GA reduces the

number of chosen qualities to only 23, leaving only 21 traits. R1 permits a maximum

of 12 attributes for PSO, GWO, FFA, and GA's MI; R2 limits the number of

permitted properties to only 11. R3 limits the greatest quantity of acceptable

characteristics to 12; R4 restricts the number of permitted attributes to 11; and R5

restricts the number of permitted attributes to 10. R7 limits the number of features

permitted to six, whereas R8 restricts the allowed the number of characteristics to five.

Reduces the number of selected qualities to six with R6. In R10, the quantity of

qualities is reduced to nine; in R11, the selected traits are reduced to five; in R12, to

thirteen; and in R13, to thirty.

The J48 and SVM-ML algorithms indicate that R13 and R12 provide the most

favourable outcomes in terms of F-measure, reliability, and sensibility. Recurrent

and convolutional neural networks may be used in future studies (RNNs), two

varieties of deep learning architectures, to assess how well the proposed model

performs (CNN).

The proposed classifier is designed as a single source of entry. Developing this

integrated model has resulted in differential models, which have played a major role

in detecting the security anomaly. The algorithm can be managed to bring accuracy

above 98.5%, but that's not possible due to the amalgamated data we have used to

train the model. If data annotations are optimized, there can be a mesh with DL and

PSO, that can attain greater precision and accuracy.
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Future Scope

1 Hybrid Models with Other Evolutionary Algorithms

 Genetic Algorithms (GA), Ant Colony Optimization (ACO), and Cuckoo

Search: While Particle Swarm Optimization (PSO) is a widely used

optimization technique, integrating other evolutionary algorithms, such as

Genetic Algorithms (GA) or Ant Colony Optimization (ACO), could

provide additional optimization strategies that may improve detection

accuracy and efficiency. A hybrid approach that combines PSO with these

algorithms may enhance the model's robustness in feature selection and

hyperparameter tuning.

 Differential Evolution (DE): Another promising evolutionary optimization

method is Differential Evolution (DE), known for its robust global search

capabilities. Incorporating DE alongside machine learning classifiers like

Support Vector Machines (SVM) or Random Forests could lead to

improved classification performance in the IDS framework.

2 Feature Engineering and Selection

 Advanced Feature Selection: While PSO is effective for feature selection,

other methods like Recursive Feature Elimination (RFE) or L1

Regularization could further refine the feature selection process, leading to

better model performance. Additionally, Autoencoders can be explored for

learning compressed representations of the feature space, which may improve

efficiency and detection accuracy.

 Feature Fusion: Combining multiple feature sets, or integrating data from

various sources (e.g., packet-level features, log data, or system behavior), can

improve the detection of more sophisticated attacks. Feature fusion

techniques, which merge the outputs of different models or features, can

provide a richer representation of network activity and enhance intrusion

detection accuracy.
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3 Cloud and IoT Integration

 Cloud-Based IDS: As cloud computing becomes more prevalent, the

integration of IDS systems into cloud environments (such as AWS, Azure, or

Google Cloud) is increasingly important. Cloud-native intrusion detection

systems can scale dynamically, taking advantage of the elasticity and

distributed architecture of cloud infrastructures.

 IoT-Specific IDS: As the Internet of Things (IoT) expands, specialized IDS

techniques tailored to monitor IoT networks could be developed. IoT devices

often generate unique traffic patterns, and the ability to monitor and detect

threats in IoT environments will be crucial for securing smart homes,

industrial IoT (IIoT), and connected healthcare devices.

4 Quantum Computing and Cryptographic Attacks

 Quantum-Resistant Algorithms: As quantum computing progresses,

traditional cryptographic algorithms may become vulnerable to quantum-

based attacks. It will be essential for IDS systems to evolve to handle these

potential threats by integrating quantum-resistant encryption and quantum-

safe algorithms.

 Quantum Machine Learning: Quantum machine learning (QML) is an

emerging field that may offer significant improvements in processing power

and pattern recognition capabilities for IDS. Investigating the application of

quantum algorithms to accelerate model training and enhance data analysis

could provide a competitive advantage in IDS performance.

5 Adaptive IDS Using Reinforcement Learning

 Reinforcement Learning (RL): Integrating Reinforcement Learning (RL)

can allow the IDS to adapt and evolve over time. RL algorithms, such as Q-

Learning and Deep Q Networks (DQNs), enable the system to autonomously

learn optimal strategies for intrusion detection. The system could continuously

improve its detection capabilities by interacting with the network environment,

adjusting to new attack strategies without human intervention.
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 Self-Tuning Mechanisms: By using RL, the IDS could autonomously adjust

model hyperparameters, select features, and even choose which classifier to

deploy based on the current network conditions and attack patterns. This

adaptive capability would significantly enhance the system's effectiveness in

real-world environments.

6 Explainable AI (XAI) in IDS

 Model Interpretability: One challenge with deep learning models such as

ANNs is the lack of interpretability. To improve the trustworthiness and

transparency of the IDS, Explainable AI (XAI) techniques can be integrated.

Methods like LIME (Local Interpretable Model-agnostic Explanations)

and SHAP (SHapley Additive exPlanations) offer ways to explain how

models arrive at specific predictions, which is critical for security analysts

when validating alerts and making decisions.

 Decision Tree Transparency: Since Decision Trees (DTs) are inherently

interpretable, they can be used alongside visualization techniques, such as

feature importance plots and decision path visualizations, to provide

meaningful insights into how the system classifies network traffic and detects

intrusions.

Conclusion

The future scope of intrusion detection systems is vast, with many potential avenues

for enhancement. Building on existing models that combine PSO with classifiers like

KNN, DT, and ANN, incorporating advanced techniques such as deep learning,

semi-supervised learning, ensemble methods, real-time response, and explainable

AI will substantially improve the performance, scalability, and adaptability of IDS.

As new technologies emerge, especially in the fields of cloud computing, IoT, and

quantum computing, the development of an intelligent, adaptive IDS capable of

addressing complex cybersecurity challenges becomes increasingly critical.
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