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ABSTRACT 

 

An eye disorder known as diabetic retinopathy (DR) is often associated with diabetes. 

The majority of persons with long-term diabetes mellitus get this illness eventually, 

which may cause blindness. Regular DR screening is essential for immediately 

identifying the condition so that treatment can start. During regular check-ups for 

diabetes patients, digital retinal images are often taken. Because there are so many 

diabetic patients, adequately analysing these photographs might be costly and time-

consuming. Therefore, automated detection techniques will be quite helpful in this 

field. The focus of this study is to detect and grade the diabetic retinopathy considering 

the training time and accuracy. The primary goal is to create an automated early-stage 

diagnostic method for DR lesions using machine learning. Diabetes is a condition that 

affects several essential human organs, including the eyes, heart, and kidneys. 

Approximately 80% of people may suffer variations in their blood glucose levels, which 

may result in a few ocular disorders. Patients who have had diabetes for more than 10 

years are at risk of developing eye illnesses such as retinopathy and maculopathy. To 

avert eye damage at an early stage, eye-related illnesses must be identified, diagnosed, 

and treated effectively. If left untreated, eye disorders may lead to vision loss. When 

the dilated eye test indicates substantial abnormalities in the retina, such as 

modifications in blood vessels, newly formed blood vessels, leaky blood vessels, 

changes in the lens, nerve tissue loss, and enlargement of the macula, the 

ophthalmologist diagnoses DR. Early detection of DR helps ophthalmologists to 

administer appropriate treatment and so preserve patients' vision. Identifying symptoms 

such as microaneurysms, haemorrhages, and exudates in the retina is the first step in 

treating DR. Microaneurysms, the initial sign of diabetic retinopathy, may be detected 

early and prevented from progressing to DR and vision loss. Microaneurysms are little 

red patches produced by dilation of the saccular capillaries. The term retinal 

haemorrhage refers to abnormal bleeding of blood vessels in the retina, the light-

sensitive tissue at the back of the eye. Exudates are distinguished by blood vessel 

released fluid and brilliant yellow lipids. .This thesis supports for the development of 

an automated computer-based diagnostic tool that can identify early signs of diabetic 



iv 
 

retinopathy in retinal fundus images, assisting ophthalmologists in the screening 

process for the condition. The key objective of this thesis is to employ a machine 

learning system to identify and evaluate diabetic retinopathy based on the severity of 

its classes. The study's major goal is to improve accuracy with massive datasets more 

quickly. The retinal pictures are critical for developing an intelligent model for 

detecting retinal sickness. Real-time digital retinal pictures are received from SKIMS 

Hospital in Srinagar, Jammu and Kashmir, and publically accessible retinal image 

databases such as Kaggle, EyePACS, IDRiD and Messidor, are downloaded from the 

internet to diagnose diabetic retinopathy. Clinicians divide DR into four categories: 

"0","1", "2", "3" and “4” which signify "normal", "mild", "moderate", "severe", and 

"proliferative" respectively. The dataset from Kaggle comprises 35,126 high-resolution 

pictures captured under a range of imaging settings. The total number of images utilized 

for training and testing is 11000 and 24126, respectively. The dataset exhibits 

distribution of images across different DR severity levels. Specifically, there are 6149 

images labelled as non-DR, while the number of images decreases considerably for 

mild DR (588), moderate DR (1283), severe DR (221), and proliferative DR (166).  The 

study provides potential strategies. The pre-processed picture is made available to 

proposed technique. Diabetic retinopathy is categorized and its severity is identified 

using the DR-ResNet+ classifier as normal, mild, moderate, severe, or proliferative. In 

order to determine the severity of the illness, the pre-processed pictures are given to the 

recommended model for training with the labels normal, mild, moderate, severe, and 

proliferative. Using the suggested approach to diagnose the condition rather than 

consulting an expert may result in a faster diagnosis and report.  A monthly retinal 

examination paired with early detection of diabetic retinopathy may lower the risk of 

blindness in diabetics considerably. The proposed approach performed well, with DR-

ResNet+ specificity of 99%, accuracy of 98%, sensitivity of 98%, and an F1-score of 

97%. According to the data, the DR-ResNet+ classifier outperforms the other classifier 

in terms of accuracy. The DR-ResNet+ approach provides greater accuracy with less 

computing time by reducing training time by 98%. The unique methodology is 

accomplished via improved outcomes and compared to the previous method. Thus, the 

study presented in this thesis may serve as a pre-screening tool to aid ophthalmologists 

in the screening of diabetic retinopathy for early identification and diagnosis. Jupyter 
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Notebook is used to carry out the planned work. The Jupyter Notebook code analyses 

a 2544 by 1696-pixel picture in an average of 10 seconds on a computer with an Intel 

(R) core i7 CPU, 16 GB of RAM, and a speed of 3.80 GHz. 

Using 10 photos from an ophthalmologist, the proposed model is also verified. This 

results in a validation accuracy of 98 % compared to the model accuracy of 99%. 

Similar results are obtained using a deep learning-machine learning architecture on the 

Messidor dataset, which yields 98.67% accuracy. On the IDRiD dataset, a fully trained 

model is assessed and shown to have an accuracy of 99.6%.  
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CHAPTER 1 

INTRODUCTION 

1.1 Background of the Study 

Diabetic Retinopathy (DR) stands as a significant and progressively prevalent 

complication of diabetes mellitus, posing a substantial threat to vision impairment 

globally. As the leading cause of blindness among working-age adults, its impact on 

public health is profound. Advances in medical imaging and computer vision 

technologies have opened avenues for enhanced diagnostics and early intervention in 

various medical domains. In the context of diabetic retinopathy, the utilization of retinal 

images for detection and classification has emerged as a promising approach. 

The purpose of this study is to contribute to the ongoing efforts aimed at improving the 

diagnostic precision and efficiency in identifying diabetic retinopathy through the 

analysis of retinal images. By leveraging cutting-edge technologies such as machine 

learning and image processing, this research seeks to address the challenges associated 

with timely and accurate detection of diabetic retinopathy stages. Understanding the 

intricacies of image-based diagnostic systems and their potential integration into 

clinical practices is essential for developing effective strategies to combat the escalating 

threat of vision impairment caused by diabetic retinopathy. 

Through this investigation, the intent is to not only enhance the accuracy of detection 

but also to delve into the nuances of classification methodologies, providing a 

comprehensive framework for characterizing different stages of diabetic retinopathy. 

The outcomes of this research are anticipated to contribute valuable insights to both the 

scientific community and healthcare practitioners, fostering advancements in the realm 

of diabetic retinopathy diagnostics. 

In essence, this study aims to bridge the gap between medical imaging technologies and 

the imperative need for efficient, reliable, and accessible tools in the diagnosis and 

classification of diabetic retinopathy. By aligning with the broader mission of 

improving healthcare outcomes, the research endeavors to lay the foundation for a 

robust and scalable solution that can be integrated into clinical workflows, thereby 
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facilitating early intervention and ultimately reducing the burden of diabetic retinopathy 

related visual impairment. 

1.1.1 The Human Eye 

The human body's anatomy is made up of five senses: sight, hearing, taste, smell, and 

touch [1]. Each sense is critical for our daily activities, but vision is especially 

significant since it connects people to their surroundings. Sight is always referred to as 

vision. The focused light is delivered to the retina, stimulating the rods and cones. The 

retina then transmits these nerve impulses to the optic nerve. The optic nerve transfers 

these impulses to the brain, which interprets the visual pictures. The brain receives 

information visually via the eyes. The retina is an essential element of our eye that 

transmits images to the brain through the optic nerve [2]. Most eye disorders have 

undetectable symptoms in their early stages. If the problem is diagnosed early, it is 

easier to cure diseases like retinopathy and glaucoma. Otherwise, patients are put at 

danger; they need regular screening and diagnosis by medical specialists and trained 

ophthalmologists. In this case, establishing this via early identification is critical for 

diabetic retinal disorders. Diabetic individuals are mostly impacted by eye disorders, 

which may lead to serious consequences. One of the most dangerous side effects of a 

number of retinal disorders that cause visual impairments is diabetic retinopathy [3]. 

 

Figure 1.1: Anatomy of the Human Eye [4] 

The eye is a wonderful organ in humans that is in charge of vision, which enables us to 

see our surroundings. Understanding the anatomy of the eye is crucial to 
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comprehending various eye diseases and conditions. Similar to a camera, the eye 

possesses a spheroid structure and functions as a receptor organ for capturing and 

processing light. 

Figure 1.1 depicts the different parts that comprise an eye, each of which has a specific 

purpose. The region of the eyeball that is located behind the retina, together with the 

cornea, iris, and lens, are all components that collaborate to enable light from the 

environment to reach the retina. The retina is made up of many layers, and one of those 

layers contains the light-sensitive rods and cones. The retina is a single piece that 

connects to the optic nerve. The optic nerve transports information from the retina's 

rods and cones to the brain, where it is processed into a picture [5].  

Diabetes is a condition that develops when the body is unable to manufacture the 

hormone insulin or respond appropriately to its presence. [6]. Elevated blood sugar 

levels occur as a consequence of carbohydrates' inability to be efficiently metabolized 

[7]. High amounts of blood sugar may be harmful to blood vessels as well as neurons, 

increasing the likelihood that patients with diabetes will develop additional disorders 

associated to their diabetes, including DR [8]. Diabetic retinopathy (DR) is a disease 

that develops with diabetes. The deterioration of the retina's tiny blood vessels is the 

underlying cause of this disorder. As a consequence of the diabetes syndrome's 

secondary effects, blood vessels in the retina may degenerate, leak, or get occluded. 

Vision loss develops over time when the passage of nutrients and oxygen to various 

parts of the retina is disrupted. As a consequence of the blockages, abnormal blood 

vessels may form on the retina's covering. This enlargement may increase the likelihood 

of bleeding and liquid spills. As a consequence of these anatomical changes, the retina 

may subsequently shift farther from the back of the eye, making it difficult to see well 

at first. 

1.1.2 External Layers of the Eye 

An in-depth illustration of the surface layer of the human eye, offering a comprehensive 

visual representation of its anatomical structures and intricate features. 

1.1.2.1 Fibrous Tunic 

The fibrous tunic is the name given to the most outer layer of the eye, consisting of two 

components - the cornea and the sclera [9]. 
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 Cornea 

This transparent and curved structure forms the eye's anterior surface. Covered 

by a thin membrane called the conjunctiva, the cornea is responsible for 

refracting light and protecting the eye [10]. 

 Sclera 

The sclera, commonly known as the "White of the eye", is a hard, fibrous layer 

that protects and maintains the eye's fragile internal components [11]. 

1.1.2.2 Vascular Tunic (Uvea) 

The vascular tunic, sometimes referred to as the uvea, is the central layer of the eye, is 

composed of several structures: 

 Choroid 

The choroid is a highly vascularized layer situated between the sclera (the white 

part of the eye) and the retina [12]. It is rich in blood vessels that supply nutrients 

and oxygen to the retina. The choroid also contains pigmented cells that help 

absorb excess light, preventing reflections and scattering within the eye. This 

function helps enhance visual clarity and reduce glare [13]. 

 Iris 

The colorful portion of the eye known as the iris surrounds the transparent 

portion of the eye known as the pupil, which is the central aperture that permits 

light to enter the eye [14]. Muscles in the iris govern the size of the pupil, which 

affects how much light enters the eye. The iris dilates the pupil in low light to 

let more light in and constricts the pupil in bright light to reduce the amount of 

light entering [15]. 

 Ciliary Body 

The ciliary body is the portion of the eye that is located right beneath the iris. It 

is responsible for creating the aqueous humor, which is a transparent fluid that 

nourishes the cornea and maintains the pressure within the eye [16]. 

 Pigmented Epithelium 

 This layer covers the inside surface of the retina and gives the photoreceptor 

cells the nutrients they need to function properly [17]. 
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1.1.3 Internal Layer 

1.1.3.1 Retina 

The innermost layer of the eye is the retina, which contains specialized photoreceptor 

cells that detect light and initiate the visual process [18]. 

 Photoreceptors 

Rods and cones are the two most fundamental types of photoreceptor cells that 

may be found in the retina [19]. Color perception and high-resolution center 

vision need cones, but low light and peripheral vision require rods [20]. 

 Fovea 

A large concentration of cones may be found in the fovea, which is situated in 

the exact middle of the macula. This provides the ability for precise and detailed 

central vision [21]. 

 Optic Nerve 

The optic nerve sends visual input from the retina to the brain for additional 

processing and interpretation [22]. 

1.1.4 Segment Division 

1.1.4.1 Anterior Segment 

The parts of the eye that are located in front of the lens are part of what is known as the 

anterior segment , such as the cornea, iris, and lens. This segment is responsible for 

focusing light onto the retina and regulating the amount of light that enters the eye [23]. 

1.1.4.2 Posterior Segment 

The posterior segment encompasses the structures behind the lens, including the 

vitreous humor, retina, choroid, and sclera. It houses and protects critical components 

of the visual system, playing a vital role in maintaining the eye's structural integrity 

[24]. 

1.2    Structure of the Retina 

The retina is an important component of the eye that is responsible for converting the 

light that enters the eye into neural impulses that are subsequently delivered to the brain, 
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which ultimately results in the ability to see. It is situated along the inner surface of the 

eyeball, encompassing distinct sections of varying thickness 

1.2.1 Edge of the Optic Nerve Head 

 Thickness: 0.4–0.6 mm [25] 

 Location: The region around the optic nerve head, where the optic nerve 

exits the eye [26]. 

1.2.2 Central Fovea 

 Thickness: 0.2–0.25 mm [27] 

 Location: At the center of the retina [28]. 

1.2.3 Foveal Pit 

 Thickness: 0.07–0.08 mm [29] 

 Location: The central depression within the fovea, which contains a high 

density of cones for acute central vision [30] 

1.2.4 Ora Serrata 

 Thickness: About 0.1 mm [31] 

 Location: The outermost boundary of the retina where it meets the ciliary 

body [32]. 

Figure 1.2 provides a visual representation of the many layers that make up the retina. 

The retina is made up of multiple layers, each of which is responsible for a certain 

function. 

 

Figure 1.2: The intricate layers of the retina [33] 
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1.2.5 Pigment Epithelium 

 Location: The first layer of the retina [34]. 

 Function: This layer is responsible for selectively transporting substances 

from the blood capillaries of the choroid to the retina [35]. 

1.2.6 Light-Sensitive Cells (Rods and Cones) 

 Location: The second layer of the retina [36]. 

 Function: Rods and cones are the first neurons of the retina and serve as 

light receptors. There are about 7 million cones and 130 million rods in the 

retina. Cones are responsible for color vision and work best in well-lit 

environments, while rods detect motion and provide vision in low light 

[37]. 

1.2.7 Macula 

 Location: Present at the center of the retina [38]. 

 Function: The macula is a small and light-sensitive layer of tissue 

responsible for sharp, clear, and detailed central vision. It plays a critical 

role in tasks such as reading and recognizing faces [39]. 

1.2.8 Fovea 

 Location: The fovea is located at the middle of the macula [40]. 

 Function: The fovea is a tiny depression within the macula, densely packed 

with cones. It provides the highest visual acuity, allowing us to see fine 

details of objects directly in our line of sight [41]. 

1.2.9 Optic Disc (OD) 

 Location: Located in the inside of the eye, behind the macula, and roughly 

three to four millimeters to the nasal side of the macula [42]. 

 Function: The optic disc is the brightest area on the retina and acts as the 

location where the optic nerve attaches to the retina. This makes the optic 

disc one of the most important parts of the eye. As a result of its insensitivity 

to light, it produces a blind area in our range of vision. The optic disc, in 
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contrast to the rest of the retina, does not contain any photoreceptor cells 

[43]. 

The structure of the retina is crucial for understanding its role in vision and its 

involvement in various eye diseases, including diabetic retinopathy. The intricate 

arrangement of its layers ensures the transmission of visual information from the 

external environment to the brain for processing and interpretation. 

1.3 Working of Eye 

The human eye is a very sophisticated organ that enables us to take in and analyze 

visual information from our surroundings. It functions by converting light signals into 

electrical signals that are then transmitted to the brain for interpretation [44]. Figure 1.3 

demonstrates the intricate process governing the functionality of the human eye.   

 

Figure 1.3: Working of eye 

An overview of how the eye works is given below: 

1.3.1 Light Rays from Objects 

The process begins when light rays are emitted or reflected off objects in the 

environment. These light rays carry visual information and travel towards the eye. 

Light rays from object

Cornea

Pupil

Eye Lens (Convex)

Retina

Rods and Cones

Generate Electric Signal

Brain via Optic nerve
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1.3.2 Cornea 

The cornea is the clear/transparent layer that is placed at the front of the eye and is the 

outermost layer of the human eye. It acts as a protective covering and also plays a 

crucial role in refracting or bending the incoming light rays. The cornea focuses the 

light rays and directs them towards the pupil. 

1.3.3 Pupil and Iris 

The black, circular aperture that may be found in the middle of the iris, the colorful 

component of the eye, is known as the pupil. Because of the quantity of light that is 

entering the eye, the pupil may get larger. In low light, the pupil dilates (widens) to 

allow more light into the eye, while in high light, the pupil constricts (shrinks) to allow 

less light into the eye. The iris is in charge of controlling pupil size and is responsible 

for the eye's distinct color. 

1.3.4 Lens 

Behind the pupil, there is a crystalline structure called the lens. The lens is responsible 

for further refraction or bending of the light rays, which helps to fine-tune the focus of 

the light onto the retina, which is located in the rear of the eye. The eye is able to 

concentrate on objects located at varying distances - process known as accommodation, 

which is made possible by the lens's capacity to change its shape. 

1.3.5 Retina 

Rods and cones are the two kinds of photoreceptor cells that may be found in the retina, 

which is a layer of light-sensitive cells located at the back of the eye. The process of 

seeing images begins when rays of light strike the retina, where photoreceptor cells 

transform the light's energy into electrical impulses. Cones are in charge of color vision 

and detailed daylight vision, while rods are morelight sensitive and in charge of night 

vision. 

1.3.6 Optic Nerve 

The electrical signals generated by the photoreceptor cells travel through the retina and 

are collected by nerve fibers. The optic nerve is formed when these nerve fibers join 
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together to create a single structure. The optic nerve acts as a pathway for the 

transmission of visual information from the retina to the brain. 

1.3.7 Brain Interpretation 

The electrical impulses are sent from the retina to the visual processing areas of the 

brain via the optic nerve. Electrical impulses are interpreted in the brain, and visual 

information is processed into pictures. Together, these processes enable us to see and 

understand the world around us. 

1.4 Retinal Related Eye Diseases 

The retina, a vital component of the eye responsible for capturing light and transmitting 

visual information to the brain, is susceptible to various eye diseases. Understanding 

these retinal-related conditions is crucial for diagnosing, managing, and treating vision 

problems. The following are some significant retinal-related eye diseases: 

1.4.1 Diabetic Retinopathy 

Diabetic retinopathy is a frequent eye disorder that damages the blood vessels in the 

retina (the back of the eye) [45]. Diabetes is the leading cause of vision loss in those 

under the age of 70. The major cause of diabetic retinopathy is uncontrolled blood 

glucose rise, which destroys the endothelium of blood vessels and increases their 

permeability. Diabetic retinopathy may progress and cause retinal detachment [46]. 

Early identification and treatment are essential in order to avoid patients from suffering 

from vision loss. Patients may not exhibit any symptoms in the early stages of the 

disease. Laser photocoagulation may be utilized to treat and maybe prevent the 

progression of diabetic retinopathy in its early stages [47]. Routine eye examinations 

are essential for diabetic individuals to follow the progression of diabetic retinopathy 

[48]. Figure 1.4 depicts the evident impact of diabetic retinopathy on eye health by 

contrasting a normal eye with an eye affected by the illness. 
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Figure 1.4: Normal Eye vs. Diabetic Retinopathy Eye [49] 

1.4.2 Diabetic Macular Edema (DME) 

In people with diabetes, diabetic macular edema is the most prevalent cause of visual 

loss and a serious consequence. The accumulation of fluid and protein deposits on or 

under the macula causes macular thickness or swelling, which in turn impairs vision 

[50]. Abnormal leakage of blood vessels surrounding the macula or diseases that 

damage blood vessels can cause DME [51]. Diagnosis can be achieved using techniques 

such as fluorescein angiography to identify blood vessel leakages and Optical 

Coherence Tomography (OCT) to measure retinal thickness and detect swelling [52]. 

Treatment options for DME may involve the use of laser therapy to stabilize vision by 

sealing off blood vessels. Figure 1.5 illustrates the differentiation between a normal eye 

and an eye with diabetic macular edema, showcasing the discernible effects of the 

condition on ocular characteristics 

  

Figure 1.5: Normal Eye vs. Diabetic macular edema [53] 
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1.4.3 Age-Related Macular Degeneration (AMD) 

Macular degeneration associated with aging is a common cause of visual impairment, 

especially in those aged 50 and older [54]. If treatment is not received, AMD may cause 

central vision to become blurry or lead to the formation of blank patches in the central 

vision [55]. Dry AMD and wet AMD are the two distinct forms of this condition. Dry 

age-related macular degeneration is an early stage of the disease that is identified by 

the thinning of sections of the macula or the appearance of yellow deposits that contain 

lipids termed drusen [56]. Wet AMD is characterized by the formation of aberrant blood 

vessels under the retina. These blood vessels have the potential to leak fluids and cause 

irreparable damage to light-sensitive cells [57]. Wet AMD is associated with a more 

rapid decline in vision than dry AMD. Although AMD is not curable, early intervention 

and management can help delay its progression and improve visual outcomes. Figure 

1.6 offers a graphical representation of the comparison between a healthy eye and an 

eye with Age-related Macular Degeneration (AMD), elucidating the discernible ocular 

differences attributed to the condition. 

 

Figure 1.6: Healthy Eye vs. Eye with AMD [58] 

1.4.4 Cataract 

 Cataracts affect the clear lens of the eye, causing it to become cloudy or opaque. This 

condition often occurs in individuals over the age of 40 and develops gradually, 

potentially affecting one or both eyes [59]. Symptoms of cataracts include blurry vision, 

diminished color perception, the appearance of halos around lights, trouble with bright 

lights, and difficulty seeing at night [60]. Cataracts are classified into three types: 

subcapsular cataract, occurring at the back of the lens; nuclear cataract, forming at the 
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center of the lens; and cortical cataract, which develops in the lens cortex [61]. Cataracts 

can be treated through cataract surgery to restore vision. Figure 1.7 illustrates the 

contrast between a healthy eye and an eye with cataract, highlighting the observable 

disparities in their conditions 

 

Figure 1.7: Normal Eye vs. Cataract Eye [62] 

1.4.5 Conjunctivitis 

An inflammation of the conjunctiva, commonly known as pinkeye or conjunctivitis, is 

the cause of pinkeye. The conjunctiva is a thin, transparent membrane that borders the 

inside of the eyelids and covers the white part of the eye [63]. Allergies, viruses, 

bacteria, and irritants are all possible causes. Burning and itching sensations, increased 

tear production, and redness in the inner or white of the eye or eyelid are all indications 

of conjunctivitis [64]. Treatment may involve prescribed antibiotics, although some 

cases of conjunctivitis caused by sexually transmitted diseases may take longer to clear 

up. Figure 1.8 showcases the presentation of conjunctivitis. 

1.4.6 Glaucoma  

Glaucoma is an umbrella term for a collection of eye diseases that may have an effect 

on the optic nerve and are often brought on by an accumulation of fluid in the front part 

of the eye [66]. This elevated fluid pressure, known as intraocular pressure, causes 

damage to the optic nerve, which may ultimately result in irreversible loss of eyesight 

[67]. Glaucoma is classified into two types: open-angle glaucoma, which appears 
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normal but exhibits reduced fluid drainage, and angle-closure glaucoma, where the eye 

does not drain due to a narrow angle between the iris and cornea, leading to a sudden 

increase in eye pressure [68]. Figure 1.9 is an illustrative representation of the glaucoma 

condition. 

 

Figure 1.8: Conjunctivitis [65] 

 

 

Figure 1.9: Glaucoma [69] 
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1.5 Diabetic Retinopathy (DR) and its Stages 

Diabetic retinopathy is a progressive eye disorder that destroys the blood vessels in the 

retina, the light-sensitive tissue at the back of the eye. The disease can be categorized 

into four distinct stages, each representing different levels of severity and progressive 

changes within the retina. Figure 1.10 shows a graphical representation of the sequential 

stages characterizing Diabetic Retinopathy (DR). 

1.5.1 Mild Non-proliferative Diabetic Retinopathy 

In the early phases of diabetic retinopathy, patients often present with non-proliferative 

mild abnormalities [70]. There is weakening of the retinal blood vessel walls, leading 

to microaneurysms, which are small bulges or pouches that can leak fluid into the 

surrounding retinal tissue. This leakage can cause swelling and lead to the formation of 

small hemorrhages or dot-like hemorrhages. During this stage, the patient may not 

experience significant vision changes [71]. 

1.5.2 Moderate Non-proliferative Diabetic Retinopathy 

 As the illness advances, it moves into the stage of mild nonproliferative diabetic 

retinopathy. At this point, the blood vessels that feed the retina have a chance of being 

obstructed or deformed [72]. The reduced blood flow can lead to areas of the retina 

being deprived of oxygen, a condition known as retinal ischemia. In response to the 

lack of oxygen, the retina may release growth factors that stimulate the development of 

new blood vessels. 

1.5.3 Severe Non-proliferative Diabetic Retinopathy 

 In the severe non-proliferative diabetic retinopathy stage, the retinal blood vessels 

become significantly blocked, resulting in a more extensive loss of blood supply to the 

retinal tissues. The lack of oxygen further stimulates the release of growth factors, 

prompting the growth of more abnormal blood vessels [73]. These new vessels can be 

fragile and leak blood into the vitreous, the gel-like substance that fills the eye's interior. 

1.5.4 Proliferative Diabetic Retinopathy 

Proliferative diabetic retinopathy, often known as PDR, is the most severe and life-

threatening form of diabetic retinopathy. During this stage, the aberrant blood vessels 
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that were produced in the earlier phases continue to expand  [74]. These new veins are 

prone to bleeding and may produce scar tissue, either of which can induce the creation 

of fibrous bands that can tug on the retina, leading to additional visual impairment. 

Retinal detachment is another potential complication that can result from scar tissue 

formation. If treatment is not received, PDR has a substantial risk of leading to serious 

vision loss and blindness. 

 

Figure 1.10: Stages of DR [75] 

1.6 Pathology 

The main goal of this thesis is to design an intelligent system that employs the extraction 

and analysis of certain retinal features to detect diabetic retinopathy (DR) early. 

Diabetic retinopathy, a degenerative eye disorder that affects diabetics, may lead to 

blindness and visual impairment if left untreated.. Detecting the disease at its early 

stages is crucial for implementing timely interventions and preventing irreversible 

damage to the retina. 

In the early stages of diabetic retinopathy, patients may not experience noticeable 

symptoms, making regular eye screenings essential for early detection. As the disease 

progresses, symptoms may include blurred vision, progressive visual acuity loss, 

distortion, and the perception of floaters. However, by the time these symptoms 
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manifest, the disease may have already advanced, making early detection through 

retinal imaging and feature analysis a key focus of this research. 

The following section outlines the clinical features of diabetic retinopathy and explains 

how they will be segmented and analysed. In Figure 1.11, the essential features of the 

retinal fundus are depicted. 

 

Figure 1.11: Important features of the retinal fundus. [76] [77] 

1.6.1 Blood Vessels 

Blood vessels in the retina play a crucial role in supplying the eye with essential 

nutrients, such as oxygen and blood [78]. In diabetic retinopathy, the main blood vessels 

may become blocked and thickened, leading to reduced blood flow and inadequate 

oxygen supply. As a response to this oxygen deprivation, the retina may release growth 

factors that stimulate the formation of new, abnormal blood vessels. These newly 

formed vessels are weak and prone to leakage, which can lead to the accumulation of 

blood and fluids, including proteins and lipids, in the surrounding retinal tissue. Such 

leakage can cause damage to the macula and fovea, leading to sudden vision loss.  

1.6.2 Microaneurysms (MAs) 

Microaneurysms are one of the earliest signs of diabetic retinopathy and are small 

outpouchings or dilations in the retinal capillaries [79]. The continuous exposure of 

retinal blood vessels to high levels of glucose leads to endothelial cell damage and 

weakening of the vessel walls. As a result, the weakened areas balloon out to form 

microaneurysms, which appear as small round red dots on the retina when examined 

clinically. Microaneurysms are often the first indication of vascular abnormalities in 
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diabetic retinopathy and can be detected through fundus examination and retinal 

imaging techniques [80]. 

1.6.3 Hemorrhages (HAs) 

Hemorrhages manifest as round-shaped blot hemorrhages, resulting from blood leakage 

from the retinal blood vessels, predominantly in the interior layer of the retina [81]. In 

some cases, blood vessels may swell and leak blood or fluid, while in others, abnormal 

new blood vessels grow on the surface of the retina, causing hemorrhages. 

Microaneurysms (MAs) and hemorrhages (HAs) are commonly referred to as red 

lesions [82].  

1.6.4 Exudates (EXs) 

Exudates result from the leakage of fluid, lipids, and proteins from the retinal blood 

vessels [83]. These small, bright dots can be classified as hard or soft exudates. Hard 

exudates appear as yellow patches randomly scattered in various sizes and shapes, while 

soft exudates are presented as cotton wool-like spots [84]. The presence of exudates, 

particularly in the macular area, significantly contributes to vision loss in non-

proliferative diabetic retinopathy.  

1.6.5 Neovascularization 

In the latter stages of diabetic retinopathy, the capillaries of the retina become more 

constricted, preventing the retina from obtaining adequate oxygen.. In response, the eye 

initiates the growth of new blood vessels, known as neovascularization, in an attempt 

to sustain oxygen levels in the retina [85]. Figure 1.12 displays the phenomenon of 

neovascularization. 

 

Figure 1.12: Neovascularization [86] 
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1.7 Screening for Diabetic Retinopathy (DR) 

Diabetes patients must have regular screenings for diabetic retinopathy in order to make 

an observation and treat any potential eye problems early on. Diabetics may acquire 

diabetic retinopathy, a degenerative eye ailment, and if left untreated, it can lead to 

severe vision impairment and even blindness. Early detection through regular 

screenings is essential to implement timely interventions and prevent irreversible 

damage to the retina. 

As diabetic retinopathy progresses, it may not manifest noticeable symptoms until later 

stages. Therefore, timely and regular screenings are essential to detect the disease 

before significant vision loss occurs [87]. The screening process involves examining 

the back of the eyes, specifically the retina, using retinal photography. This non-

invasive procedure captures detailed images of the retina, enabling ophthalmologists 

and retinal surgeons to determine if diabetic retinopathy is present and to what extent it 

has progressed. 

During the screening, the patient's eyes are typically dilated with specific eye drops to 

provide a clearer and enlarged view of the retina. This aids in identifying characteristic 

abnormalities associated with diabetic retinopathy, such as microaneurysms, 

hemorrhages, and exudates. By thoroughly examining the retinal images, healthcare 

professionals can determine the appropriate course of treatment and develop 

individualized management plans for patients [88].  

Several diagnostic techniques are commonly employed during the screening process to 

observe fundus images and obtain morphological information related to diabetic 

retinopathy. These techniques include: 

1.7.1 Ophthalmoscopy (Funduscopy) 

Ophthalmoscopy, also known as funduscopy, involves examining the back part of the 

patient's dilated eye, particularly the retina, optic disc, and macula [89]. Dilating the 

pupil allows experts to view larger and clearer structures within the eye. 

Ophthalmoscopy is a valuable screening tool for various eye diseases, including 

diabetic retinopathy, optic nerve damage, retinal detachment, glaucoma, macular 

degeneration, and diabetes-related eye conditions. 
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1.7.2 Fluorescein Angiography 

Fluorescein angiography is a technique where a fluorescent dye (fluorescein) is injected 

into a vein, and the retinal circulation is visualized using a fundus camera equipped 

with a specialized filter [90]. The dye highlights the retinal blood vessels and helps to 

identify areas of leakage and neovascularization, providing valuable information about 

the extent and severity of diabetic retinopathy. 

1.7.3 Optical Coherence Tomography (OCT) 

OCT uses laser beams as a non-invasive imaging method to capture cross-sectional 

images of the retina. This allows retinal experts to examine each layer of the retina and 

measure their thickness. Such detailed measurements aid in diagnosis and provide 

valuable guidance for retinal-related treatments [91]. 

1.7.4 Scanning Laser Ophthalmoscopy (SLO) 

SLO uses confocal laser scanning microscopy to obtain high-quality diagnostic images 

of the retina and cornea. When integrated with adaptive optics, SLO can produce even 

sharper images of the retina [92]. 

1.7.5 Stereo Fundus Photography 

Stereo fundus photography captures multiple angle views simultaneously, providing a 

more comprehensive assessment of the retina's topography [93]. 

1.7.6 Hyper Spectral Imaging 

Hyper spectral imaging utilizes a fundus camera to capture images with specific 

wavelength bands. It is particularly useful for applications like oximetry, which 

quantifies oxygen levels in the bloodstream [94]. 

1.7.7 Fundus Autofluorescence (FAF) 

FAF imaging involves capturing the natural fluorescence emitted by lipofuscin, a waste 

product that accumulates in the retinal pigment epithelium (RPE) with age and disease 

[95]. FAF can reveal changes in the RPE and may help detect early signs of diabetic 

retinopathy and monitor disease progression. 
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1.7.8 Widefield Imaging 

Widefield imaging utilizes specialized cameras to capture a larger area of the retina in 

a single image [96]. This technique allows for a more extensive view of the peripheral 

retina, which is essential for detecting and managing peripheral diabetic retinopathy 

changes. 

1.8 Symptoms of Diabetic Retinopathy (DR) 

Diabetic retinopathy, sometimes known as DR, is a disorder that, in its early stages, 

may or may not present any obvious symptoms, making regular eye examinations and 

screenings critical for individuals with diabetes. As the disease progresses, certain 

symptoms may become apparent, indicating the need for immediate attention and 

management. The following is a list of symptoms that may indicate the existence of 

diabetic retinopathy: 

1.8.1 Blurred Vision 

Vision impairment is a potential symptom of diabetic retinopathy in its earlier phases, 

while it is still in its early stages. This happens because the blood vessels in the retina 

have been damaged and are leaking fluid, which causes the retinal tissue to swell and 

take on an abnormal shape. This condition is known as retinopathy. Blurred vision may 

fluctuate throughout the day and can affect both near and distance vision [97]. 

1.8.2 Progressive Visual Acuity Loss 

As diabetic retinopathy advances, visual acuity gradually diminishes. Individuals may 

notice a progressive decline in their ability to see clearly, impacting daily activities such 

as reading, driving, or recognizing faces [97]. 

1.8.3 Distorted Vision 

Diabetic retinopathy can cause the development of abnormal blood vessels, which can 

exert pressure on the retina and distort vision. Straight lines may appear wavy or bent, 

and objects may seem distorted or out of proportion [98]. 
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1.8.4 Floaters 

Small, black patches or forms that resemble threads might seem to "float" across a 

person's field of vision and are referred to as floaters. They are brought on by minuscule 

particles of blood or other fluids that are contained inside the vitreous gel of the eye, 

and when they move, they create shadows on the retina [99]. 

1.8.5 Impaired Color Perception 

As diabetic retinopathy progresses, it can affect color vision. Colors may appear washed 

out, faded, or less vibrant than usual [100]. 

1.8.6 Dark Spots or Blind Spots 

Hemorrhages and fluid leakage from damaged blood vessels can create dark spots or 

blind spots in the visual field. These areas may block the incoming light and result in 

partial loss of vision [101]. 

1.8.7 Sudden Vision Changes 

In some cases, diabetic retinopathy can lead to sudden and severe vision changes. If 

there is a significant amount of bleeding in the eye, sudden vision loss or a sudden 

increase in floaters may occur, requiring immediate medical attention [97]. 

1.9 Risk Factors of Diabetic Retinopathy (DR) 

Diabetic retinopathy (DR) is a complex eye disease that develops as a complication of 

diabetes mellitus. Various factors can increase an individual's risk of developing DR, 

and understanding these risk factors is essential for both early diagnosis and disease 

prevention. While diabetes itself is the primary risk factor for DR, there are additional 

factors that can further elevate the likelihood of its occurrence and progression. Some 

of the key risk factors associated with diabetic retinopathy are as follows: 

1.9.1 Duration of Diabetes 

The risk of developing diabetic retinopathy increases with the duration of diabetes 

[102]. Individuals who have had diabetes for a longer period are at a higher risk of 

developing DR compared to those with a shorter history of diabetes. 
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1.9.2 Poor Blood Glucose Control 

Maintaining stable blood glucose levels is essential for preventing complications 

related to diabetes, including diabetic retinopathy [103]. Poor blood glucose control, 

indicated by high and fluctuating blood sugar levels over time, significantly raises the 

risk of DR. 

1.9.3 Uncontrolled Hypertension (High Blood Pressure) 

High blood pressure can damage the blood vessels, including those in the retina, making 

it a significant a role in the development and course of the disease that [104] is a risk 

for. 

1.9.4 Uncontrolled Hyperlipidemia (High Blood Lipid Levels) 

Elevated levels of cholesterol and triglycerides in the blood can contribute to the 

development of DR. Proper management of lipid levels is essential in reducing this risk 

[105]. 

1.9.5 Type of Diabetes 

Individuals with type 1 diabetes or type 2 diabetes are both at risk of developing diabetic 

retinopathy. However, the risk may be higher in those with type 1 diabetes due to its 

earlier onset and potential for longer disease duration [106]. 

1.9.6 Pregnancy 

Pregnant women with pre-existing diabetes or gestational diabetes have an increased 

risk of developing diabetic retinopathy during pregnancy [107]. Proper monitoring and 

management of blood glucose levels are crucial during this period. 

1.9.7 Ethnicity and Genetics 

Some ethnic groups, such as Hispanics, African Americans, and Native Americans, 

have a higher predisposition to diabetic retinopathy [108]. Additionally, a family 

history of diabetes or diabetic retinopathy can increase an individual's risk. 
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1.9.8 Smoking 

Smoking is a modifiable risk factor that significantly exacerbates the progression of 

diabetic retinopathy [109]. Smokers with diabetes are at a higher risk of developing 

severe retinopathy compared to non-smokers. 

1.9.9 Nephropathy (Kidney Disease) 

The presence of diabetic nephropathy is associated with an increased risk of diabetic 

retinopathy, a kidney-related disease [110]. Proper management of kidney disease is 

vital in reducing the risk of DR. 

1.9.10 Macrovascular Complications 

Individuals with other macrovascular complications of diabetes, such as cardiovascular 

disease or peripheral vascular disease, may have an elevated risk of diabetic retinopathy 

[111]. 

1.10 Complications of Diabetic Retinopathy (DR) 

Diabetic retinopathy (DR), a degenerative eye disorder, may have a range of 

implications if neglected or untreated. As the condition progresses, the retina's blood 

vessels suffer damage, impairing vision and, in severe cases, resulting in permanent 

blindness. The following is a list of some of the most significant issues that might arise 

as a result of diabetic retinopathy: 

1.10.1 Diabetic Macular Edema (DME) 

DME is a frequent consequence of diabetic retinopathy and happens when fluid and 

protein leak from the damaged blood vessels into the macula, which is the core region 

of the retina that is important for crisp and detailed vision [112]. DME is a common 

complication of diabetic retinopathy. The enlargement of the macula that results from 

the deposition of fluid might result in vision that is distorted or unclear. People who 

have diabetic retinopathy are at an increased risk for developing DME, which is a 

primary cause of visual loss. 
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1.10.2 Proliferative Diabetic Retinopathy (PDR) 

 In the advanced stage of diabetic retinopathy, the damaged blood vasculature 

encourage the development of abnormally new blood vessels to form on the surface of 

the retina and the head of the optic nerve. These newly constructed vessels are quite 

fragile and prone to bleeding, causing the formation of scar tissue. PDR can lead to 

severe vision loss and even retinal detachment, a sight-threatening condition that 

requires immediate medical intervention [113]. 

1.10.3 Vitreous Hemorrhage 

Proliferative diabetic retinopathy can cause bleeding from the newly formed fragile 

blood vessels, leading to the accumulation of blood in the vitreous gel and it is located 

between the lens and the retina and fills the gap between the two. A hemorrhage in the 

vitreous might result in a sudden loss of vision as well as floaters in the field of vision 

[114]. 

1.10.4 Retinal Detachment 

The formation of scar tissue and the shrinking of the vitreous gel can lead to the 

detachment of the retina from the underlying tissue. Retinal detachment is a medical 

emergency and requires prompt surgical intervention to reattach the retina and restore 

vision [115]. 

1.10.5 Neovascular Glaucoma 

Neovascular glaucoma may occur as a consequence of proliferative diabetic 

retinopathy, which can result in the formation of abnormal blood vessels on the iris and 

the drainage angle of the eye. This type of glaucoma is challenging to manage and can 

cause severe vision loss and pain [116]. 

1.10.6 Vision Loss 

If diabetic retinopathy is left untreated or poorly managed, it can progressively lead to 

significant vision loss and even legal blindness. Loss of central vision and peripheral 

vision can profoundly impact an individual's daily activities and quality of life [117]. 
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1.10.7 Double Vision 

In some cases, diabetic retinopathy can cause double vision (diplopia) due to the 

misalignment of the eyes caused by impaired eye muscle function [118]. 

1.10.8 Vision Fluctuations 

Individuals with diabetic retinopathy may experience fluctuations in their vision, with 

visual acuity varying throughout the day or from one day to another [119]. 

1.11 Medical Treatments for Diabetic Retinopathy (DR) 

Diabetic retinopathy (DR) is a progressive eye disease that requires timely and 

appropriate medical interventions to prevent vision loss and preserve eye health. The 

choice of treatment depends on the stage of diabetic retinopathy, the severity of 

complications, and the patient's overall health. The following are some of the medical 

treatments commonly used for diabetic retinopathy: 

1.11.1 Anti-VEGF Injections 

Injections of anti-VEGF, also known as vascular endothelial growth factor, are a 

frequent form of therapy for proliferative diabetic retinopathy (PDR) and diabetic 

macular edema (DME) [120]. A protein known as VEGF is responsible for encouraging 

the development of aberrant blood vessels in the retina [121]. In order to inhibit VEGF 

activity and prevent blood and fluid leaks from damaged blood vessels, anti-VEGF 

medications including bevacizumab, aflibercept, and ranibizumab are injected into the 

vitreous gel of the eye. These drugs are injected directly into the vitreous gel. These 

injections may help improve eyesight and reduce the development of diabetic 

retinopathy in those who get them. 

1.11.2 Intraocular Steroid Injections 

 Corticosteroids are sometimes injected into the vitreous cavity to reduce inflammation 

and swelling in the macula caused by diabetic macular edema. Intraocular steroid 

injections, such as dexamethasone implants, can help stabilize vision and provide relief 

from macular edema [122]. 
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1.11.3 Laser Photocoagulation 

 Laser photocoagulation is a standard treatment for diabetic retinopathy, especially in 

its proliferative stage [123]. This procedure uses a focused laser beam to seal off and 

destroy abnormal blood vessels in the retina. Laser treatment can help prevent further 

vision loss and reduce the risk of complications like vitreous hemorrhage and retinal 

detachment. 

1.11.4 Vitrectomy 

 Vitrectomy is a surgical procedure used to treat advanced cases of diabetic retinopathy 

with severe vitreous hemorrhage or tractional retinal detachment [124]. During 

vitrectomy, the vitreous gel is removed from the eye and replaced with a clear saline 

solution. The procedure helps improve vision by clearing the vitreous of blood and scar 

tissue [125]. 

1.11.5 Panretinal Photocoagulation (PRP) 

Panretinal photocoagulation is a laser treatment that involves applying scattered laser 

burns to the peripheral areas of the retina. PRP is used to shrink abnormal blood vessels 

and reduce the risk of neovascularization in proliferative diabetic retinopathy [126]. 

1.11.6 Focal/Grid Laser Photocoagulation 

This laser treatment is used for diabetic macular edema that affects the central part of 

the retina (macula). The laser is focused on specific areas of swelling or leakage to 

reduce macular edema and improve vision [127]. 

1.11.7 Combination Therapy 

In some cases, a combination of different treatment modalities may be used to manage 

diabetic retinopathy effectively. For instance, anti-VEGF injections may be combined 

with laser photocoagulation to address both macular edema and abnormal blood vessels 

[128].  

1.12 Motivation 

Diabetic retinopathy (DR) is a leading cause of vision impairment globally, with 

millions affected each year. Early detection and accurate grading of DR are essential 
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for timely intervention, yet current methods are resource-intensive, relying heavily on 

experienced ophthalmologists for diagnosis and evaluation. This reliance on manual 

processes and hand-engineered features limits accessibility and scalability, particularly 

in resource-limited areas. Moreover, existing automated systems often require 

extensive training time, limiting their feasibility for real-time implementation. 

This research is motivated by the critical need for a more efficient, automated 

framework to enhance the detection and grading of DR. Such a solution has the 

potential to improve patient outcomes, reduce healthcare costs, and expand access to 

diagnostic services. By developing a model that minimizes training time while 

maintaining accuracy, this study aims to bridge the gap between clinical needs and 

technological capabilities, paving the way for more accessible and real-time DR 

screening on a global scale. 

1.13 Thesis Structure and Chapter Overview 

This thesis is organized to provide a comprehensive examination of diabetic retinopathy 

detection and classification using advanced machine learning and deep learning 

approaches. 

The study begins with Chapter 1, which introduces the foundational concepts of the 

human eye, its structure, and the pathology of diabetic retinopathy. This chapter also 

discusses the symptoms, risk factors, and treatment options associated with diabetic 

retinopathy, as well as the importance of early screening.  

Chapter 2 provides a detailed literature review, covering traditional and modern 

methods in retinal image analysis, focusing on machine learning (ML) and deep 

learning (DL) techniques. The chapter also addresses specific areas such as vessel 

segmentation, lesion detection, and microaneurysm detection, leading to a clear 

identification of the research gaps and the study's objectives. 

Chapter 3 discusses the dataset used for diabetic retinopathy analysis, outlining its key 

attributes and limitations. It also covers the grading process for classifying disease 

severity and presents benchmarks that establish a standard for model performance 

evaluation. 

Chapter 4 presents the development of the proposed model, DR-ResNet+. The chapter 

provides an overview of the conventional ResNet model as a base and then describes 
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enhancements implemented to improve detection accuracy specifically for diabetic 

retinopathy. 

Chapter 5 focuses on the results and performance evaluation of the proposed model, 

including a detailed comparison with existing models. This chapter further discusses 

the potential for real-world clinical implementation, emphasizing the benefits of the 

proposed model in supporting effective diabetic retinopathy screening. 

Finally, Chapter 6 concludes the thesis by summarizing the findings and contributions 

of this research and offering directions for future work that can build upon these 

advancements to further improve diabetic retinopathy detection in clinical practice. 
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CHAPTER 2 

LITERATURE REVIEW 

This second chapter, embarks on a comprehensive exploration of the ever-evolving 

landscape surrounding the detection and classification of diabetic retinopathy (DR) 

through the analysis of retinal images. The timely diagnosis and accurate grading of 

DR are pivotal in preventing vision impairment and blindness among individuals 

afflicted by diabetes mellitus. This chapter is dedicated to unraveling the multifaceted 

tapestry of research and innovation that has shaped the field, tracing the trajectory of 

advancements, and identifying the current state of knowledge in this critical domain of 

medical imaging and healthcare. 

As we delve into the wealth of literature on DR detection and classification, a survey 

of the various methodologies, techniques, and algorithms that have been developed over 

the years has been explored. Our exploration will not only span the technological 

aspects but will also scrutinize the clinical implications of these advancements. The 

goal is to not only understand where we stand in the present but also to uncover 

opportunities for further enhancement and innovation, ultimately contributing to the 

improvement of healthcare outcomes for diabetic patients. 

2.1 Existing Approaches for DR Detection and Classification 

2.1.1 Traditional Methods 

Diabetic Retinopathy (DR) is a complex and progressive eye disease that poses 

significant challenges for early detection and accurate diagnosis. Over the years, 

various methods have been employed to detect and assess DR, with manual grading 

and human expert assessment being the conventional approaches. In this section, we 

delve into the details of these methods, their limitations, and the driving factors behind 

the need for more sophisticated and automated techniques. 

2.1.1.1 Manual Grading 

 Manual grading involves the visual inspection and assessment of retinal images by 

trained ophthalmologists or medical professionals [129]. This labor-intensive process 
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requires experts to meticulously examine retinal images for characteristic features of 

DR, such as microaneurysms, hemorrhages, exudates, and vascular abnormalities 

[130]. While manual grading benefits from the expertise of skilled professionals, it is 

inherently subjective and prone to interobserver variability. Different experts may 

interpret the same image differently, leading to inconsistent results [131]. Moreover, 

this approach becomes increasingly impractical when dealing with a large volume of 

images, as it requires considerable time and resources. 

2.1.1.2 Human Expert Assessment 

 Human expert assessment takes advantage of the deep knowledge and clinical 

experience of ophthalmologists. These experts analyze retinal images to diagnose and 

grade DR accurately [132]. The process involves identifying subtle signs and patterns 

indicative of the disease's progression. However, like manual grading, human expert 

assessment suffers from subjectivity and variability [133]. The reliance on individual 

expertise introduces the risk of misinterpretation and inconsistencies in diagnosis, 

which can impact patient care [134]. 

2.2 Limitations of Traditional Methods 

The utilization of traditional methods for the detection and assessment of Diabetic 

Retinopathy (DR) has been associated with a range of inherent limitations. These 

shortcomings, including subjectivity, time-consuming procedures, and interobserver 

variability, underscore the pressing need for more advanced and automated techniques. 

In this section, we delve into the specific constraints posed by these traditional methods 

and their implications for effective DR diagnosis and management. 

2.2.1 Subjectivity in Interpretation 

 One of the prominent limitations of traditional methods, such as manual grading and 

human expert assessment, is their reliance on subjective interpretation [135]. Expert 

evaluators, while skilled, are still susceptible to individual biases and variations in 

judgment. This subjectivity introduces a degree of uncertainty into the diagnostic 

process, leading to discrepancies in the identification and grading of DR features. Such 
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inconsistencies hinder the reliability and reproducibility of results, potentially 

compromising patient care decisions. 

2.2.2 Time-Consuming Procedures 

 Traditional methods are notorious for their time-consuming nature. Manual grading 

and human expert assessment demand extensive periods for the evaluation of each 

retinal image [136]. This elongated process becomes impractical when dealing with 

large datasets or when rapid intervention is crucial. The delay in diagnosis and 

treatment initiation can lead to missed opportunities for early intervention, exacerbating 

the progression of DR and its associated complications. 

2.2.3 Interobserver Variability 

 Interobserver variability, the phenomenon where different evaluators arrive at different 

conclusions when assessing the same retinal images, is a significant challenge in 

traditional DR detection approaches [137]. Multiple experts analyzing the same image 

may arrive at divergent diagnoses or severity gradings due to inherent differences in 

perception and interpretation. This variability introduces a level of unpredictability and 

inconsistency in results, undermining the reliability of traditional methods. 

2.2.4 Impact on Clinical Workflow 

The limitations of traditional methods have implications for the overall clinical 

workflow. Subjectivity, time constraints, and interobserver variability can collectively 

hinder the efficiency of healthcare practices [138]. Valuable clinician time is allocated 

to manual assessments, diverting resources from other critical tasks. Moreover, the need 

for continuous training and expertise maintenance adds to the operational burden, 

limiting the scalability of traditional approaches. 

2.2.5  The Imperative for Automation 

 In light of these limitations, there is a growing consensus within the medical 

community about the imperative to transition toward automated and objective 

techniques [139]. By harnessing the power of advanced technologies, such as machine 

learning algorithms and computer-aided diagnosis systems, healthcare practitioners can 

overcome the challenges posed by subjectivity, time consumption, and interobserver 
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variability [140]. These innovative approaches hold the promise of enhancing the 

accuracy, efficiency, and accessibility of DR detection and classification, ultimately 

leading to improved patient outcomes and the effective management of Diabetic 

Retinopathy. 

2.3 Machine Learning and Deep Learning Techniques in 

Medical Image Analysis 

Advancements in medical image analysis have been significantly propelled by the 

emergence of Machine Learning (ML) and Deep Learning (DL) techniques. ML and 

DL offer a paradigm shift in how complex patterns and information can be extracted 

from medical images, including those of retinal structures, facilitating more accurate 

and efficient disease detection and diagnosis [141]. This section provides an overview 

of the key concepts of ML and DL and discuss their profound impact on the field of 

medical image analysis, particularly in the context of Diabetic Retinopathy (DR). 

2.3.1 Machine Learning (ML) and its Application in Medical Imaging 

Machine Learning refers to a computational approach where algorithms are designed 

to learn from data and subsequently make predictions or decisions without being 

explicitly programmed. In medical imaging, ML techniques encompass a diverse range 

of methodologies that enable computers to autonomously identify patterns, anomalies, 

and relevant features within images [142]. Common ML techniques include Support 

Vector Machines (SVM), Random Forests, Decision Trees, and k-Nearest Neighbors, 

among others [143]. These techniques have been employed for tasks such as image 

segmentation, feature extraction, and classification of medical conditions. 

In the context of DR detection, ML has been instrumental in the development of 

automated systems that can accurately distinguish between healthy retinal images and 

those with various stages of DR [144]. By training on large datasets containing labeled 

images, ML algorithms can learn to recognize subtle textures, shapes, and structures 

associated with different retinal abnormalities [145]. The application of ML techniques 

has demonstrated promising results in improving the efficiency and accuracy of DR 

screening, aiding healthcare practitioners in making informed clinical decisions [146]. 
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2.3.2 Deep Learning (DL) and its Role in Medical Image Analysis 

Deep Learning represents a subset of ML techniques that have garnered significant 

attention and acclaim for their ability to handle complex and high-dimensional data 

[147]. DL models, specifically Convolutional Neural Networks (CNNs), have exhibited 

remarkable prowess in image recognition and understanding. These networks consist 

of multiple layers that automatically learn hierarchical representations of features from 

raw input data, making them particularly well-suited for medical image analysis [148]. 

In the domain of DR detection, DL techniques have demonstrated exceptional 

performance. DL models trained on large annotated datasets have shown the capability 

to accurately segment retinal structures, detect lesions such as microaneurysms and 

exudates, and classify the severity of DR [149]. The depth and complexity of CNN 

architectures allow them to capture intricate details and variations in retinal images, 

leading to enhanced diagnostic accuracy [150]. 

2.3.3 Advantages and Challenges 

The integration of ML and DL techniques into medical image analysis offers several 

advantages, including reduced subjectivity, increased efficiency, and improved 

diagnostic accuracy [151]. These technologies have the potential to revolutionize DR 

screening by providing objective and consistent assessments, thereby alleviating the 

limitations associated with traditional manual methods. 

However, it is important to acknowledge that the successful implementation of ML and 

DL techniques requires robust data collection, preprocessing, and algorithm design 

[152]. Additionally, the black-box nature of some DL models may raise concerns 

regarding interpretability and transparency, necessitating efforts to enhance model 

explainability in medical contexts [153]. 

2.4 ML and DL Approaches in Diabetic Retinopathy 

Detection, Classification and Grading 

In recent years, the integration of Machine Learning (ML) and Deep Learning (DL) 

techniques has revolutionized the field of Diabetic Retinopathy (DR) diagnosis [154]. 

This section presents an extensive review of studies that have harnessed these 
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computational methodologies to enhance the accuracy and efficiency of DR detection, 

classification, and grading. 

2.4.1 ML-Based Approaches 

Numerous investigations have explored the efficacy of traditional ML algorithms in DR 

analysis. Support Vector Machines (SVM), Decision Trees, Random Forests, and k-

Nearest Neighbors have been widely applied to extract features and classify retinal 

images [155]. These techniques have exhibited notable potential in distinguishing 

between various DR severity levels based on features like microaneurysms, 

hemorrhages, and exudates. 

R Sarki et al. [156] employed SVM for multi-class classification of DR images, 

achieving an impressive accuracy of 85%. Additionally, Yu et al. [157] combined k-

Nearest Neighbors with texture analysis to improve DR grading accuracy, 

demonstrating the versatility of ML techniques in addressing the complexity of retinal 

image analysis. 

2.4.2 DL-Based Approaches 

The emergence of Deep Learning, particularly Convolutional Neural Networks 

(CNNs), has ushered in a new era of precision in DR diagnosis. DL models possess an 

innate capability to learn intricate patterns from vast datasets, enabling more nuanced 

identification of retinal abnormalities. 

Bosale et al. [158] traces the progression of diabetic retinopathy (DR) detection 

methods from conventional to deep learning, emphasizing convolutional neural 

networks (CNNs). It also points out the untapped potential of integrating pretrained 

language models with segmented image inputs for improved diagnostic accuracy in 

web applications. 

2.4.3 Hybrid Approaches and Ensemble Learning 

In pursuit of optimal accuracy, some studies have adopted hybrid approaches that 

synergistically combine traditional ML algorithms with DL techniques. This fusion of 

methodologies capitalizes on the strengths of both paradigms, leading to improved 

diagnostic outcomes. 
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Furthermore, ensemble learning techniques, including stacking and bagging, have 

gained traction for their ability to enhance classification performance. By aggregating 

predictions from multiple models, ensemble methods mitigate overfitting risks and 

enhance model robustness [159]. 

2.5 Retinal Image Analysis Techniques 

2.5.1 Image Processing 

In both manual and automated diagnostics, the integrity and accuracy of identification 

depend heavily on the quality of retinal images. Multiple factors contribute to the 

potential degradation of retinal image quality, encompassing challenges such as uneven 

illumination, deficient contrast, obscured media clarity, the wide-angle perspective of 

fundus cameras, inadequate pupil dimensions, variations in sensor array geometry, and 

the inherent effects of eye movement [160]. Therefore, the enhancement of image 

quality emerges as a pivotal consideration in the analysis process. Diverse 

methodologies have been extensively explored to ameliorate the uniformity of 

illumination and contrast levels across various research domains. The subsequent 

section delineates prevalent techniques employed to optimize the preparation of ocular 

retinal images, thereby striving to ensure consistency and clarity for accurate 

diagnostics. 

2.5.2 Noise Reduction Approach 

Prior to the application of illumination correction and contrast enhancement 

procedures, a tailored noise reduction filter was strategically employed to effectively 

mitigate disruptive background noise inherent in each image. During the execution of 

this filtration, a dual consideration of the neighborhood's mean value and its variance 

was thoughtfully incorporated [161]. Among order-statistic filters, the median filter has 

garnered notable recognition, primarily due to its proficiency in addressing specific 

noise types, encompassing Gaussian, random, and salt-and-pepper noise [162]. This 

strategic implementation of noise reduction measures serves as a foundational step in 

optimizing the quality and fidelity of retinal images for subsequent analysis. 
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2.5.3 Illumination Compensation Technique 

In the pursuit of rectifying suboptimal illumination conditions, a commonly employed 

approach involves shadow correction [163, 164]. Within this methodological 

framework, a significant advancement is achieved by effectively eliminating the 

background components that contribute to illumination irregularities. The foundational 

principle underlying this technique involves extracting an image that predominantly 

captures the underlying backdrop from the original image. This process is facilitated by 

strategically implementing a median filter with dimensions surpassing those of the most 

prominent retinal features, thereby resulting in the derivation of the comprehensive 

background image. By successfully integrating this illumination correction strategy, the 

inherent challenges associated with inconsistent lighting are adeptly addressed, 

subsequently enhancing the overall quality and interpretability of retinal images. 

2.5.4 Enhancement of Contrast 

Efforts aimed at enhancing the contrast of retinal images commonly encompass two 

predominant strategies, namely histogram processing and the polynomial 

transformation operator. Among these, the Contrast Limited Adaptive Histogram 

Equalization (CLAHE) technique stands out as a noteworthy approach [165]. 

Distinctively, CLAHE operates on targeted segments of the image rather than applying 

a uniform enhancement to the entire image. This nuanced methodology results in a 

more precise and discerning enhancement of picture contrast compared to conventional 

histogram equalization methods. 

In contrast to conventional approaches, the CLAHE method excels in executing image 

contrast enhancement with heightened efficiency and effectiveness [165]. Notably, 

Walter et al. have introduced a distinctive avenue for global polynomial contrast 

enhancement [166], wherein a specially designed polynomial gray level conversion 

operator is enacted upon the green channel image. This technique holds promise for 

elevating the perceptibility of vital and salient areas within the retinal image [167]. 

Renowned for its applications in biomedical image processing, the CLAHE 

enhancement methodology has proven instrumental in rendering significant anatomical 



 

38 

 

details more vividly and effectively apparent, thereby contributing to enhanced 

diagnostic accuracy and interpretation [167]. 

2.6 Extraction of Retinal Blood Vessels  

Ophthalmologists can identify patients with DR by checking for lesions in the retina 

that are associated to the condition. The technique proposed works effectively in certain 

areas where diabetes is prevalent and DR diagnosis and treatment are often needed 

owing to a lack of resources and competence. While ophthalmologists labor hard to 

avoid blindness and the number of diabetics grows, DR infrastructure and skill are 

deteriorating. Over the past 10 years, there has been a boom in interest in automated 

retinal blood vessel segmentation. Fraz et al. [168] created both supervised and 

unsupervised segmentation algorithms. Unsupervised algorithms learn as they segment 

photos, while supervised segmentation approaches depend on the ground truth of a 

training set of images. Approaches used in unsupervised research include vessel 

tracking, matched filtering, contour models, Laplacian operators, morphological 

transformations, and perceptual transformation approaches. The proposed study defines 

datasets gathered from public and hospital sources as "normal", "mild", "moderate", 

and "severe", and then trains the network using supervised learning techniques. Staal et 

al. [169] created the ridge-based vessel identification approach, which separates the 

image into segments based on the closeness of each pixel to a ridge element. A kNN 

classifier is used to evaluate and apply a set of 27 characteristics for each pixel. When 

the feature set is small, this strategy speeds up the process; when the feature set is large, 

it slows down. The method's reliance on training data and susceptibility to fake edges 

are also disadvantages. Marin et al. [170] describe an approach without network 

learning features based on a single expert person. Its AUC is also good. To generate 

neural network classifiers, he proposed utilizing an independent training dataset and a 

seven-feature set built using neighborhood parameters and the moment invariants-based 

technique. Soares et al. [171] recommend employing a GMM classifier after retrieving 

the six-feature set using Gabor wavelets. The training data differs in this scenario as 

well, and it takes longer to train GMM models that integrate 20 distinct Gaussian 

distributions. Fraz et al. [172] extract a nine-feature set using 200 decision trees, 

boosting and bagging algorithms, and Gabor filters in their vessel classification 
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approach. The high computational cost of this method is a disadvantage. The 

morphology-based technique, according to Roychowdhury et al. [173], classifies more 

pixels than the Gaussian mixture model (GMM) and can distinguish blood vessels and 

background areas. Roychowdhury et al. [173] provided a strategy in which the 

morphology-based method recognizes blood vessels and background areas while the 

CNN categorizes a larger number of pixels, which served as motivation for the proposed 

work for the vascular segmentation approach utilizing CNN in Tensorflow. It is advised 

to increase the number of test and training images, the classifier's accuracy, and the 

number of characteristics used for classification. Liskowski et al. [174] used 

unsupervised techniques to build a deep neural network and extract vessel pixels from 

fundus images. Ramlugun et al. [175] employed retinal blood vessel segmentation from 

digital fundus images to detect proliferative DR (PDR). The blood vessels are 

segmented using a double-sided thresholding approach, then enhanced using 2D-Match 

(Gabor) filters and contrast limited adaptive histogram equalization (CLAHE). This 

vascular extraction process has a high accuracy of 93.1%. Vasanthi and Wahida Banu 

[176] extracted the blood vessel using preprocessing, feature extraction, and 

classification. To accomplish this extraction, (i) a feature vector is generated by 

extracting nine features, and this feature vector is then classified using ELM. (ii) To 

extract seven characteristics, grey level and moment invariants are employed, and ELM 

is used for classification. Vessel segmentation provides the foundation for recognizing 

exudates, optic discs, and microaneurysms. As part of a computer-based diagnostic 

approach, Franklin and Rajan [177] proposed employing a feed forward network and a 

back propagation algorithm to adjust the effective weights in the previously mentioned 

neural network. To recognize retinal blood vessels, a multilayer perceptron neural 

network is utilized. Gabor and moment invariants-based features provide input. He also 

saw exudates in the retinal picture. Yogesh et al. [178] developed a bi-orthogonal 

wavelet filter for blood vessel extraction. The statistical properties are computed, and 

the results reveal that the accuracy is 0.9516 and the sensitivity is 0.9567. Numerous 

research have used the vessel-tracking technique using line tracking and particle filters, 

respectively [179, 180]. Badsha et al. [181] offered Kirsch's technique for edge 

improvement, object classification, and morphology-based strategies for obtaining 

retinal images. Akram et al. [182] employed the 2D Gabor wavelet approach and 
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stacked thresholding. Using the 2D Gabor wavelet, the image's noise is decreased and 

its structures are enhanced. In the multilayered thresholding technique, several 

thresholds are used to monitor the vessel's edges and their connection. The performance 

measures' accuracy, as measured using publicly available datasets such as DRIVE and 

STARE, was 94.69% and 95.02%, respectively. 

2.7 Detection of Microaneurysm 

Early non-proliferative diabetic retinopathy, the first stage of DR, is distinguished by 

dark lesions in the retina such as microaneurysms and haemorrhages. Early diagnosis 

of these illnesses may aid in rehabilitation and the avoidance of visual loss. Several 

research efforts have been conducted to automate the examination of retinal 

abnormalities and the diagnosis of MA and HA. The discovery of microaneurysms, 

which are typically smaller than the major optic veins, is crucial in determining the 

severity of DR. It appears as a little circular area that forms when two thin blood vessels 

intersect. The circular specks are very small in both size and shape. The most common 

ways for seeing the clear picture of MAs are shade correction, filtering, or noise 

reduction. The green channel is most often utilised for segmentation. When the blood 

vessel walls weaken and bulge, this is the first sign of DR. On the retinal surface, tiny, 

spherical red spots with diameters smaller than 125 m may be detected. These dots may 

be observed alone or in groups. Sopharak et al. [183] developed a technique for 

identifying MAs in retinal images using morphological operators. Preprocessing is 

done using mathematical morphology, and the blood vessels are extracted using a shade 

correction approach. For MA identification, local thresholding approaches and the 

extended minima transform are applied. The statistical report has a sensitivity of 

81.66% and a specificity of 99.99%. A decision support system based on the location 

and number of MAs and HA was implemented to aid in the diagnosis of DR. Saleh and 

Easwaran [184] employed morphological transformation approaches for segmentation. 

The top-hat and bottom-hat are utilized in contrast enhancement procedures. To detect 

dark lesions, multilayer thresholding and the H-maxima transform are used. MAs were 

discovered to have sensitivity and specificity of 84.31% and 93.63%, respectively, in 

this investigation. It detects HAs similarly, with sensitivity and specificity of 87.53% 

and 95.08%, respectively. Zhang et al. [185] developed the Multiscale Correlation 



 

41 

 

Filtering (MSCF) and dynamic thresholding approach for the effective detection and 

localization of MAs. It utilises two approaches, employing fine level detection to 

classify true MAs and coarse level detection to collect MAs. MAs were recognised at 

the coarse level by calculating the correlation coefficient, using a sliding 

neighbourhood filter, and employing a multiscale Gaussian kernel. MAs are classified 

finely based on features such as shape, colour, grayscale intensity, Gaussian filter 

output, and correlation coefficient values. Tavakoli et al. [186] extracted MAs using a 

fluorescein angiogram (FA) on a radon transform and numerous overlapping windows. 

The sensitivity and specificity are 94% and 75%, respectively. Tavakoli et al. [186] 

employed a cutting-edge approach for identifying lesions to diagnose the DR disease. 

The optic nerve's head was first recognised and covered. The preprocessed image was 

divided into sub-images, and each sub-image was subjected to the radon transform. By 

segmenting the blood vessels and the optic nerve head, MAs may be detected using the 

proper thresholding and radon transform. Lazar and Hajdu [187] proposed a strategy 

for identifying microaneurysms using directed cross section profiles by using the local 

maxima pixels of the preprocessed image. In each profile, peak detection is employed, 

and peak parameters such as size, height, and shape are determined. To exclude phoney 

possibilities, naive Bayes classification is used. Reduced false positive rates result in 

higher sensitivity. Dupas et al. [188] devised a diameter-closing approach for finding 

microaneurysms using k-nearest neighbours (kNN). Antal and Hajdu [189] investigated 

how to improve MA recognition using contextual data and an adaptive weighting 

approach. An ensemble-based technique assigns weights to the lesions of the ensemble 

members based on their contrast and geographical location. Pereira et al. [190] provide 

a multi-agent system paradigm for MA identification. It progresses from the pre-

processing step to the environment construction stage. Niemeijer et al. [191] developed 

a technique to identify microaneurysms using a vascular segmentation approach. A 

pixel classification method is used to create the vessel map and identify its structure. 

Adal et al. [192] developed a scale-invariant interest-point or blob detection theory to 

detect possible microaneurysms. 
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2.8 Detection of Haemorrhages 

 Blot haemorrhages are circular haemorrhages that occur in the inner layer of the retina 

as a result of blood seeping from the retinal blood vessels. In certain cases, blood vessels 

may widen and leak blood or fluid, while in others, abnormal new blood vessels may 

sprout on the surface of the retina. Blood vessels that are swollen or abnormally or 

newly produced blood vessels that leak blood may cause haemorrhages. Haemorrhages 

and microaneurysms are referred to as red lesions in medicine. Grisan et al. [193] use a 

simple local thresholding strategy to find hemorrhagic lesions in retinal pictures. Pixel 

values are evaluated using the cluster's spatial density. 

2.9 Detection of Exudates 

Exudates are small, bright spots that form when the retinal blood vessels haemorrhage 

proteins, lipids, and water. Exudates are classified into two types: soft and hard. The 

initial stage of exudates is hard exudates, which appear as intermittent yellow colour 

patches of varying sizes, shapes, and placements. The soft exudates, which often 

resemble cotton wool, are the most severe stage of exudates. These types of exudates 

are responsible for the bulk of vision loss in NPDR. Both hard and soft exudates are 

referred to as bright lesions. 

Harangi and Hajdu [194] use an automated technique for identifying exudates in digital 

fundus images. It is performed by using a grayscale morphology-based approach to 

detect any exudates evident in the fundus image. Following the contour detection, non-

exudate lesions were excluded using a region-wise classifier. This task is completed 

using the Naive Bayes classifier and region-based characteristics. Karegowda et al. 

[195] proposed decision trees and Genetic Algorithm-Correlation-based Feature 

Selection (GA-CFS) techniques to detect and extract exudates from retinal fundus 

images. A back propagation neural network classifier is utilised to classify the exudates. 

Mookiah et al. [196, 197] employ colour, shape, and morphological traits to identify 

exudates. The optic disc was excised and deleted using the Intuitionistic Fuzzy Histon 

(A-IFSH) method. Li and Chutatape [198] present integrated region growth and edge 

detection techniques to identify exudates. A clever edge detector is employed to detect 

exudates on each of the 64 sub-images that comprise the retinal fundus image, and a 
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Personal Component Analysis classifier is used to detect OD. Sinthanayothin et al. 

[199] employed recursive area expanding segmentation to detect exudates, with 

sensitivity and specificity of 88.5% and 99.7%, respectively. Osareh et al. [200] employ 

fuzzy C-Means clustering to detect exudates in retinal fundus images. Exudates are 

separated based on global and local thresholding criteria. A neural network classifier is 

used to identify the fundus image's attributes such as colour, size, edge strength, and 

texture. To rank the traits and identify the subset, a genetically based technique is used. 

Its sensitivity and specificity are 93.5% and 94.6%, respectively. The training technique 

requires more computational effort, which decreases the training velocity. Sanchez et 

al. [201] use combination models to dynamically threshold the images and isolate the 

exudates from the background of the retinal image. A post-processing approach was 

employed to differentiate between hard exudates, cotton wool patches, and other 

artifacts. The result was obtained using a database of eighty retinal images. Agurto et 

al. [202] demonstrate high computational complexity. His method employs the most 

sophisticated DR frequency and amplitude features. Ali et al. [203] developed a 

statistical atlas-based approach for identifying the presence of exudates. Based on 

mathematical morphology, Welfer et al. [204] developed a superior approach for 

recognizing exudates in colored fundus images. It achieves 70.48% sensitivity and 

98.84% specificity using DIARETDB1 as the performance measure. Fathi and Naghsh-

Nilchi [205] demonstrated the multi-scale vessel augmentation approach using a 

sophisticated continuous wavelet transform. To extract thick and thin vessels, low-

resolution and high-resolution sub-bands are employed, respectively. The diameter of 

the vessels is calculated by acquiring the circular structure vessel diameter. Giancardo 

et al. [206] developed a unique approach for diagnosing diabetic macular edema (DME) 

that combines automated lesion segmentation, wavelet decomposition, and color 

features. A classifier based on these criteria was constructed to identify DME with 

exudates. The performance metric is generated using 164 photographs from the publicly 

available dataset. The detection of exudates in retinal images was accomplished using 

a novel approach termed adaptive thresholding developed by Jaafar et al. [207]. Using 

mathematical morphology, the adaptive thresholding outcomes based on the coarse 

segmentation findings are clarified. Harangi et al. [208] developed an automated 

method for detecting exudates. Exudates in the retinal fundus image were discovered 
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utilising an active contour-based method and grayscale morphology. Filter banks are 

employed to separate exudate-producing locations, and a Bayesian classifier is utilised 

to distinguish between exudate- and non-exudate-producing regions, according to 

Akram et al. [209]. Reza et al. [210] provide a unique method for detecting exudates 

and the optic disc. The region is segmented using a marker-controlled watershed 

segmentation method, and the resultant image is improved via average filtering and 

contrast correction methods. 

2.10 Segmentation of OD 

 The identification and extraction of the optic disc is the most important job in 

automated retinal screening. The optic disc is initially discovered to identify it from the 

other spectacular lesions. As a result, OD extraction is critical for the development of 

an automated retinal grading system. On the basis of active contour modeling and back 

propagation and the Fuzzy C-Means (FCM) algorithm, Muramatsu et al. [211] 

developed a feed-forward neural network for OD detection. In order to determine the 

boundary of the optical disc, a perceptive edge detector is employed. Aquino et al. [212] 

and Yu et al. [213] developed a template-based approach for the purpose of segmenting 

OD from retinal fundus images. An algorithm of the voting kind is used to find the OD. 

The borders of the OD, red, and green channels are established using morphological 

and edge detection algorithms. For OD boundary estimation, the circular Hough 

transform is implemented. Ellipsoidal disc images are less successful. In order to detect 

OD, Kavitha and Ramakrishnan [214] developed the Ant Colony Optimisation (ACO) 

technique for edge recognition of retinal images. Morphological methods may be used 

to identify OD. Li and Chutatape [215] improved their identification technique by 

utilising an active shape model based on PCA to identify the form of the OD. Youssif 

et al. [216] employ a two-dimensional Gaussian matching filter to generate a direction 

map of the segmented retinal arteries. The vessel direction and the difference in 

matching filter output are both monitored. The smallest difference is utilised to 

calculate OD's coordinates. The watershed transform (Walter & Klein [217]; Hajer et 

al. [219]) and the Hough transform (Zhu & Rangayyan [218]) were used to determine 

the OD borders and centre. The vessels in the OD area are removed, and contours are 
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found using the watershed transform. The watersnake transform, a mix of active 

contours and the watershed transform, was utilised by Hajer et al. [219]. 

2.11 Vessel Segmentation of Retinal Images 

Vessel segmentation plays a pivotal role in the accurate analysis of retinal images, 

aiding in the identification and characterization of blood vessels within the intricate 

network of the retina. Several distinct characteristics contribute to the uniqueness of 

retinal vessels, encompassing their distinct dark red color, inherent contrast against the 

retinal background, and the discernible gradient exhibited along the contours of these 

vessels. The representation of these vessels through piecewise linear functions provides 

an effective framework, with their cross-sectional intensities resembling the bell-

shaped Gaussian distribution. 

Vessel segmentation methodologies have been classified into three primary categories, 

each guided by distinctive principles: matched filtering, mathematical morphology, and 

vessel tracking. The foundational utilization of the Gaussian filter for blood vessel 

segmentation was initially introduced by Chaudhuri et al. [220]. In addition to 

exploiting the piecewise linear nature of vessels, the application of a two-dimensional 

Gaussian filter was aptly employed. This filter's dimensions were tailored to 

encapsulate a distance that aligns with the anticipated transition to vessel linearity. 

Convolving the retinal image with this filter, oriented to accommodate vessels at 

various orientations, resulted in an enhanced depiction known as the Matched Filter 

Response (MFR). Subsequent steps involved binary vessel mapping through a global 

threshold, although it's important to acknowledge that the matched filtering method 

responds not only to vessel edges but also to other edge types. 

Li et al. [221] proposed a segmentation method that enhances accuracy by combining 

a multiscale matching filter with a dual-threshold algorithm. Aguirre-Ramos et al. [222] 

introduced an enhancement through the integration of the Gabor filter and Gaussian 

distribution derivatives, refining both vessel structure and profile. A matched filtering 

technique centered on the Gumbel probability distribution function was advocated by 

Singh and Srivastava [223], aimed at augmenting retinal vascular segmentation. 
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Despite the strengths of these approaches, methods relying on windows require pixel-

level processing, leading to substantial computational demands and prolonged 

segmentation durations. Mendonca's variance in distance Gaussian filter [224] 

facilitated the extraction of vessel centerlines, while the utilization of morphological 

operators and iterative region-growing advanced the segmentation process. 

In a distinct vein, Cree [225] adopted a two-dimensional Gaussian model for vessel 

tracking, yielding precise measurements of vessel width and orientation through a 

nonlinear least squares approach. Frangi et al. [226] introduced the Hessian matrix for 

extracting directional features from images, while Fathi and Naghsh-Nilchi [227] 

presented a continuous wavelet transform-based multiscale vessel segmentation 

method. Notably, Ghoshal et al. [228] proposed a comprehensive strategy integrating 

both vascular area and axial ratio considerations to enhance the detection of smaller 

blood vessels. 

These diverse methods collectively underscore the dynamic landscape of vessel 

segmentation techniques, showcasing the multifaceted approaches employed to unravel 

the complex intricacies of retinal vasculature in pursuit of accurate Diabetic 

Retinopathy detection and classification. 

2.12 Image Feature Analysis 

Image feature extraction is a fundamental process that involves the transformation of 

pixel information into a structured feature space. This crucial step enables efficient 

image retrieval, navigation, and indexing within databases by encapsulating essential 

attributes derived from the visual content. The extraction of texture attributes from 

images encompasses a diverse array of methodologies, including statistical, structural, 

and spectral techniques. 

Statistical methods play a pivotal role in characterizing texture descriptors by analyzing 

the statistical properties of the distribution of grey levels across spatial domains. Given 

the intricate and diverse nature of retinal structures, statistical texture analysis emerges 

as a suitable approach. A notable technique in this realm is the Grey Level Co-

occurrence Matrix (GLCM), also referred to as the spatial grey level dependence matrix 

(SGLDM). Rooted in second-order statistics, the GLCM focuses on the analysis of 
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pixel pairs positioned within defined spatial relationships. This matrix effectively 

quantifies the frequency with which specific permutations of pixel intensity values 

occur within a given area, direction, and separation distance, surpassing the limitations 

of first-order measures that merely rely on gray level intensity histograms. 

Another significant texture descriptor is the Local Binary Pattern (LBP), which adeptly 

captures local image primitives such as edges, flat regions, and spots. LBP translates 

these primitives into a comprehensive feature histogram, showcasing resilience against 

image rotation and brightness variations. The foundation of LBP lies in the analysis of 

grey level relationships within localized neighborhoods, ultimately resulting in the 

generation of binary codes. 

Researchers such as Sandra Morales et al. [229] have probed the potential of LBP as a 

texture descriptor for retinal images, conducting comparisons with other techniques like 

matched filtering and local phase quantization. Additionally, Dhiravidachelvi et al. 

[230] harnessed statistical characteristics like the Grey Level Co-occurrence Matrix 

(GLCM) to extract features that were subsequently employed by classifiers to 

accurately identify microaneurysms. 

Structural methodologies delve into the decomposition of textures into fundamental 

constituents, often referred to as primitives or texels. These primitives are defined by 

shapes and their spatial configurations, forming the basis for defining and identifying 

repeated textural elements. The core objective of structural approaches lies in 

discerning these textural primitives and establishing rules governing their arrangement. 

These methods prove particularly effective for regular textures characterized by 

repetitive patterns. 

Images may be expressed in other spaces (such as the frequency space or the scale 

space) using transform techniques, whose coordinate system has an expression that is 

tightly tied to texture properties. One method for extracting texture information from 

digital photos is outlined by Filter Banks Law, which employs relatively basic filters. 

This technique is divided into two steps. First, twenty-five masks with dimensions of 

three by three or five by five are created by combinatorially converging a number of 

one-dimensional arrays. Following that, a texture field is convolved with the latter, 
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highlighting the object's microstructure. This produces an image from which the energy 

of the microstructure, as well as its other properties, may be measured. One of Law's 

measures' flaws is that they are not rotationally invariant. Veiga et al. [231] exploited 

textural properties of laws to identify MA. 

Transform methods, including Fourier transform-based techniques, further contribute 

to texture analysis by decomposing images into harmonic constituents. These methods 

leverage the observation that spatial edges manifest low frequencies in specific 

directions and higher frequencies in orthogonal orientations. The Fourier transform 

facilitates the representation of images as collections of sinusoids, each characterized 

by its frequency. Although valuable, the Fourier transform encounters challenges in 

explaining local texture fluctuations. To address this limitation, techniques like Gabor 

decomposition and wavelets have been introduced. 

Notably, Agurto [232] introduced a multiscale amplitude modulation frequency 

modulation (AM-FM) approach for characterizing retinal structures. This method 

involves analyzing microaneurysms, hemorrhages, exudates, and more across various 

frequency scales using a filter bank. Gabor filtering is another compelling technique, 

employing Gaussian kernel functions modified by plane waves. While effective, Gabor 

filters may produce duplicated features due to their non-orthogonal nature. Vijayan et 

al. [233] harnessed Gabor Filters for DR classification, extracting 60 characteristics 

from retinal images. 

Vocabulary learning comprises recognising patterns in data by grouping local 

descriptors in the feature space. K-means or Gaussian mixture models may be utilised 

for this. The clusters' centres serve as representations for words in a visual dictionary. 

As a consequence, visual patterns may be thought of as words; the dictionary has 

examples of numerous patterns. A string of words with the same meaning that were 

grouped together inside the property extent may be used to detect a recurring pattern or 

texton. Dictionary learning includes key-point exposure, local descriptor elicitation, 

dictionary clustering (using techniques such as K-means), and image pooling (using 

methods such as occurrence count histogram). Clustering image descriptors yields the 

codebook (the specified dictionary). The vector of locally aggregated descriptors 

(VLAD), the extended Fisher vector, and the Fisher vector may all be used for feature 
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encoding. Multifeature fusion dictionary learning is a novel technique for MA 

identification that was proposed by Wei Zhou et al. [234]. The foundation of the 

recommended approach for automatic MA recognition is a framework that combines 

dictionary learning with multifeature learning advantages. Those who proposed 

Discriminative Dictionary Learning (DDL) are Malihe Javidi et al. [235]. This process 

has two main goals: the first is to correctly place veins; the second is to detect MA. The 

Convolutional Neural Network (CNN) paradigm is a popular supervised learning 

approach due to its superior feature representation capabilities. CNNs are made up of a 

number of locally linked layers, including convolutional layers. Convolutional layers 

in a processing algorithm use kernels with a limited range to process the whole input 

picture. Because of their hierarchical structure, deep learning models may automatically 

learn high-level attributes from the original image. CNN performance, on the other 

hand, is affected by how much of the training sample is annotated. Many different CNN 

models were utilised for feature extraction. 

2.13 Detection Techniques for Microaneurysms 

Microaneurysms (MAs) serve as the initial indicators of Diabetic Retinopathy (DR), 

underscoring the importance of their timely detection to identify the disease at its 

nascent phase [236]. Vascular dilation within minuscule blood vessels stands as a 

primary cause of MAs in Non-Proliferative Diabetic Retinopathy (NPDR) [237]. The 

approaches used to identify MAs may be generally divided into two groups: those based 

on more modern Deep Learning (DL) techniques and those based on conventional 

Machine Learning (ML) techniques [238]. In the pursuit of robust MAs detection, 

various approaches leveraging ML techniques have been devised. These methods 

harness the power of well-established classification algorithms to discern the presence 

of MAs within retinal images. By capitalizing on features extracted from the images, 

ML-based classifiers are trained to distinguish between healthy retinal structures and 

those afflicted by microaneurysms. 

Conversely, the emergence of DL has ushered in a transformative era for MAs 

detection. Deep Learning techniques, particularly Convolutional Neural Networks 

(CNNs), have garnered attention for their ability to automatically learn intricate features 

from raw data [239]. These networks, characterized by their multilayered architecture 
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and convolutional layers, exhibit exceptional capabilities in recognizing and localizing 

MAs within retinal images. 

The choice between ML and DL-based techniques for MAs detection hinges on various 

factors, including the availability of annotated data, computational resources, and the 

desired level of accuracy. These approaches have the potential to improve the precision 

and effectiveness of MAs detection, which will aid in the early identification of diabetic 

retinopathy [240]. 

2.13.1 Microaneurysms Detection via Machine Learning Approaches 

A new method for the identification of Microaneurysms (MAs) is presented by Derwin 

et al. [241] via the introduction of a unique characteristic known as the Local 

Neighborhood Differential Coherence Pattern (LNDCP). This method reduces the 

possibility of False Positives (FPs) from blood vessels and background noise by 

extracting certain MA characteristics using the singular value decomposition-based 

LNDCP. The coherence of pixel intensity variations among spatially connected areas 

in retinal fundus pictures is exploited by the LNDCP approach. Image Pre-processing, 

Segmentation, Candidate Extraction, Feature Extraction, and Classification are the 

steps that make up the proposed approach. To separate the optic disc during the 

Segmentation stage, the Circular Hough Transform (CHT) is used. Following this, 

morphological methods are used to separate putative MAs, so improving their visibility. 

The LNDCP, which includes a coherence pattern, is used to extract features, and an 

ANN classifier is used to differentiate between microaneurysms and non-

microaneurysms. 

In order to accomplish early DR identification, Long et al. [242] presented a system for 

MAs detection that makes use of local contrast directions (DLC). A number of machine 

learning techniques were looked at, including K-Nearest Neighbors (KNN), Support 

Vector Machine (SVM), and Naive Bayesian. The initial phase of the process involves 

the enhancement and categorization of blood vessels using an advanced enhancement 

function based on Hessian matrix eigenvalues. Shape features and linked component 

analysis are subsequently employed to isolate potential microaneurysm locations 

outside the blood vessel network. Through the segmentation of the image into patches, 
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relevant properties of each microaneurysm candidate patch are extracted. These 

properties serve as the basis for labeling the patches as microaneurysms or non-

microaneurysms, facilitating effective differentiation through the employed machine 

learning algorithms. 

Dharani et al. [243] and Joshi et al. [244] propose mathematical morphology-based 

techniques for detecting microaneurysms in retinal fundus images. Computer-Aided 

Detection (CAD) methods, as suggested by Dharani et al. [243], involve two distinct 

phases: coarse segmentation to identify potential MAs, and fine segmentation to 

eliminate false positives. Candidate MAs are segmented using the bottom hat 

transform, thresholding, and the hit or miss transformation. Enhanced morphological 

contrast and multiple structuring elements within the hit or miss transform are then 

employed to enhance the detection accuracy of MAs. Joshi et al. [244] present a three-

part approach: morphological processing for image enhancement, extraction, and 

removal of red structures, and identification and analysis of bright artifacts. They 

introduce the novel concept of the "MA factor", an area-based feature designed to 

characterize the structure of microaneurysms. 

Colomer et al. [245] propose a method that eliminates the need for prior segmentation 

or potential map generation. Their approach involves generating local binary patterns 

and granulometric profiles at each pixel, providing information about the texture and 

morphology of retinal images. Various permutations of this data are then input into 

classification algorithms, such as random forests (RF), support vector machines (SVM), 

and Gaussian processes for classification (GPCs), to achieve accurate discrimination 

between lesions and healthy tissue. The proposed technique is validated using publicly 

available fundus databases, including eophtha and DIARETDB1. 

A patch-based approach is presented by Wen Cao et al. [246] for MA classification 

with feature reduction. Raw patches of 25 by 25 pixels are created, and features are 

extracted from them. Principal Component Analysis (PCA) and the random forest 

feature importance method are employed to reduce the dimensionality of the features. 

The reduced features are then fed into Random Forest (RF), Neural Network (NN), and 

Support Vector Machine (SVM) classifiers. 
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Melo et al. [247] introduce an innovative method for MA identification, involving the 

use of sliding band filters (SBF) to enhance microaneurysms before appropriate feature 

selection. Local gradient convergence filters prove robust against varying lighting 

conditions, background noise, and poor contrast. The proposed method combines filter 

responses with intensity, contrast, and shape-based information, achieving improved 

differentiation between genuine and spurious microaneurysms. Classification is 

performed using the RUSBoost classifier, and the technique is validated using Receiver 

Operating Characteristic (ROC) analysis and the e-ophtha dataset. 

An inventive method for detecting MA is presented by Jingyu Du et al. [248]. It 

functions without relying on the division of blood vessels and optic discs. To find MA 

candidates, they use block filtering and Local Minimum Region (LMR) extraction in 

their methodology. Block filtering, based on intensity differences and directed gradient 

histogram analysis, helps remove non-MAs, while LMR extraction efficiently captures 

most true MAs. Then, utilizing edge detection, saliency analysis of the surrounding 

area, local cross-section transformation, intensity and boundary analysis, and edge 

detection, various properties of each candidate are generated. To finish the MA 

identification, a classification method based on undersampling and boosting 

(RUSBoost) is used. 

Veiga et al. [249] present a two-step classification method for categorizing MAs based 

on texture masks. The concept is to utilize texture, specifically Laws texture masks, to 

characterize pixels belonging to MAs. The first stage involves candidate detection using 

Laws texture energy features and an SVM classifier. To mitigate false positives, the 

second stage extracts additional characteristics from each candidate identified in the 

first stage. The second SVM performs conventional object classification, combining 

texture-based features with context-based attributes such as intensity and shape. 

Deepa et al. [250] propose a method for classifying DR at the image level by leveraging 

the characteristics of MAs. They utilize the discrete orthonormal Stockwell transform 

(DOST) for spatial frequency representation, akin to the discrete wavelet transform, 

along with statistical measures from the GLCM. These features are then fed into various 

classifiers, with the Artificial Neural Network (ANN) classifier demonstrating superior 

performance. 
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Selcuk et al. [251] suggest a microaneurysm segmentation and classification method 

using an evolutionary algorithm. They employ Frangi filters for vascular anatomy 

recovery from color fundus images, followed by the successful application of an ant 

colony algorithm for microaneurysm segmentation. Performance evaluation is 

conducted using Dice and Jaccard similarity index values, with datasets such as 

Messidor and Diaretdb1. 

Pundikal et al. [252] present a two-level approach involving blood vessel segmentation 

prediction prior to MA categorization. Hessian filter-based blood vessel segmentation 

is initially performed, followed by the use of the Grey Wolf Optimizer (GWO) to 

predict segmented microaneurysm areas' accuracy. Shape and GLCM features are then 

utilized to extract attribute vectors from MA regions, and the Modified MKNN 

classifier is employed to categorize both MA and non-MA regions. Their work is 

validated using datasets like e-ophtha and DIARETDB1. 

Kumar et al. [253] propose improved methods for detecting microaneurysms and 

hemorrhages, contributing to the early analysis of DR. Their approach involves 

preprocessing and blood vessel identification through mathematical morphological 

techniques. Optical disc segmentation is accomplished using the watershed transform, 

and a radial basis function Neural Network (NN) is utilized for disorder classification. 

2.13.2 Microaneurysms Detection using Deep Learning Techniques 

Eftekhari et al. [254] present a comprehensive approach employing a two-stage 

Convolutional Neural Network (CNN) for rapid and automated microaneurysm 

detection in images. The process involves initial pre-processing, followed by a 

probability map generation using the first CNN, referred to as the base CNN. 

Subsequently, the final CNN assigns a MA or non-MA classification to each pixel in 

test images, utilizing the probability map from the previous stage to select example 

inputs. The final result is a smoothed probability map over all images indicating the 

likelihood of each pixel being a MA or non-MA. The basic CNN model consists of 10 

layers, while the final CNN model includes 13 layers. Their approach is evaluated on 

widely-used datasets, including the Retinopathy Online Challenge dataset and the E-

Ophtha-MA dataset. 
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For MA identification, Shan et al. [255] introduce a stacked Sparse Autoencoder 

(SSAE), a type of deep learning technique. Their method involves generating smaller 

image patches from original fundus photos. The SSAE is trained to learn high-level 

features based solely on pixel intensities, aiming to capture distinctive MA 

characteristics. These high-level features are then fed into a softmax classifier, which 

categorizes each image patch as either containing a MA or being non-MA. 

Xinpeng Zhang et al. [256] propose a feature-transfer network based on a single Sparse 

Autoencoder (SAE) for abundant feature extraction in MA detection. They apply a 

feature-distance-based approach during preprocessing to suppress local background 

noise. The feature-transfer mechanism involves transferring ideal weights and biases 

from each training process to the next, iteratively refining the network until an optimal 

configuration is achieved. This approach aims to enhance the feature extraction process 

for effective MA identification. 

Piotr Chudzik [257] developed a fully convolutional neural network (FCNN) 

architecture integrated with Batch Normalization (BN) layers and a Dice coefficient 

loss function for segmenting and detecting microaneurysms (MAs). The approach 

encompasses three main steps: pre-processing, patch extraction, and pixel-wise 

categorization. Patches are classified as MA patches (containing at least 1 MA pixel) 

or non-MA patches (lacking MA pixels). The architecture follows a similar structure to 

a convolutional autoencoder for training purposes. 

Deepa R [258] introduced a CNN architecture with 10 layers for MA detection. The 

preprocessing phase involves scaling images from the database, followed by automated 

feature extraction using a basic CNN. Through training, the CNN learns to differentiate 

between diseased and healthy images. 

Kou et al. [259] proposed a hybrid architecture, DRU-Net, for MA segmentation by 

combining a deep residual model and a recurrent residual convolutional neural network 

(RRCNN). The architecture extends the U-Net by substituting conventional 

convolutional layers with RRCNN blocks. DRU-Net comprises seven RRCNN blocks 

and two basic blocks, with experiments conducted using Keras and Tensor Flow in 
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Python 2.7 on a single GPU computer. Patches of size 48x48 were utilized for training, 

and the E-Ophtha and IDRiD datasets were employed. 

For MA detection, Qomariah et al. [260] developed MResUNet, a modified U-net 

design. Convolutional layers and batch normalization are used in conjunction with a 

modified identity mapping to improve features and mitigate feature deterioration as the 

network becomes deeper. During training, a mean weighted loss function is used to take 

into consideration the difference in pixels between MAs and the background. The 

datasets for architectural analysis were DiaretDB1 and IDRID. 

Zhang et al. [261] introduced a novel deep learning architecture for MA detection 

utilizing a multilayer attention mechanism. The architecture involves image quality 

enhancement through equalization procedures, followed by the fusion of multiple 

feature layers based on an attention process. This approach exploits spatial associations 

between MAs and blood vessels for secondary screening of preliminary results, 

ultimately achieving accurate MA detection. The architecture includes a basic feature 

extraction network, layer-wise feature fusion, and channel-wise feature fusion. 

To identify microaneurysms (MAs), a deep convolutional encoder-decoder network is 

constructed in [262]. Rather than using traditional skip concatenation, the network 

concentrates on taking use of the peculiarities found in skip connections. The network 

enhances MA-related information that would have been lost during the encoder process 

by using skip layer differences. A longer-tail sigmoid activation function is used to 

improve the probability map's ability to discriminate. Training and testing of the model 

are carried out on a server that has four NVIDIA Tesla P40 24G GPUs, an Intel Xeon 

Gold 6152 CPU, and 256GB of RAM. The ROC dataset and the e-ophtha-MA dataset, 

two publicly accessible datasets, are used for the experiments. 

Another innovative approach for MAs and hemorrhages (HEs) identification associated 

with diabetic retinopathy (DR) is introduced in [263]. This method is built around a 

deep symmetric convolutional neural network composed of three main stages: 

preprocessing, feature filtering and extraction, and classification. The preprocessing 

stage involves selecting the center of MAs and HEs in the fundus image for 27x27 

sampling. The deep symmetric convolutional structure is employed to provide greater 
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depth and breadth to the network, addressing potential overfitting and compensating for 

imbalances between positive and negative samples. The categorization system operates 

on patches. In the exploration of existing literature, a comprehensive analysis of 

relevant studies and methodologies has been conducted. Table 2.1 provides a structured 

overview of key parameters extracted from pertinent research papers in the field of 

diabetic retinopathy detection and classification. The table encompasses critical details 

such as the title of the paper, the dataset employed, the class of diabetic retinopathy 

considered, unique insights offered by each study, reported accuracy, and the 

corresponding references. This compilation serves as a valuable resource for 

synthesizing the current landscape of research efforts, highlighting trends, and 

discerning gaps that propel the focus of this thesis. 

Table 2.1: Key Parameters of Selected Diabetic Retinopathy Studies 

S.No. Title of the paper Dataset used Class Insight Accuracy Ref. 

1.  “Diabetic Retinopathy 

Grading Base on 

Contrastive Learning and 

Semi-“supervised 

Learning” 

Datasets 

employed 

include 

EyePACS, 

Messidior, 

IDRiD, and 

FGADR 

datasets. 

Binary and 

multiclass 

classification. 

 A new strategy 

based on 

contrastive 

learning and semi-

supervised 

learning was 

proposed. To train 

the lesion 

segmentation 

model, a tiny 

quantity of open-

source pixel-level 

annotation 

information was 

used. 

Results are 

superior to earlier 

approaches. 

[264] 

2.  “Fusing dual‐tree 

quaternion wavelet 

transform and local mesh 

based features for grading 

of diabetic retinopathy 

using extreme learning 

machine classifier” 

 Multiclass A comprehensive 

micro-macro 

feature extraction 

approach for DR 

grading - A feature 

extraction 

algorithm based 

on the fusion of 

dual-tree 

The best 

classification 

accuracy obtained 

is 93.2%. The 

suggested 

approach has a 

high level of 

accuracy and 

sensitivity. 

[265] 
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quaternion 

wavelet transform 

with local mesh 

patterns. 

3.  “Encoding Retina Image 

to Words using Ensemble 

of Vision Transformers 

for Diabetic Retinopathy 

Grading” 

Testing a 

public DR 

dataset from 

the 2015 

Kaggle 

competition. 

Data that is 

very 

unbalanced, 

with five 

severity 

levels: No DR, 

Mild, 

Moderate, 

Severe, and 

Proliferative 

DR. 

Multiclass 

classification - 

Five levels of 

severity: No 

DR, Mild, 

Moderate, 

Severe, and 

Proliferative 

DR. 

Based on an 

ensemble of vision 

transformers, the 

proposed 

technique 

outperforms 

previous methods 

in DR grading. 

 Precision: 47%  

Recall: 45% 

[266] 

4.  “DR|GRADUATE: 

Uncertainty-aware deep 

learning-based diabetic 

retinopathy grading in eye 

fundus images” 

Kaggle DR 

detection 

training set. 

Multiple 

datasets were 

evaluated. 

Binary 

classification 

DR|GRADUATE 

is a proposed deep 

learning-based 

DR grading CAD 

system. 

Explanation and 

prediction 

uncertainty are 

medically 

interpretable. 

Achieved 

quadratic-

weighted Cohen's 

kappa (κ) between 

0.71 and 0.84 in 

five different 

datasets. High κ 

values occur for 

images with low 

prediction 

uncertainty, 

indicating high 

accuracy. 

[267] 

5.  “Few-shot Learning Based 

on Multi-stage Transfer 

and Class-Balanced Loss 

for Diabetic Retinopathy 

Grading” 

Multiple 

datasets with 

different 

scales were 

used. The 

specific 

datasets used 

Multiclass Multi-stage 

transfer learning is 

introduced for DR 

grading, and a 

class-balanced 

loss function is 

suggested for DR 

Accuracy is 

increased by class-

balanced loss and 

multi-stage 

transfer. The best 

possible result on 

the DR grading 

was obtained. 

[268] 
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are not 

mentioned. 

datasets that are 

unbalanced. 

6.  “Diabetic Retinopathy 

Grading Based on a 

Hybrid Deep Learning 

Model” 

Two 

benchmark 

datasets were 

used in the 

study. 

Multiclass 

classification. 

Diagnosing 

different DR 

grades 

(normal, mild, 

moderate, 

severe, and 

proliferative 

DR (PDR)) 

Achieved great 

accuracy in 

identifying 

various DR grades 

using the hybrid 

deep learning 

model that was 

proposed for 

diabetic 

retinopathy 

grading. 

Average accuracy 

(ACC) equals 

91.6%. 

The proposed 

system achieved 

promising results. 

[269] 

7.  “Severity Grading and 

Early Retinopathy Lesion 

Detection through Hybrid 

Inception-ResNet 

Architecture” 

 Multiclass Hybrid Inception-

ResNet 

architecture for 

feature extraction 

is proposed as a 

framework for 

severity grading 

and early 

detection. 

Suitable outcomes 

compared to 

previous 

approaches. 

[270] 

8.  “Diabetic Retinopathy 

Grading Using 3D Multi-

path Convolutional Neural 

Network Based on Fusing 

Features from OCTA 

Scans, Demographic, and 

Clinical Biomarkers” 

Dataset of 100 

patients used 

for grading 

DR. 

Binary 

classification 

A computer-aided 

diagnostic 

approach for 

identifying and 

evaluating 

diabetic 

retinopathy is 

proposed. - A 3D 

convolutional 

neural network 

was created to 

segment blood 

vessels and 

categorize retinal 

vasculature 

properties. 

Average accuracy 

of 96.8%.  

Sensitivity of 

98.1% and 

specificity of 

88.8% 

[271] 

9.  “A Deep Learning Based 

Approach for Automated 

Diabetic Retinopathy 

Detection and Grading” 

IDRiD 

database 

Multiclass Transfer learning 

and ensemble 

learning 

methodologies 

Accuracy for DR 

identification: 

99.5%. 

[272] 
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were used in the 

proposed strategy 

for automatic DR 

identification and 

grading. 

Accuracy for 

grading of DR: 

99.6% 

10.  “Robust Collaborative 

Learning of Patch-level 

and Image-level 

Annotations for Diabetic 

Retinopathy Grading from 

Fundus Image” 

Datasets of 

different 

distributions 

(label and 

camera). 

Binary 

classification 

Collaborative 

utilization of 

patch-level and 

image-level 

annotations. 

Exploitation of 

more 

discriminative 

features for DR 

grading 

Better 

performance than 

state-of-the-art 

algorithms and 

ophthalmologists. 

[273] 

11.  “BiRA-Net: Bilinear 

Attention Net for Diabetic 

Retinopathy Grading” 

 Multiclass 

classification 

Proposed BiRA-

Net architecture 

for DR grading. 

Introduced 

grading loss 

function for 

improved training 

convergence 

Superior 

performance 

demonstrated in 

experimental 

results. 

[274] 

12.  “Automated feature-based 

grading and progression 

analysis of diabetic 

retinopathy” 

Training 

dataset: 2251 

images with 

detailed 

annotations. 

Public 

database: 89 

retinal images 

with expert 

annotations 

Binary 

classification 

Well-annotated 

datasets from 

diverse global 

populations  

Independence 

from specific 

grading schemes 

for adaptability 

Overall agreement 

between 

DAPHNE and 

human grading 

was above 85%. 

Software did not 

miss any sight-

threatening cases 

[275] 

13.  “Diabetic retinopathy 

classification based on 

multipath CNN and 

machine learning 

classifiers” 

IDRiD, 

Kaggle (for 

DR detection), 

and 

MESSIDOR. 

Publicly 

available 

databases used 

for evaluation. 

Binary 

classification 

Automated DR 

grading using 

deep learning and 

ML.  

M-CNN with J48 

classifier achieves 

best results. 

The average 

accuracy obtained 

for the proposed 

work is 99.62% 

for DR grading. 

[276] 
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14.  “Automated identification 

and grading system of 

diabetic retinopathy using 

deep neural networks” 

Dataset 

included PDR 

and NPDR 

images - Data 

augmentation 

techniques 

used to 

enhance 

training set 

The first task 

of the system 

is a binary 

classification 

to identify the 

presence of 

DR. 

The second 

task of the 

system is a 

multi-

classification 

to predict the 

level of DR 

severity. 

Automated DR 

identification and 

grading system 

called DeepDR 

Exploration of 

different 

combination 

methods for best 

integration 

performance 

Identification 

model accuracy: 

97.7%. 

Grading model 

accuracy: 96.5% 

[277] 

15.  “Lesion-Aware 

Transformers for Diabetic 

Retinopathy Grading” 

Messidor-1 

dataset  

Messidor-2 

dataset  

EyePACS 

dataset 

Binary 

classification 

Proposed a lesion-

aware transformer 

(LAT) for DR 

grading and lesion 

discovery. 

Introduced 

mechanisms for 

identifying 

diverse lesion 

regions. 

The proposed 

LAT performs 

favorably against 

state-of-the-art 

DR grading and 

lesion discovery 

methods. 

Extensive 

experimental 

results on three 

challenging 

benchmarks 

demonstrate the 

effectiveness of 

the proposed LAT. 

[278] 

16.  “Coarse-to-fine 

classification for diabetic 

retinopathy grading using 

convolutional neural 

network” 

IDRiD and 

Kaggle fundus 

image 

datasets. 

Binary 

classification: 

No DR and 

DR Multiclass 

classification: 

mild, 

moderate, 

severe NPDR, 

PDR 

Proposed CF-

DRNet for 

automatic DR 

grading. Improved 

classification 

performance of 

five-class DR 

grading. 

CF-DRNet 

outperforms some 

state-of-art 

methods - Enables 

efficient and 

reliable DR 

grading diagnosis 

[279] 

17.  “Deep Multi-Task 

Learning for Diabetic 

DDR dataset 

(Li et al. 

2019b). 

Multiclass Proposed a deep 

multi-task 

learning method 

DeepMT-DR 

method achieves 

improved 

[280] 
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Retinopathy Grading in 

Fundus Images” 

EyePACS 

dataset 

(Graham 

2015) 

for diabetic 

retinopathy 

grading in low-

resolution fundus 

images. 

Developed a task-

aware loss to focus 

on pathological 

regions. 

accuracy for DR 

grading. 

DeepMT-DR 

method performs 

considerably 

better than other 

methods. 

18.  “Diabetic Retinopathy 

Diagnosis Based on RA-

EfficientNet” 

APTOS 2019 

dataset. 

ImageNet 

dataset (for 

transfer 

learning) 

Binary 

classification: 

Diagnose DR 

or not DR. 

Multiclass 

classification: 

5 grades of 

DR diagnosis 

(No DR, mild 

DR, moderate 

DR, severe 

DR, 

proliferative 

DR) 

Preprocessing of 

DR images to 

address size 

difference, 

information 

redundancy, and 

data imbalance in 

the APTOS 2019 

dataset. - Proposal 

of a new network 

called RA-

EfficientNet, 

which 

incorporates a 

residual attention 

block to extract 

more features and 

address small 

differences 

between lesions. 

Accuracy of 

98.36% in 2-grade 

classification. 

Accuracy of 

93.55% in 5-grade 

classification 

[281] 

19.  “A Benchmark for 

Studying Diabetic 

Retinopathy: 

Segmentation, Grading, 

and Transferability” 

FGADR 

dataset with 

2,842 images - 

1,842 images 

with pixel-

level DR-

related lesion 

annotations 

and 1,000 

images with 

image-level 

labels graded 

by 

The paper 

does not 

mention 

whether the 

tasks are 

binary or 

multiclass. 

Construction of a 

large fine-grained 

annotated DR 

dataset. 

Introduction of 

benchmark tasks 

for evaluation and 

transfer learning 

method 

N/A [282] 
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ophthalmologi

sts 

20.  “Diabetic retinopathy 

classification using deeply 

supervised ResNet” 

Kaggle dataset 

used. 

Binary 

classification 

Proposed deeply 

supervised ResNet 

approach for DR 

classification. 

Introduced multi-

scale learning and 

cost sensitive 

learning 

The proposed 

method 

outperforms the 

state-of-the-art 

method. The 

accuracy value is 

not provided in the 

paper. 

[283] 

21.  “A Deep Learning 

Ensemble Approach for 

Diabetic Retinopathy 

Detection” 

Kaggle dataset 

used for 

training and 

evaluation. 

The problem 

of diabetic 

retinopathy 

detection is 

classified as 

multiclass. - 

The proposed 

model 

classifies DR 

into five 

different 

stages. 

Detecting all 

stages of Diabetic 

Retinopathy (DR). 

Using end-to-end 

deep ensemble 

networks for 

detection 

Accuracy is biased 

towards the 

negative class. 

Other parameters 

like recall, 

precision, 

specificity, F1-

score, and ROC-

curve are used for 

unbiased results. 

[284] 

22.  “SE-MIDNet Based on 

Deep Learning for 

Diabetic Retinopathy 

Classification” 

 Binary 

classification 

Proposed an 

improved 

Inception module 

for efficient 

feature extraction 

Used dense 

connection 

method for multi-

scale feature reuse 

and enhanced 

feature 

representation 

Accuracy of DR 

automatic 

classification: 

88.24% 

[285] 

23.  “Diabetic Retinopathy 

Grading System Based on 

Transfer Learning” 

IDRiD dataset 

used for 

training. 

Multi-label 

dataset used 

for training 

Multi-label 

classification 

Development of a 

DL CAD system 

for diagnosing DR 

Utilization of a 

customized 

efficientNet 

model for 

diagnosis 

Accuracy of the 

proposed DL 

CAD system is 

86%. 

[286] 
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24.  “An automated grading 

system for diabetic 

retinopathy using curvelet 

transform and hierarchical 

classification” 

Messidor 

database 

The SVM 

classifier used 

in the 

proposed 

system is a 

binary 

classifier. 

The binary 

nature of the 

SVM 

classifier is 

expanded 

using 

hierarchical 

classification 

to create a 

multi-level 

classification. 

Automated 

grading system for 

Diabetic 

Retinopathy. 

Classification into 

four severity 

levels: normal, 

mild, moderate, 

severe 

86.23% accuracy 

achieved by the 

proposed system. 

[287] 

25.  “Automatic Diabetic 

Retinopathy Grading via 

Self-Knowledge 

Distillation” 

Messidor 

dataset. 

IDRID dataset 

Binary 

classification 

Proposed a deep-

learning technique 

for grading 

diabetic 

retinopathy. 

Used self-

knowledge 

distillation and 

CAM-Attention 

for improved 

performance 

Accuracy of 

92.9% for the 

Messidor dataset. 

Accuracy of 

67.96% for the 

IDRID dataset. 

[288] 

26.  “A complete modelling of 

Local Binary Pattern for 

detection of diabetic 

retinopathy” 

STARE 

database used 

for the dataset. 

Binary 

classification 

Proposed 

detection of DR 

using texture 

feature 

characteristic. 

Utilized CLBP as 

feature extraction 

method 

CLBP-SC (CLBP 

sign and mean 

value) has an 

accuracy of 

97.16%. 

CLBP-SM (CLBP 

sign and 

magnitude) also 

has an accuracy of 

97.16%. 

[289] 

27.  “Diabetic Retinopathy 

Detection using Deep 

Learning” 

- Dataset used: 

APTOS 

Multiclass Analysis of 

different DR 

stages using Deep 

Accuracy of DR 

detection: 0.9611. 

Quadratic 

[290] 
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(available on 

Kaggle) 

Learning - Trained 

model (DenseNet) 

for automatic DR 

detection 

weighted kappa 

score: 0.8981” 

 

2.14 Research Problem 

The problem addressed in this thesis is the need for an intelligent and accurate system 

for the early detection and classification of diabetic retinopathy (DR) using retinal 

images. Diabetic retinopathy is a serious eye disease that affects individuals with 

diabetes and is a leading cause of vision loss and blindness. Early detection and timely 

treatment are crucial to prevent the progression of the disease and preserve visual 

function. 

Currently, the diagnosis and grading of diabetic retinopathy often rely on manual 

examination by ophthalmologists, which can be time-consuming, subjective, and prone 

to inter-observer variability. Additionally, with the increasing prevalence of diabetes 

globally, the demand for diabetic retinopathy screenings is rising, posing challenges to 

healthcare resources and the availability of ophthalmologists. 

The research aims to develop an automated system that can accurately detect signs of 

diabetic retinopathy in retinal images and classify the disease into different stages based 

on its severity. The model proposed is efficient, scalable, and capable of processing 

large volumes of retinal images to cater to the growing demand for diabetic retinopathy 

screenings. The proposed system's accuracy and reliability are critical for minimizing 

false positives and false negatives, ensuring the appropriate diagnosis and treatment of 

diabetic retinopathy. 

The research problem can be further broken down into the following key components: 

1. Automated Detection 

 Developing an algorithm that can automatically detect signs of diabetic 

retinopathy in retinal images is essential to streamline the screening process and 

ensure early detection. The algorithm should be capable of identifying key 

features such as microaneurysms, hemorrhages, exudates, and other 

abnormalities associated with diabetic retinopathy. 
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2. Classification and Grading 

Once the signs of diabetic retinopathy are detected, the system should be able 

to accurately classify and grade the severity of the disease. Classifying diabetic 

retinopathy into different stages, such as mild non-proliferative diabetic 

retinopathy, moderate non-proliferative diabetic retinopathy, severe non-

proliferative diabetic retinopathy, and proliferative diabetic retinopathy, is 

crucial for guiding appropriate treatment decisions. 

3. Accuracy and Reliability 

The developed system should achieve high accuracy and reliability in detecting 

and classifying diabetic retinopathy. Minimizing false positives and false 

negatives is essential to avoid unnecessary treatments or overlooking potential 

cases of diabetic retinopathy. 

4. Efficiency and Scalability 

The proposed system should be efficient in processing large volumes of retinal 

images to cater to the increasing demand for diabetic retinopathy screenings. 

Scalability is critical to ensure its feasibility in real-world clinical settings and 

public health programs. 

5. Validation and Comparison 

 Validating the developed algorithm against existing diagnostic methods and 

conventional grading systems is essential to establish its effectiveness and 

superiority. A comparison with manual examination by ophthalmologists will 

help determine the algorithm's robustness and potential for clinical adoption. 

6. Generalization and Adaptability 

 The research problem also includes ensuring that the developed system is 

generalizable and adaptable to different populations and retinal image datasets. 

Accounting for variations in image quality, patient demographics, and diabetes 

types will enhance the algorithm's applicability across diverse settings. 

Addressing these aspects of the research problem will contribute to the advancement of 

technology in ophthalmology and healthcare. An accurate, efficient, and automated 

system for diabetic retinopathy detection and classification can lead to early 

interventions, better patient outcomes, and reduced burden on healthcare resources. 

Moreover, it can facilitate broader access to timely diabetic retinopathy screenings, 
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especially in underserved areas and resource-limited settings, ultimately leading to 

improved vision health and quality of life for individuals with diabetes. 

2.15 Research Gap Identified 

Based on the difficulties and challenges noted in over 50 relevant works related to the 

identification of vessel segmentation, microaneurysms, hemorrhages, and exudates in 

diabetic retinopathy, the following research gaps and areas of improvement can be 

identified: 

1. Enhancing Detection of Tiny Lesions 

There is a need to develop advanced algorithms and image processing 

techniques that can effectively identify tiny microaneurysms and thin arteries in 

low contrast retinal images. Improving the sensitivity of the detection process 

for these small lesions can lead to earlier diagnosis and intervention. 

2. Comprehensive DR Screening Method 

Existing automatic diabetic retinopathy screening methods often focus solely 

on vessel identification and may neglect the detection of important features like 

hemorrhages. There is a scope for the development of integrated screening 

methods that consider multiple lesion types, thereby providing a more 

comprehensive and accurate assessment of diabetic retinopathy. 

3. Efficiency and Speed of Algorithms 

While neural networks and statistical classifiers have shown promise in diabetic 

retinopathy screening, they can be computationally intensive and time-

consuming. There is a need for more efficient algorithms that can achieve high 

accuracy without compromising on speed, allowing for quicker and more 

scalable screening processes. 

4. Integration of Lesion Segmentation and Grading 

Many existing methods for segmenting lesions and grading diabetic retinopathy 

focus on individual lesions separately. Integrating the segmentation of dark and 
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bright lesions and developing grading methods that consider all lesions together 

can improve the sensitivity and precision of the overall diagnostic process. 

5. Access to Diabetic Retinopathy Screening in Rural Regions 

With the increasing number of diabetic retinopathy patients, specialists may 

face challenges in delivering timely and effective screenings, particularly in 

rural and underserved areas. The research should explore ways to improve 

access to diabetic retinopathy screening through telemedicine, mobile health 

applications, or other innovative approaches. 

2.16 Research Goals and Novelty 

The primary research goals of this thesis are to develop effective algorithms for the 

detection and classification of diabetic retinopathy using retinal images. The specific 

aims of the study are as follows: 

1. To develop an algorithm for the detection of Diabetic Retinopathy using the 

retinal images. 

The first objective of this research involved the successful development of an advanced 

algorithm for the detection of Diabetic Retinopathy (DR) using retinal images. The 

algorithm was meticulously designed to analyse retinal images and automatically 

identify crucial features associated with DR. Leveraging state-of-the-art data 

augmentation techniques, machine learning, and computer vision algorithms, our 

approach enabled accurate and early detection of DR. 

The application of machine learning algorithms, particularly DR-ResNet, allowed for 

efficient and accurate classification and identification of different lesions in the retina, 

facilitating a detailed assessment of DR severity. To ensure optimal performance, the 

algorithm was trained on a substantial dataset of annotated retinal images, 

encompassing both normal cases and those affected by DR. During the training process, 

the algorithm's parameters were fine-tuned and optimized to ensure effective 

differentiation between healthy retinas and those with various stages of DR. The 

successful development of this algorithm represents a significant achievement, as it lays 

the foundation for the creation of a robust and automated DR screening system. This 
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system can be seamlessly integrated into existing healthcare frameworks, enabling 

early detection and intervention in DR cases. The algorithm's implementation holds the 

potential to reduce the risk of vision loss and improve the overall management of 

Diabetic Retinopathy, thus enhancing the quality of life for individuals affected by this 

sight-threatening condition. 

2. To develop an algorithm for the classification and grading of the retinal images 

for the detection of Diabetic Retinopathy. 

The second objective of this research was to develop a sophisticated algorithm capable 

of classifying and grading retinal images for the accurate detection of Diabetic 

Retinopathy (DR). The algorithm was designed to categorize retinal images into 

different stages of DR severity, providing valuable insights to aid in effective disease 

management and treatment. To achieve this objective, the algorithm incorporated 

advanced machine learning methodologies. The algorithm was trained on a diverse 

dataset of retinal images, comprising varying degrees of DR progression. Through the 

development of DR-ResNet+ model, the algorithm learned to recognize characteristic 

features associated with different stages of DR, such as microaneurysms, hemorrhages, 

exudates, and other abnormalities and reducing the training time. The classification and 

grading algorithm employed a multi-class approach to categorize retinal images into 

various DR severity levels, ranging from mild non-proliferative diabetic retinopathy 

(NPDR) to severe proliferative diabetic retinopathy (PDR). This granular classification 

enabled the algorithm to provide detailed information on the disease's advancement, 

allowing for more personalized and targeted treatment strategies. The algorithm's 

robustness was thoroughly tested using an independent validation dataset to assess its 

accuracy and reliability in classifying retinal images. Parameters and hyperparameters 

of the algorithm were fine-tuned to optimize its performance and ensure consistent and 

precise grading results. 

3. To optimize the sensitivity, specificity, and accuracy of the proposed Algorithm. 

The third objective of this research was to optimize the performance metrics of the 

proposed algorithm, specifically focusing on sensitivity, specificity, and accuracy. 

Sensitivity refers to the algorithm's ability to correctly identify true positive cases of 
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Diabetic Retinopathy (DR) from the dataset. Specificity, on the other hand, measures 

the algorithm's capability to correctly identify true negative cases, i.e., healthy retinas, 

in the dataset. Lastly, accuracy measures the overall correctness of the algorithm's 

classifications. To achieve this objective, an iterative process was undertaken to fine-

tune and optimize the algorithm's parameters and hyperparameters. The algorithm was 

trained on various subsets of the dataset, and different configurations were tested to 

assess their impact on sensitivity, specificity, and accuracy. 

To increase sensitivity, the algorithm was designed to become more adept at detecting 

even subtle signs of DR, ensuring that a greater number of true positive cases were 

identified correctly. Special attention was given to refining the features extracted from 

retinal images to minimize the risk of false-negative results. 

Similarly, efforts were directed towards enhancing specificity by reducing false 

positive cases. The algorithm was fine-tuned to minimize the chances of misclassifying 

healthy retinas as having DR, thus increasing the true negative detections. 

In addition to sensitivity and specificity, overall accuracy was a crucial focus. The 

algorithm's performance was measured against the ground truth annotations, and 

adjustments were made to achieve the highest level of overall accuracy. 

The optimization process involved cross-validation and validation on an independent 

dataset to validate the generalization ability of the algorithm. Continuous evaluation 

and adjustments were made to achieve the best possible balance between sensitivity, 

specificity, and accuracy. 

By optimizing the sensitivity, specificity, and accuracy of the proposed algorithm, we 

have significantly enhanced its diagnostic capabilities and reliability. The algorithm's 

ability to precisely identify DR cases while minimizing false positives and false 

negatives is pivotal in providing accurate assessments to healthcare professionals. This 

optimization has reinforced the algorithm's potential as a robust and effective tool for 

early detection and diagnosis of Diabetic Retinopathy, ultimately contributing to better 

patient outcomes and vision preservation. 



 

70 

 

4. To validate the proposed algorithms for diabetic retinopathy by comparing the 

same with the conventional algorithms. 

The fourth objective of this research was to validate the effectiveness and superiority 

of the proposed algorithms for Diabetic Retinopathy (DR) detection and classification 

in comparison to conventional algorithms. The validation process aimed to assess the 

algorithm's performance in real-world scenarios and establish its potential as an 

improved alternative to existing methods. 

To achieve this objective, a comprehensive evaluation was conducted, involving a set 

of experiments and comparative analyses. The proposed algorithm, developed in 

previous objectives, was put to the test against a selection of well-established 

conventional algorithms commonly used for DR detection and grading. 

A diverse and representative dataset of retinal images was used to ensure a fair and 

unbiased comparison. This dataset encompassed a wide range of DR severity levels and 

included normal retinas as well. Both algorithms, the proposed one and conventional 

ones, were applied to this dataset under identical conditions. 

The performance metrics used for comparison included sensitivity, specificity, 

accuracy, precision, and recall. Statistical analyses were carried out to ascertain 

significant differences in the performance of the algorithms. 

Additionally, the processing time and computational efficiency of each algorithm were 

evaluated to gauge their practicality for real-time applications in clinical settings. 

The validation process followed a rigorous and systematic methodology to eliminate 

biases and ensure reliable results. Cross-validation and independent validation were 

also incorporated to verify the generalization ability of the proposed algorithm. 

The results of the validation process were analyzed and presented in a clear and 

comprehensive manner, allowing for an informed and evidence-based comparison 

between the proposed algorithm and conventional ones. 

By validating the proposed algorithm against conventional methods, we have 

demonstrated its superiority and potential for enhanced DR detection and classification. 

The findings of this validation process provide concrete evidence of the algorithm's 
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effectiveness and pave the way for its adoption as a state-of-the-art tool for DR 

diagnosis and grading. The validation process has strengthened the credibility of the 

proposed algorithm, assuring its accuracy and reliability for the benefit of healthcare 

professionals and patients alike.  

2.17 Methodology 

This study presents a structured approach for developing, training, and validating an 

automated model for diabetic retinopathy (DR) detection and grading. The 

methodology consists of several stages, each designed to ensure robust performance, 

accuracy, and efficiency in real-world clinical settings. 

1. Dataset Preparation 

The initial stage involves acquiring and pre-processing images from a reputable dataset, 

which contains labeled fundus images across different DR severity levels. Key steps in 

this process include: 

 Data Acquisition: Collection of retinal images from the Kaggle Diabetic 

Retinopathy dataset. 

 Image Pre-processing: To enhance model performance, images undergo 

resizing, normalization, and data augmentation techniques (e.g., rotation, 

flipping). This process increases dataset diversity and reduces overfitting. 

 Data Splitting: The dataset is divided into training, validation, and test sets to 

enable unbiased model evaluation. 

2. Model Architecture 

This study builds upon the conventional ResNet architecture, proposing a custom DR-

ResNet+ model tailored to the specific requirements of DR detection and grading. The 

architecture incorporates skip connections to address the vanishing gradient problem, 

enabling effective training of deep layers. 

 Baseline Model (ResNet): A standard ResNet model serves as a baseline for 

comparative analysis. 
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 Proposed DR-ResNet+ Model: The DR-ResNet+ model introduces modified 

layers and additional connections to enhance feature extraction and 

representation, particularly for subtle DR indicators in retinal images. 

3. Training Procedure 

The model training involves several key hyperparameters and techniques optimized for 

this problem domain. 

 Loss Function: Categorical Cross-Entropy is employed to minimize 

classification error across multiple DR severity levels. 

 Optimizer: It is utilized for its efficiency in handling sparse gradients in 

complex neural networks. 

 Hyperparameter Tuning: Various configurations of learning rates, batch 

sizes, and dropout rates are evaluated to optimize model performance. 

4. Performance Evaluation 

The trained model’s effectiveness is assessed using multiple evaluation metrics to 

ensure reliability across diverse clinical scenarios. 

 Evaluation Metrics: Accuracy, sensitivity, specificity, and F1 score are 

calculated to measure classification performance. The area under the receiver 

operating characteristic (ROC) curve (AUC) is also analyzed for each severity 

level. 

 Comparison with Baseline: The performance of DR-ResNet+ is compared 

against the baseline ResNet model and other conventional approaches to 

validate its enhanced capability in DR grading. 

5. Real-World Implementation 

To demonstrate clinical applicability, the model is tested in a simulated real-world 

environment. This includes assessing inference time and testing the model on 

additional, unseen images to validate its generalizability and potential for real-time 

screening applications. 
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CHAPTER 3 

DATASET FOR DIABETIC RETINOPATHY 

This chapter delves into the dataset employed for diabetic retinopathy analysis, 

exploring its origins, characteristics, and significance to the study. The dataset’s 

relevance is established by detailing its specific attributes and limitations, including 

considerations around data variability and potential biases that may impact results. 

Additionally, the process of grading diabetic retinopathy severity is outlined, along with 

standardized benchmarks, to provide a framework for assessing disease stages and 

enhancing the dataset’s value for clinical and research applications. 

3.1 Dataset used 

The present research uses a dataset of 35,126 retinal fundus images from Kaggle [291]. 

Two sets of these photographs are created using random selection for training and 

validation separately. The photos devoid of diabetic retinopathy are kept apart to ensure 

the dataset's suitability for training and testing. Based on the severity of the condition, 

diabetic retinopathy (DR) is divided into five types: proliferative DR (grade 4), severe 

DR (grade 3), severe DR (grade 3), and no DR (grade 0). In the proposed work, the 

percentage of pictures is kept in the training and validation sets to maintain balance in 

the distribution of DR classes shown in Figure 3.1 as pie chart showing the percentage 

of samples per class and Figure 3.2 as visualization of 5 images per class. The number 

of photographs is divided into five classes namely, no DR, mild DR, moderate DR, 

severe DR, and proliferative DR. A total of 11,000 images are used in the training 

dataset. Most of the images are with no DR and moderate DR classes. Most of the 

images in this dataset are high-resolution, with a color depth of 24-bit RGB, which 

supports a broad range of color representation. This level of depth and resolution 

ensures that the images capture fine visual details, making them suitable for accurate 

retinal analysis. Since the performance of the model on the less prevalent classes of 

diabetic retinopathy is impacted by the class imbalance in the training dataset, data 

augmentation strategies are used to increase the number of photographs. Therefore, 

class weight is introduced during training. 
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Figure 3.1: Pie chart showing the percentage of samples per class 

 

Figure 3.2: Visualization of 5 images per class 
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3.2 Dataset Limitations 

The dataset utilized in this investigation exhibits certain limitations that need to be 

acknowledged. Such as 

i. Lack of Severity Categorization 

The lack of a clear categorization of diabetic retinopathy (DR) pictures into 

distinct groups based on the severity levels of the disease is a significant 

shortcoming of the dataset utilized in this investigation. The Kaggle dataset does 

not contain specific folders for labels identifying the degree of DR severity for 

each image. Instead, details regarding the categories to which each photograph 

belonged were included in an attached Excel file. This constraint makes it 

difficult to undertake a thorough investigation of the impact of various severity 

levels on the study's goals. 

ii. Imbalanced Distribution  

The dataset exhibits an imbalanced distribution of images across different DR 

severity levels. Specifically, there are 6149 images labeled as non-DR, while 

the number of images decreases considerably for mild DR (588), moderate DR 

(1283), severe DR (221), and proliferative DR (166). This imbalance may have 

implications for the performance and accuracy of machine learning models.  

iii. Limited Image Clarity and Quality  

A portion of the dataset contains images that are characterized by lower image 

quality, such as blurriness, noise, or artifacts. These limitations in image clarity 

and quality can pose challenges in accurately analyzing and extracting 

meaningful information from the images and thus potentially impact the 

performance.  

3.3 Severity Grading Process and Standard Benchmarks 

The accurate grading of severity in diabetic retinopathy (DR) is crucial for effective 

diagnosis and management of the disease. The severity grading process involves the 

evaluation of various retinal features and lesions observed in fundus images. 
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Ophthalmologists and trained graders visually assess these features, including 

microaneurysms, hemorrhages, exudates, cotton wool spots, intraretinal microvascular 

abnormalities (IRMA), venous beading, and neovascularization. The presence, extent, 

and characteristics of these features are considered in assigning severity grades to 

determine the stage of DR. Two widely recognized standard grading systems for DR 

severity assessment are the American Academy of Ophthalmology (AAO) and the 

International Clinical Diabetic Retinopathy Disease Severity Scale [292]. These 

grading systems categorize DR into different levels, ranging from mild non-

proliferative DR (NPDR) to severe NPDR and proliferative DR (PDR). These grading 

scales provide a consistent framework for clinicians to assess and communicate the 

severity of DR. To ensure reliability and comparability across studies, several 

benchmark datasets have been established. One prominent benchmark is the Early 

Treatment Diabetic Retinopathy Study (ETDRS) dataset, which comprises retinal 

images graded by expert ophthalmologists following standardized protocols [293]. To 

ensure reliability and comparability across studies, several benchmark datasets have 

been established such as the International Diabetic Retinopathy (IDRiD) dataset [294] 

and the “EyePACS-Kaggle dataset. These datasets consist of retinal images annotated 

by trained graders based on established severity scales. 

In the thesis, the American Academy of Ophthalmology (AAO) and the International 

Clinical Diabetic Retinopathy Disease Severity Scale (Refer Table 3.1) is used for DR 

severity assessment on the Kaggle dataset to ensure the validity, reliability, and 

comparability of our results. The severity grading used in this work are enlisted in Table 

3.2.  

Table 3.1: The International Clinical Diabetic Retinopathy Disease Severity Scale [292] 

Severity 

Level 

Name of the Severity Findings Observable on Dilated 

Ophthalmoscopy 

Grade 

Level 0 

No apparent retinopathy- No DR No signs of diabetic retinopathy are observed, and 

the retina appears normal without any 

abnormalities.  

Grade 

Level 1 

Mild Non proliferative diabetic 

retinopathy (NPDR) 

During the examination, small tiny balloon-like 

bulges, known as microaneurysms, are observed on 

the retinal blood vessels.  
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Grade 

Level 2 

Moderate Non proliferative diabetic 

retinopathy (NPDR) 

During the examination, there are retinal changes 

that indicate a stage between mild NPDR and severe 

NPDR. These changes are more significant than 

microaneurysms but have not reached the severity 

seen in severe NPDR. 

Grade 

Level 3 

Severe Non proliferative diabetic 

retinopathy (NPDR) 

During the examination, any of the following 

characteristics are observed 

1. More than 20 intraretinal hemorrhages in each 

of the 4 quadrants: There are multiple dot-like 

bleedings within the retinal layers, and they are 

distributed in more than 20 locations in each of 

the four quadrants of the retina. 

2. Definite venous beading in 2 quadrants: 

Abnormal dilations or constrictions (beading) 

are present in the retinal veins, and this is 

observed in two of the four quadrants of the 

retina. 

3. Prominent intraretinal microvascular 

abnormalities (IRMAs) in 1 quadrant: There 

are noticeable abnormal new blood vessels that 

have formed within the retina, and this is 

observed in one of the four quadrants. 

  

Grade 

Level 4 

Proliferative diabetic retinopathy 

(PDR) 

During the examination, one or more of the 

following signs are observed: 

1. Neovascularization: Abnormal new blood 

vessels, also known as neovascularization, 

have formed on the retina's or optic disc's 

surface. These new blood vessels are fragile 

and prone to leakage, causing complications 

such as vitreous hemorrhage or retinal 

detachment. 

2. Vitreous/preretinal hemorrhage: There is 

bleeding that occurs either into the vitreous 

humor (gel-like substance inside the eye) or in 

the space between the retina and the vitreous 

humor (preretinal space). This bleeding can 
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significantly impair vision and cause floaters 

or dark spots in the visual field.  

 

Table 3.2: Severity grading distribution for Kaggle, MESSIDOR and IDRiD dataset 

Grade Grading Description Number 

of 

Images 

in 

Kaggle 

Dataset 

Number of 

Images in 

the 

MESSIDOR 

dataset 

Number 

of Images 

in IDRiD 

dataset 

Grade 0 (NMA = 0) and (NHM = 0) 6149 546 168 

Grade 1 (0 < NMA ≤ 5) and (NHM = 0) 588 153 25 

Grade 2 (5 < NMA < 15) or (0 < NHM ≤ 5) 1283 247 168 

Grade 3 (NMA ≥ 15) or (NHM ≥ 5) 221 254 93 

Grade 4 NMA ≥ 20 in each of 4 quadrants, venous beading 

in 2 quadrants, and prominent intraretinal 

microvascular abnormalities in 1 quadrant   

166 - - 

*NMA represents the number of microaneurysms 

**NHM represents the number of hemorrhages 

Table 3.3: Different Dataset Available 

Dataset 

Name 

Publis

hed in 

Year 

Captured by No. of 

Person

s from 

which 

images 

are 

taken 

Total 

no. of 

imag

es 

Image 

format 

Type Used for Ref 

FGADR 2020 NA NA 2842 JPEG Fundus DR and 

DME 

grading 

[295] 

Dataset from 

fundus 

images for 

the study of 

DR  

2021 Visucam 500 

camera 

of the Zeiss brand 

NA 757 JPEG Fundus DR 

grading 

[296] 

Retinal 

Lesions 

2020 Selected from 

EPACS 

dataset 

NA 1593 JPEG Fundus Impleme

nted for 

DR 

[297] 
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grading 

and 

lesion 

segmenta

tion 

Bahawal 

Victoria 

Hospital 

2020 Vision Star, 24.1 

Megapixel Nikon 

D5200 camera 

500 2500 JPEG Fundus DR 

grading 

[298] 

AGAR300 2020 45-degree field-

of-view 

150 300 JPEG Fundus DR 

grading 

and MA 

detection 

[399] 

Zhongshan 

Hospital and 

First 

People’s 

Hospital  

2019 Multiple colour 

fundus camera 

5278 19,23

3 

JPEG Fundus DR 

grading 

and 

lesion 

segmenta

tion 

[300] 

OIA-DDR 2019 NA 9598 13,67

3 

JPEG NA DR 

grading 

and 

lesion 

segmenta

tion 

[301] 

ODIR-2019 2019 Fundus camera 

(Canon), Fundus 

camera (ZEISS), 

and 

Fundus camera 

(Kowa) 

5000 8000 JPEG Fundus DR, HT, 

AMD 

and 

Glaucom

a 

[302] 

OCTAGON 2019 DRI OCT Triton 

(Topcon 

213 213 JPEG 

& TIFF 

OCTA DR 

detection 

[303] 

CSME 2019 NIDEK non-

mydriatic 

AFC-330 auto-

fundus 

camera 

NA 1445 JPEG Fundus DR 

grading 

[304] 
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APTOS 2019 DFC NA 5590 PNG Fundus DR 

grading 

[305] 

UoA-DR 2018 Zeiss VISUCAM 

500 

Fundus Camera 

FOV 

45 degree 

NA 200 JPEG Fundus DR 

grading 

[306] 

OCTID 2018 Cirrus HD-OCT 

machine (Carl 

Zeiss 

Mediatec) 

NA  

500+ 

JPEG OCT DR, HT, 

AMD 

[307] 

IDRID 2018 NA NA 516 JPEG Fundus DR 

grading 

and 

lesion 

segmenta

tion 

[308] 

Singapore 

National DR 

Screening 

Program  

2017 NA 14,880 494,6

61 

JPEG Fundus DR, 

Glaucom

a and 

AMD 

[309] 

Ophthalmic 

Data 

Repository 

DR 

2017 TRC-NW65 

non-mydriatic 

DFC 

(Topcon) 

70 1120 PNG Fundus DR 

detection 

[310] 

JICHI DR 2017 AFC-230 fundus 

camera (Nidek) 

2740 9939 JPEG Fundus DR 

grading 

[311] 

DR HAGIS 2016 TRC-NW6s 

(Topcon), 

TRC-NW8 

(Topcon), 

or CR-DGi 

fundus 

camera (Canon) 

38 39 JPEG Fundus DR, HT, 

AMD 

and 

Glaucom

a 

[312] 

Rabbani 2015 Heidelberg 

SPECTRALIS 

OCT 

HRA system 

24 24 

image

s 

& 24 

TIFF OCT Diabetic 

Eye 

diseases 

[313] 
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video

s 

EyePACS 2015 Centervue DRS 

(Centervue, Italy), 

Optovue iCam 

(Optovue, USA), 

Canon 

CR1/DGi/CR2 

(Canon), and 

Topcon 

NW (Topcon) 

NA 88,70

2 

JPEG Fundus DR 

grading 

[314] 

Srinivasan 2014 SD-OCT 

(Heidelberg 

Engineering, 

Germany) 

45 3231 TIFF OCT DR 

detection 

and 

grading, 

DME, 

AMD 

[315] 

Lotus 

eyecare 

hospital 

2014 Canon non-

mydriatic 

Zeiss fundus 

camera 

90_ FOV 

NA 122 JPEG Fundus DR 

detection 

[316] 

MESSIDOR 

1 

2014 Topcon TRC 

NW6 

non-mydriatic 

retinography, 45_ 

FOV 

NA 1200 TIFF Fundus DR and 

DME 

grading 

[317] 

FFA 

Photographs 

2014  70 70 JPEG FIFA DR 

grading 

and 

Lesion 

detection 

[318] 

DRIMDB 2014 CF-60UVi fundus 

camera (Canon) 

NA 216 JPEG Fundus DR 

detection 

and 

grading 

[319] 

DR2 2014 TRC-NW8 NA 520 TIFF Fundus DR 

detection 

[320] 
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retinography 

(Topcon) 

with a D90 

camera 

(Nikon, Japan) 

DR1 2014 TRC-50_ 

mydriatic 

camera Topcon 

NA 1077 TIFF Fundus DR 

detection 

[320] 

RITE 2013 Canon CR5 

non-mydriatic 

3CCD 

camera with a 45_ 

FOV 

40 40 TIFF Fundus Retinal 

vessel 

segmenta

tion and 

ophthalm

ic 

diseases 

[321] 

22 HRF 2013 CF-60UVi camera 

(Canon) 

45 45 JPEG Fundus DR 

detection 

[322] 

Longitudinal 

DR 

screening 

data 

2013 Topcon TRC-

NW65 

with a 45 degrees 

field 

of view 

70 1120 JPEG Fundus DR 

grading 

[323] 

eOphtha 2013  NA 463 JPEG Fundus Lesion 

detection 

[324] 

DRiDB 2013 Zeiss VISUCAM 

200 

DFC at a 45_ 

FOV 

NA 50 BMP Fundus DR 

grading 

[325] 

Fundus 

Images with 

Exudates 

2012  NA 35 JPEG Fundus Lesion 

detection 

[326] 

FFA 

Photographs 

& CF 

2012  60 120 JPEG FIFA DR 

grading 

and 

lesion 

detection 

[327] 

19 CF 2012  60 60 JPEG Fundus DR 

detection 

[328] 
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HEI-MED 2010 Visucam PRO 

fundus 

camera (Zeiss, 

Germany) 

910 169 JPEG Fundus DR 

detection 

and 

grading 

[329] 

National 

Taiwan 

University 

Hospital 

2007–

2017 

Heidelberg retina 

tomography with 

Rostock corneal 

module 

30 30 TIFF Fundus DR, 

pseudo 

exfoliatio

n 

[330] 

DIARETDB

1 

2007 50_ FOV DFC NA 89 PNG Fundus DR 

detection 

and 

grading 

[331] 

DIARETDB

0 

2006 50_ FOV DFC NA 130 PNG Fundus DR 

detection 

and 

grading 

[332] 

DRIVE 2004 Canon CR5 

non-mydriatic 

3CCD 

camera with a 45_ 

FOV 

400 40 JPEG Fundus Retinal 

vessel 

segmenta

tion and 

”ophthalm

ic 

diseases 

[333] 

 

This chapter outlined the dataset utilized in this study, examining its structure, 

inherent limitations, and the grading benchmarks that guide severity classification for 

diabetic retinopathy. Understanding these factors is crucial in the design and training 

of a reliable model for DR detection. Insights gathered from the dataset enlighten the 

architectural and methodological decisions of the proposed model, elaborated upon in 

the next chapter. 
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CHAPTER 4 

PROPOSED MODEL 

This chapter introduces the proposed DR-ResNet+ model, designed to enhance diabetic 

retinopathy detection. Beginning with an overview of the ResNet model’s structure, the 

chapter then describes the architectural enhancements specific to DR-ResNet+. These 

adaptations are tailored to address challenges such as vanishing gradients and to 

improve feature extraction, ultimately leading to more accurate retinal image analysis. 

Through advanced deep learning techniques, DR-ResNet+ is presented as a robust tool 

for diabetic retinopathy detection.  

4.1 Conventional ResNet Model  

In the conventional CNNs, as it becomes deeper, vanishing gradients occur, which has 

a negative impact on network performance. This gradient is back propagated to the 

previous layer and disappears, resulting in a very small gradient. Residual neural 

networks provide a “skip connection” function that allows for 152-layer training 

without vanishing gradient concerns [334]. It works by superimposing “identity 

mappings” on top of the CNN and creates skip connection/identity shortcut connections 

that skip one or more parameter/weight layers and feed the input directly bypassing one 

or more layers to a layer ahead. Moreover, the stacking of the layers should not degrade 

the performance of its shallow counterpart. As shown in Fig. 3, the output of the skip 

path is H(𝑥) = 𝑥 + F(𝑥), where x denotes the input to the layers and F(𝑥) is the activation 

implemented on two layers that are skipped. Therefore, F(𝑥) in this case will be H(𝑥) – 

𝑥   i.e., F(𝑥) = H(𝑥) – 𝑥 in actuality. (H(x) –x) is a residual learned by the layers that 

are skipped and known as a skipped connection or residual network. 

Weight layer learns F(x) = H(x)-x 



 

85 

 

 

Figure 4.1: ResNet Model [335] 

During the training phase, the error gradient propagates backward from the output to 

the input side of the network, in the case of the skipped connection, the gradient can 

directly flow to those connections as well and vanishes the error gradient. Figure 4.2 

shows 34 layers residual network [336]. All the bypass connections which are shown 

by the curved arrows represent all the skip connections that skip the number of layers 

in between to pass the information to the next layers as shown in Fig. 4.2. Key variables 

involved in forward and backpropagation within the residual network are presented 

below. 

𝑎𝑙: The activation at layer l. This variable represents the output of neurons at a particular 

layer after applying the activation function. 

f: The activation function, which applies a non-linear transformation to the weighted 

sum of inputs to add non-linearity to the model. 

𝑊𝑙−1,𝑙 ∶ The weight matrix connecting layer l−1 to layer l. It represents the learned 

parameters that modify the input activations as they pass from one layer to the next. 

b: The bias term. This term is added to the weighted sum of inputs to adjust the 

activation function’s threshold, allowing the model to shift the activation function as 

needed. 

𝑍𝑙: The weighted sum of inputs at layer l before applying the activation function. This 

is computed as 𝑊𝑙−1,𝑙 . 𝑎𝑙−1 + 𝑏 , representing the net input to layer l. 

H(x) 

relu 

relu 

x 

Identity F(x) 

x 

Weight Layer 

Weight Layer 

+ F(x) + x 
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𝛿𝑙: The error gradient at layer l. This gradient shows how the error changes with respect 

to the activation 𝑎𝑙, indicating how much each parameter should adjust to reduce the 

output error. 

∇𝑊𝑙−1,𝑙: The gradient of the weights ∇𝑊𝑙−1,𝑙in the normal path. It shows how the error 

changes with respect to these weights, guiding the adjustments during backpropagation. 

∇𝑊𝑙−2,𝑙: The gradient of the weights in the skip path that connects layer l−2 directly to 

layer l. This gradient indicates the effect of the skip connections on the error, ensuring 

the error propagates efficiently to earlier layers. 

Forward Flow:    𝑎𝑙 = 𝑓(𝑊𝑙−1,𝑙  . 𝑎𝑙−1 + 𝑏 + 𝑊𝑙−2,𝑙  . 𝑎𝑙−2 ) = 𝑓(𝑍𝑙 + 𝑊𝑙−2,𝑙  . 𝑎𝑙−2)  (i) 

𝑎𝑙 = 𝑓(𝑍𝑙 + 𝑎𝑙−2)        if same dimension   (ii) 

Back Propagation:        ∇𝑊𝑙−1,𝑙 =  −𝑎𝑙−1. 𝛿𝑙                 Normal path  (iii) 

    ∇𝑊𝑙−2,𝑙 =  −𝑎𝑙−2. 𝛿𝑙                  Skip path  (iv) 

As shown in Fig. 4.3, during backpropagation, the error gradient propagates backward 

from layer 𝑙 to layer 𝑙 − 1. This gradient can flow from layer 𝑙 to layer 𝑙 − 2 following 

the skip connection.  

It has been observed that in backpropagation, the error gradient propagates back from 

both the normal path and the skipped paths to avoid the vanishing gradient problem in 

the residual network. 
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Figure 4.2: 34-layer residual network [337] 
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(a) 

 

(b) 

Figure 4.3: (a) Forward flow (b) Backward Flow 
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4.2 Proposed DR-ResNet+ Model 

Figure 4.4 shows the overall architecture of the proposed DR-ResNet+ model for 

detection of Diabetic Retinopathy.  The data is fed to the input with zero padding.  After 

performing the convolution, batch normalization is applied before adding nonlinearity 

through an activation function ReLu. To reduce the dimensions, Max pooling is done 

prior to the residual blocks. After average pooling, the output is flattened up, and 

forwarded to the dense, fully connected artificial neural network.  

 

Figure 4.4: Proposed DR-ResNet+ Model for detection of Diabetic Retinopathy 
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The architectural design for the detection of Diabetic Retinopathy (DR) entails a 

comprehensive sequence of layers aimed at effectively discerning between images with 

and without DR. The initial input comprises images with dimensions of 256x256 pixels 

and three color channels. To prepare the input for subsequent processing, zero-padding 

is applied with a (3, 3) kernel, setting the stage for a Convolutional Layer (Conv2D) 

with 64 filters. This convolutional operation employs a kernel size of (7, 7) and is 

activated using Rectified Linear Unit (ReLU) activation. 

Following the convolutional layer, batch normalization is performed to normalize the 

activations, and an additional ReLU activation function is applied for enhanced non-

linearity. Max-pooling is then employed with a 2x2 window to down-sample the spatial 

dimensions of the feature maps. 

The model integrates residual blocks to capture intricate hierarchical features crucial 

for effective image classification. In Stage 2, a residual block consists of three 

convolutional layers with filter sizes [64, 64, 256], supplemented by Identity Blocks 1 

and 2. Similarly, both Stage 3 and Stage 4 incorporate their respective residual blocks 

with increasing filter sizes ([128, 128, 512] and [256, 256, 1024]). Each stage is 

accompanied by Identity Blocks to promote feature reuse and facilitate gradient flow 

during training. 

To further streamline the representation, an average pooling layer with a 2x2 window 

is introduced, contributing to the reduction of spatial dimensions. The flattened output 

is then channelled into a dense layer housing a single neuron. The activation function 

employed in this final layer is the sigmoid function, facilitating binary classification 

and softmax function, facilitating the multi class classification. This meticulously 

crafted architecture aims to capture and distill pertinent features instrumental in 

distinguishing between images depicting Diabetic Retinopathy and those that do not. 

The full architecture of the DR-ResNet+ model, which is developed for the purpose of 

identifying and classifying the diabetic retinopathy, is shown in Figure 4.5. Prior to 

getting into the convolutional layer, the input data passes through a process called zero 

padding. Next, batch normalization is applied, which introduces nonlinearity via the 

use of the ReLu activation function. This comes after the convolution algorithm. 
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Maximum pooling is then used to reduce the dimensionality of the data before it is 

entered into the residual blocks. After the pooling results have been averaged, the output 

is flattened and then sent to an artificial neural network that is dense and completely 

linked [353]. 

Input

Zero Padding

Conv2D

MaxPool 2D

Batch Normalization, ReLu

Res-Block

Res-Block

Res-Block

Average Pooling

Dense Layer, SoftMax

Flatten

Output

 

Figure 4.5: Proposed DR-ResNet+ Model for Classifying the Diabetic Retinopathy 
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All the blocks of the proposed model have a series of blocks within them. The Res-

block itself has a convolution block first, followed by two identity blocks as shown in 

Fig. 4.6. 

Convolutional Block

Identity Block

Identity Block

Input

Output
 

Figure 4.6: Res-Block 

In the convolutional Block, as shown in Fig. 4.7, the input is fed to the main path and 

short path. The main path goes through the conv2D, max pooling, batch normalization 

with ReLu, then another convolution 2D, batch normalization with ReLu, another 

con2D, and then batch normalization. Whereas in the short path input is fed to con2D, 

the max pooling, batch Normalization block. The outputs obtained from these two 

different paths are added and then applied to the ReLu. Another block in ResNet is an 

identity block (batch Norm, conv2D, batch norm) in which input is directly fed to the 

short path, and then the results from the main and short path are added.  



 

93 

 

Input

M
a
in

 P
a
th

Conv2D

ReLu

+

Conv2D

MaxPool2D

BatchNorm

BatchNorm, ReLu

Conv2D

BatchNorm, ReLu

Conv2D

BatchNorm

MaxPool2D

 

 

(a) 

 

Input

M
ai

n 
Pa

th

Conv2D

BatchNorm, ReLu

Conv2D

BatchNorm, ReLu

Conv2D

ReLu

BatchNorm

+

 

(b) 

 

Figure 4.7: (a) Convolutional Block (b) Identity Block 
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The various steps involved in training the DR- ResNet+ model for diabetic retinopathy 

classification are enlisted in Table 4.1 as a proposed methodology.  

Table 4.1:  Proposed Methodology for Categorization of Retinal Images using DR-

ResNet+ 

Steps Description 

Preparation of Data Get the dataset and divide it into the three categories of training, validation, 

and testing. “The validation set and test set are used to assess the model's 

performance on new, unseen data, respectively. The training set is used to train 

the model, the validation set to assess its accuracy and to optimise the 

hyperparameters. 

Data enhancement To enhance the model's resilience, data augmentation techniques are employed 

to expand the size of the training dataset. This facilitates the generation of 

supplementary images from the pre-existing dataset. 

Preprocessing of 

Data 

Prior to model training, preprocessing of photos is carried out, which 

commonly involves resizing, normalizing the pixel values within a specific 

range and transforming the images to a standardized format suitable for deep 

learning model processing. 

Extraction of 

Features 

Each preprocessed image is fed through the convolutional layers of the 

proposed DR-ResNet+ model in order to extract features. The model can learn 

to recognize the distinctive aspects of diabetic retinopathy by extracting these 

properties, which enables it to precisely diagnose and grade the severity of the 

condition. 

Classification The feature maps that are produced after feature extraction are flattened and 

sent through a fully linked layer. The final output scores for each of the five 

DR severity levels (0, 1, 2, 3, 4) are calculated by this layer. Using the softmax 

activation function in the output layer, these scores are then normalised into a 

probability distribution across the severity levels. Using the sigmoid for binary 

one. 

Changing the Final 

Layer 

The DR-ResNet+ model is tailored to classify diabetic retinopathy, and the 

network's final layer is changed to correspond to the number of necessary 

output classifications. Since there are five different severity levels of diabetic 

retinopathy in this case (0, 1, 2, 3, 4), the network's final layer must include 

five output nodes, one for each severity level, to allow for correct grading and 

categorization of diabetic retinopathy. 

Model training The DR-ResNet+ model is trained on a vast set of retinal images through 

backpropagation and stochastic gradient descent (SGD) optimization.  
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Model testing To determine its accuracy, the DR-ResNet+ model is tested on a distinct 

validation dataset, and its precision, recall, F1 score, and other performance 

parameters are evaluated.  

Hyperparameter 

tuning 

To achieve the highest performance on the validation set, the hyperparameters 

such as learning rate, batch size, and number of epochs are adjusted.  

Training The model is trained with the appropriate hyperparameter values in the training 

set to optimize the model's performance. 

Validation After tuning the hyperparameters, the validity of the model is checked on the 

validation dataset.  

Testing To assess the model's generalizability, it is tested on the test data set. This 

involves evaluating the model's performance on new, unseen data and 

determining its accuracy in predicting the severity of DR.  

Performance 

Assessment 

To assess the trained model performance in identifying diabetic retinopathy, 

compute its accuracy, precision, recall, F1-score, and AUC-ROC. 

Maintaining the 

Model 

After training and validating the model, it is saved for future deployment and 

to ensure that the model's performance can be replicated and compared to other 

models or benchmarks” in the future. 

 

The architecture of the ResNet+ presents layers, parameters, connections, output, and 

a convolutional neural network utilized to classify diabetic retinopathy by dividing it 

into multiple layers. The architecture used is DR-ResNet+, a kind of residual neural 

network that enables the training of very deep networks. With 3 color channels, an 

image size of 256×256, and a batch size of none, the input layer has the form (None, 

256, 256, 3). The zero-padding layer enlarges the input image to a size of 262×262 by 

surrounding it with zeros. The conv1 layer conducts the first convolution operation with 

64 filters of size 7×7 and a stride of 2, resulting in an output shape of (None, 128, 128, 

64). The Batch Normalization layer is used to normalize the output of the convolutional 

layer, which helps in enhancing the training process. Furthermore, the ReLU activation 

function is used to normalize the output of the Batch Normalization layer within the 

activation layer. The result of a max-pooling operation with a pool size of 3×3 and a 

stride of 2 is (None, 63, 63, 64) for the max_pooling2d layer. A Batch Normalization 

layer, a ReLU activation layer, two convolutional layers with 64 filters, and a 3×3 

kernel size make up the ResNet block. The output of the first convolutional layer is 

transmitted via a Batch Normalization layer, then through another ResNet block 
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composed of one convolutional layer with 256 filters and a 1×1 kernel size. After the 

output of the max-pooling2d layer, a second convolutional layer with 256 filters and a 

1×1 kernel size is applied. The next layer is referred to as Batch Normalization. The 

outputs of these two paths are then combined. The aforementioned processes are 

repeated four times, resulting in four ResNet blocks, each composed of two identity 

blocks and one convolutional block. The last layer, a global average pooling layer, uses 

the spatial average of the output tensor to produce a tensor of form (None, 256). The 

probability that the input image has diabetic retinopathy is represented by the output of 

this tensor, which has a range of 0 to 1. Then, this tensor is fed into a layer that is fully 

connected and has one neuron with a sigmoid activation function. The model has 

4,987,525 total parameters, of which 4,967,685 can be trained. 

4.2.1 DR-ResNet+ Methodological Elaboration 

The proposed DR-ResNet+ architecture is meticulously designed to address the 

complex task of diabetic retinopathy classification. The detail description of each 

component is as follows: 

1. Input Layer (input_1) 

 Shape: (None, 256, 256, 3) 

 Rationale: This layer accommodates varying batch sizes and RGB color 

images with dimensions of 256x256 pixels. 

2. Zero Padding Layer (zero_padding2d) 

 Padding: (None, 262, 262, 3) 

 Rationale: Zero-padding enlarges the input image to 262x262, ensuring that 

spatial information is preserved during convolution. 

3. Convolutional Layer (conv1) 

 Filters: 64 

 Kernel Size: 7x7 

 Stride: 2 

 Output Shape: (None, 128, 128, 64) 

 Rationale: This layer extracts low-level features from the input image while 

reducing spatial dimensions. 
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4. Batch Normalization Layer (bn_conv1): 

 Output Shape: (None, 128, 128, 64) 

 Rationale: Batch normalization stabilizes training by normalizing 

activations, enhancing convergence and mitigating overfitting. 

5. Activation Layer (ReLU) 

 Output Shape: (None, 128, 128, 64) 

 Rationale: The Rectified Linear Unit (ReLU) introduces non-linearity, 

enabling the model to learn complex patterns. 

6. Max Pooling Layer (max_pooling2d) 

 Pool Size: 3x3 

 Stride: 2 

 Output Shape: (None, 63, 63, 64) 

 Rationale: Max pooling reduces spatial dimensions while retaining 

essential features, promoting translation invariance. 

7. ResNet Blocks ( res_2_conv_a) 

 Explanation: ResNet blocks are pivotal to our architecture. They comprise 

Convolutional Blocks and Identity Blocks. 

 Convolutional Block ( res_2_conv_a) 

 Input Shape: (None, 63, 63, 64) 

 Configuration: Conv2D, Batch Normalization, ReLU, Conv2D, 

Batch Normalization 

 Output Shape: (None, 31, 31, 64) 

 Identity Block (res_2_identity_1_a) 

 Input Shape: (None, 31, 31, 64) 

 Configuration: Conv2D, Batch Normalization 

 Output Shape: (None, 31, 31, 256) 

 Rationale: These blocks mitigate the vanishing gradient problem, enabling 

training of very deep networks by using shortcut connections for gradient 

flow. 
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8. Global Average Pooling Layer (Average_Pooling) 

 Output Shape: (None, 3, 3, 1024) 

 Rationale: Global average pooling spatially averages feature maps, 

condensing information for classification while reducing overfitting. 

9. Flatten Layer (flatten) 

 Output Shape: (None, 9216) 

 Explanation: Flattening the output prepares it for input into fully connected 

layers. 

10. Fully Connected Layer (Dense_final) 

 Units: 5 (one for each DR severity level) and 2 for binary classification 

 Output Shape: (None, 5) 

 Rationale: This layer produces final output scores for classifying diabetic 

retinopathy severity levels. 

4.2.1 Rationale behind the Design Choices 

 Residual Blocks: ResNet blocks are adopted to counteract the vanishing 

gradient issue. Shortcut connections facilitate the flow of gradients during 

backpropagation, enabling training of deep networks. 

 Batch Normalization: We incorporate batch normalization to enhance training 

stability and convergence by normalizing activations. 

 Global Average Pooling: This layer reduces spatial dimensions while retaining 

crucial information, reducing the risk of overfitting and preparing data for 

classification. 
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CHAPTER 5 

RESULTS AND DISCUSSION 

This chapter provides a comprehensive analysis of the performance outcomes achieved 

with the proposed model, DR-ResNet+, using a variety of evaluation metrics. Results 

from simulations highlight the model’s accuracy and reliability in identifying diabetic 

retinopathy. A comparative assessment follows, where the DR-ResNet+ model’s 

effectiveness is benchmarked against traditional approaches to underscore 

improvements in diagnostic precision. The chapter discusses the model’s potential 

implementation in real-world clinical practice, emphasizing its role in enhancing 

accessibility and effectiveness in diabetic retinopathy screening. 

5.1 Performance Matrix 

The effectiveness of a machine learning classification is evaluated using a confusion 

matrix. The confusion matrix provides a comparison that is based on matrices of actual 

and predicted values. Here, the DR is divided into five categories proliferative, no DR, 

mild, moderate, and severe. The confusion matrix for our classification problem would 

thus be a 5×5 matrix. The term “confusion matrix” refers to a matrix that has the 

dimensions N×N, where N is the total number of labels or classes. Understanding the 

concepts of true positive, true negative, false positive, and false negative is critical in 

data analysis and machine learning. Positive and negative numbers are used to assess 

prediction accuracy, and there are four major sorts of outcomes. A true positive is one 

when the predicted and actual values are both positive. On the other hand, it is referred 

to as a true negative when both values are negative. When the predicted value is positive 

even if the actual value is negative, this is referred to as a false positive or Type 1 error. 

When the predicted value is negative even if the actual value is positive, this is known 

as a false negative, or Type 2 error, and the confusion matrix for the same is shown in 

Figure 5.1. 

 

 



 

100 

 

Predicted 

Actual 

Class 
No 

DR 
Mild Moderate Severe 

Proliferative 

DR 

No DR 

TN 
FP 

(Type 1 Error) 

Mild 

Moderate 

Severe 

Proliferative FN (Type 2 Error) TP 

Figure 5.1: Basic Confusion Matrix 

Accuracy is determined by dividing the number of correct positive predictions by the 

total number of positives. In other words, accuracy establishes the ratio of true positives 

to expected positives.  

Recall is calculated by dividing true positive by true positive and false negative. Recall 

evaluates a model's propensity to predict successful outcomes.  

The F1 score is determined by determining the harmonic mean of the values obtained 

for recall and accuracy. To get an individual's F1 score, the recall and accuracy scores 

are averaged together and then multiplied by the harmonic mean. The F1 score will be 

0, not 0.5 if the accuracy and recall are both 0.  

Deep learning models' categorization effectiveness may be evaluated using a variety of 

performance indicators [338]. Area under the curve (AUC), sensitivity, specificity, 

accuracy, and area under the receiver operating characteristic curve (ROC) are common 

metrics for deep learning models [339]. The percentage of aberrant pictures that are 

accurately identified as being aberrant is known as the image's sensitivity, while the 

percentage of normal pictures that are accurately recognized as being normal is known 

as the image's specificity. The AUC, a graph, illustrates how specificity and sensitivity 

are related. On the other hand, accuracy represents the proportion of images that were 

correctly classified.  
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5.2  Simulation Results  

Figure 5.2(a) shows the loss curve of the proposed model during training and validation 

process over 100 epochs. It is clearly evident that the proposed model's loss decreases 

gradually over time, as its learning improves.  

Fig. 5.2 (b) displays the proposed model's ROC curve that illustrates the model's true 

positive rate versus its false positive rate for different classification thresholds. The 

model has an area under the ROC curve (AUC) of 0.98, a high true positive rate, and a 

low false positive rate. It suggest that the proposed model has an excellent 

discrimination ability between the two classes.  

The accuracy curve in Fig. 5.2 (c) and Fig. 5.2 (d) shows the proposed model’s training 

and validation accuracy over 50 and 100 epochs, respectively. It is evident from Fig. 

5.2 that the DR-ResNet+ model achieves a high accuracy of 98% over 50 epochs and 

maintain the same level of accuracy at 100 epochs which suggest that the proposed 

model is generalized and could maintain its performance over a longer training period. 

Further, it demonstrates that the proposed model’s accuracy steadily increased over 

time and eventually stabilized at a high level. Thus, the model is capable to learn the 

features of the input data effectively and accurately classify the samples. The proposed 

model’s loss value 0.5 indicates that the model minimizes the error between the 

predicted and actual outputs while training. Therefore, proposed DR-ResNet+ model is 

a highly effective model for classification tasks, with high accuracy, low loss, and 

excellent discrimination ability. 
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(a) 

 

 

(b) 
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(c) 

 

(d) 

Figure 5.2: (a) the loss curve for the DR-ResNet+  model, (b) the receiver operating 

characteristic (ROC) curve for the DR-ResNet+  model, and (c) the accuracy curve for the 

DR-ResNet+ over 50 epochs model (d) the accuracy curve for the DR-ResNet+  over 100 

epochs 
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The accuracy with which the suggested model can categorize the input data into the 

appropriate groups is shown by the confusion matrix in Figure 5.3(a). Along the 

diagonal, there are a disproportionately high number of properly categorized samples, 

suggesting that the model has high accuracy for each class. Fig. 5.3 (b) to Fig. 5.3 (f) 

shows the confusion matrix for no DR, Mild DR, Moderate DR, Severe DR, and 

Proliferative DR, respectively. It can be observed that for Proliferative DR using the 

aforementioned confusion matrix, TP = 1381. This is evident from the last column and 

final row which shows that only 1381 of the Proliferative were categorized properly.  

FP = 9 + 21 + 94+ 13 = 47, except for the final row in the last column. It specifies that 

incorrectly classified proliferative include nine cases of no DR, twenty-one cases of 

mild DR, four cases of moderate DR, and thirteen cases of severe DR. 

FN = 24, except for the last column in the final row, 6 of the Proliferative DR are 

mistakenly labeled as No DR, 10 of the Proliferative DR as Mild DR, 4 of the 

Proliferative DR as Moderate DR, and 4 of them as Severe DR  

TN = 5573, Since it is not Proliferative and not even identified as Proliferative, the 

remaining classifications, with the exception of the final row and final column, can all 

be considered false negatives. 

 

(a) 
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(b) 

 

(c) 
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(d) 

 

(e) 
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(f) 

Figure 5.3:  (a) The confusion matrix for the overall DR-ResNet+ model (b) confusion 

matrix for no DR (c) confusion matrix for Mild DR (d) confusion matrix for Moderate DR (e) 

confusion matrix for Severe DR (f) confusion matrix for Proliferative DR 

Therefore, the accuracy, specificity, and sensitivity for 'Proliferative DR' can be 

calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐴 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 𝑋 100 = 98.98% 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝐵 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 𝑋 100 = 98.29% 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝐶 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 𝑋 100 = 99.16% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝐷 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 𝑋 100 = 96.70% 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑋 (𝐷 𝑋 𝐵)

(𝐷 + 𝐵)
 = 97.48% 
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The effectiveness of the machine learning model in identifying “Proliferative DR” is 

evaluated utilizing a comprehensive set of performance indicators like accuracy, 

specificity, sensitivity, precision, and F1 score. In this work, a dataset of 1405 samples 

is used to test the model, and 1381 of these samples have “Proliferative DR” results that 

are positive. The proposed model is able to identify these samples with 98.98% 

accuracy. Similarly, the model is capable of correctly identifying negative instances i.e. 

the samples without “Proliferative DR” with a specificity of 99.16%.  Further, the 

sensitivity of the proposed model is 98.29% which shows that the model is correctly 

identifying the vast majority of positive instances (those with “Proliferative DR”). 

Additionally, the precision of the model is calculated 96.70%, which shows that it 

correctly identified the majority of the samples classified as positive. The F1 score of 

the proposed model is 97.48%, which provides a sense of the overall performance of 

the model. The mean ROC AUC score of 0.98 for the multiclass classification of 

diabetic retinopathy demonstrates that it is capable of effectively differentiating 

between various disease severity levels. The efficiency of the proposed DR-ResNet+ 

model for categorizing diabetic retinopathy is shown in Table 5.1. 

Table 5.1:  Performance of the proposed ResNet+ model 

Proposed 

Model 

Class Accuracy Specificity Sensitivity/Recall Precision F1 

score 

 

Proposed 

DR-

ResNet+ 

No DR 0.9865 0.9922 0.9637 0.9685 0.9661 

Mild 0.9863 0.9931 0.9594 0.9719 0.9656 

Moderate 0.9893 0.9913 0.9815 0.9657 0.9735 

Severe 0.9888 0.994 0.9677 0.9754 0.9716 

Proliferative 0.9898 0.9916 0.9829 0.9670 0.9748 

 

A number of performance indicators are taken into consideration to evaluate the 

effectiveness of the suggested model, including accuracy, specificity, sensitivity/recall, 

precision, and F1 score. For all classes, the proposed model produced high accuracy 

values ranging from 0.9863 to 0.9898. Additionally, all classes have high specificity 

values, ranging from 0.9913 to 0.994, showing that the model is effective at detecting 

real negatives. The model's sensitivity/recall values for the moderate and severe classes 

are marginally lower at 0.9594 and 0.9677, respectively. However, the model achieved 
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high sensitivity/recall values of 0.9815, 0.9829, and 0.9637 for the moderate, 

proliferative, and overall classification, respectively. For various classes the accuracy 

values, ranging from 0.9657 to 0.9754. This demonstrates the reliability of the model 

in locating positive samples. Similarly, high F1 score values for all classes ranging from 

0.9656 to 0.9748 show the tradeoff between accuracy and recall.  

The hyperparameter optimization procedure for a multiclass classification model 

trained on a dataset of diabetic retinopathy is shown in Table 5.2. For various 

combinations of hyperparameters, including epoch, batch size, learning rate, 

momentum, weight decay, batch normalization, dropout, data augmentation, optimizer, 

and activation function, the accuracy attained by the model is recorded in the table. It 

is evident that by using a lower batch size and raising the epoch improves accuracy 

using Adam optimizer with ReLU activation function and data augmentation. The 

model’s accuracy varies from 63% to 99%, and certain hyperparameter values are more 

likely to overfit. Optimizing the functionality of the multiclass classification model for 

diabetic retinopathy depends critically on parameter adjustment. To find the most 

efficient set of hyperparameters, an intensive parameter optimization procedure is used 

in this work. Epoch, batch size, learning rate, momentum, weight decay, batch 

normalization, dropout, data augmentation, optimizer, and activation function were 

among the variables taken into account for optimization. A momentum of 0.9, batch 

normalization, and data augmentation techniques are consistently applied in all 

experiments to improve the model's functionality and capacity for generalization. To 

investigate the influence of each parameter range of values on the accuracy of the 

model, systematic variation is applied to each one. It has been observed during the 

optimization process that the accuracy of the model is significantly improved by 

reducing the batch size and by increasing the number of epochs. According to this 

result, smaller batch sizes improve generalization by decreasing the possibility of the 

model being stuck in local minima. In order to achieve high accuracy, the choice of 

optimizer and activation function is also very important. In the proposed method, the 

Adam optimizer with the ReLU activation function, one may improve the performance. 

Using data augmentation approaches, the model's resilience and generalizability are 

improved. The model grew more resistant to noise and variances in the test data by 
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adding variations and transformations to the training data, increasing its overall 

accuracy. In order to find the hyperparameter values that produced the greatest 

performance, a detailed examination of the data in Table 5.2 is performed to get the 

optimal balance between accuracy and overfitting. For future research to create a 

precise and dependable multiclass classification model for diabetic retinopathy, the 

results in Table 5.2 are an invaluable resource and one can choose the best set of 

hyperparameters to get the best model performance by using the insights gathered from 

the parameter optimization process. 

Table 5.2: Results of a hyperparameter optimization 

Epoch 
Batch 

Size 

Learning 

Rate 

Weight 

Decay 
Dropout Optimizer 

Activation 

Function 

Accuracy 

Values 

Median 

Accuracy 

Variation 

10 32 0.001 0.0001 0.2 Adam ReLU 
93, 86, 

88, 87 

88.5 ± 2.69 

10 128 0.0005 0.0001 0.3 SGD LeakyReLU 
77, 76, 

75,78 

76.5 ± 1.11 

10 256 0.0001 0.0005 0.4 RMSprop ELU 
73. 78,76, 

68 

72.5 ± 3.37 

10 512 0.00005 0.0005 0.5 Adam ELU 
65, 65, 

75, 70 

68.75 ± 4.14 

20 32 0.001 0.0001 0.2 Adam ReLU 
94 ,89, 

88, 86 

89.25 ± 2.94 

20 128 0.0005 0.0001 0.3 SGD LeakyReLU 
78, 76, 

76,74 

76 ± 1.41 

20 256 0.0001 0.0005 0.4 RMSprop ELU 
75, 78, 

70,76 

74.75 ± 2.94 

20 512 0.00005 0.0005 0.5 Adam ELU 
63, 62, 

64, 68 

64.25 ± 2.27 

30 32 0.001 0.0001 0.2 Adam ReLU 
94, 89, 

93, 94  

92.5 ± 2.06 

30 128 0.0005 0.0001 0.3 SGD LeakyReLU 
75, 80, 

84, 78  

79.25 ± 3.26 

30 256 0.0001 0.0005 0.4 RMSprop ELU 
70, 74, 

76, 87 

76.25 ± 6.29 

30 512 0.00005 0.0005 0.5 Adam ELU 
66, 65, 

60, 67  

64.5 ± 2.69 

40 32 0.001 0.0001 0.2 Adam ReLU 
97, 96, 

90,95 

94.5 ±2.69 
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40 128 0.0005 0.0001 0.3 SGD LeakyReLU 
86, 87, 

89, 86  

87 ± 1.22 

40 256 0.0001 0.0005 0.4 RMSprop ELU 
85, 86, 

86, 89  

86.5 ± 1.5 

40 512 0.00005 0.0005 0.5 Adam ELU 
76, 74, 

78, 79  

76.75 ± 1.9 

50 32 0.001 0.0001 0.2 Adam ReLU 
99. 100, 

98, 99  

98.7 ± 0.49 

50 128 0.0005 0.0001 0.3 SGD LeakyReLU 
86, 86, 

84, 87  

85.75 ± 1.08 

50 256 0.0001 0.0005 0.4 RMSprop ELU 
80, 76, 

87, 79  

80.5 ± 4.03 

50 512 0.00005 0.0005 0.5 Adam ELU 
76 , 74, 

77, 76 

75.75 ± 1.08 

 

5.3 Performance Evaluation of Proposed Model with 

Conventional Models 

Conventional algorithms in DR detection and severity grading often rely on handcrafted 

features, rule-based systems, or traditional machine learning techniques. These 

approaches typically involve extracting specific image features, such as blood vessel 

characteristics, microaneurysm count, or lesion attributes, and utilizing classifiers or 

regression models to predict disease severity levels. While these algorithms have been 

widely used and have achieved some success, they may have limitations in handling 

complex image variations and capturing subtle patterns indicative of DR severity. In 

order to validate the model's effectiveness, its performance is compared to a variety of 

common techniques, including Support Vector Machines (SVMs), Random Forests, 

and traditional image processing procedures. These methods are both trained and 

implemented using the same dataset. The performance parameters considered include 

the area under the receiver operating characteristic curve (AUC-ROC), sensitivity, 

specificity, and accuracy. It has been observed that the proposed algorithms 

outperformed the conventional algorithms across various metrics. The proposed 

algorithm has demonstrated higher accuracy, sensitivity, and specificity in DR severity 

classification tasks. Furthermore, the AUC-ROC scores indicated superior 

discrimination abilities in identifying different severity levels of DR. The findings show 
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that the suggested algorithms may be able to predict DR severity more reliably and 

accurately. Additionally, qualitative evaluations demonstrated that the suggested 

method has the capacity to precisely detect DR severity indicators and capture fine-

grained data, leading to more precise and informative segmentation and classification 

results compared to the conventional algorithms. The superior performance of the 

proposed algorithms can be attributed to their ability to automatically learn 

discriminative features directly from the data using deep learning architectures. The 

deep learning models excel in handling complex image variations and leveraging the 

hierarchical representation of features, which can be particularly advantageous in the 

context of DR severity classification. 

Table 5.3 compares the DR-ResNet+ model to ResNet-8, ResNet34, Alexnet, 

GoogleNet, and VGG16. The table displays the performance metrics for each model, 

including accuracy, specificity, sensitivity, precision, and F1 score. The DR-ResNet+ 

model outperforms the other models in the comparison in terms of accuracy, specificity, 

sensitivity, precision, and F1 score. 

Table 5.3:  Comparison of DR-ResNet+ model with ResNet-8, ResNet34, Alexnet, 

GoogleNet and VGG16 

Model Name Accuracy 

Tested 

Specificity 

Tested 

Sensitivity 

Tested 

Precision 

Tested 

F1 score 

Tested 

Ref. 

ResNet-8 70 67 48 65 60 [340] 

ResNet34 75 76 68 74 65 [341] 

Alexnet 65 60 63 67 61 [342] 

GoogleNet 67 62 76 60 79 [343] 

VGG16 70 69 87 76 75 [344] 

DR-ResNet+ 98 99 98 96 97 Proposed 

 

Figure 5.4 shows the comparison of the DR-ResNet+ model with five other models 

namely, ResNet-8 [340], ResNet34 [341], Alexnet [342], GoogleNet [343], VGG6 

[344], in terms of accuracy. It is evident from the graph that the proposed DR-ResNet+ 

model’s accuracy 25%, 30%, 32%, 45% and 47% high than ResNet34, ResNet-8, 

VGG16, GoogleNet and Alexnet, respectively. 
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Figure 5.4:  Comparison of DR-ResNet+ model with ResNet-8, ResNet34, Alexnet, 

GoogleNet and VGG16  

Furthermore, the proposed model's accuracy is assessed using two unique datasets and 

three well-known diabetic retinopathy models: VGG16, GoogleNet, and AlexNet. 

These datasets are MESSIDOR [317] and IDRiD [308]. Figure 5.5 depicts the accuracy 

curve for the IDRiD dataset in relation to the number of epochs for DR severity 

categorization. The graph indicates that the proposed model achieves 95% accuracy 

over 5 epochs and approaches 99% accuracy as the epoch approaches 60. Fig. 5.6 

depicts the accuracy curve for the MESSIDOR dataset. The recommended model 

outperforms other standard models on the MESSIDOR dataset, as it did on the IDRiD 

dataset. According to the graph, the recommended DR model use the MESSIDOR 

dataset and achieves 95% accuracy across 20 epochs. Furthermore, the model's 

accuracy increases with the number of epochs; after 80 epochs, the model achieves 99% 

accuracy. Based on the accuracy curves created with diverse datasets, the proposed 

model seems to be capable of correctly diagnosing DR severity levels across varied 

demographics and imaging circumstances. The consistent performance for both the 

IDRiD and MESSIDOR datasets further strengthens our claim for the robustness and 

generalizability of the proposed DR-ResNet+ model.  
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Figure 5.5: Accuracy curve for the IDRiD dataset 

 

Figure 5.6:  Accuracy curve for Messidor dataset 

The simulated results are compared with the models presented in [345], [346], and [347] 

in order to verify the effectiveness of the suggested model. The models proposed in 

[345], [346], and [347] are referred as Model 1, Model 2, and Model 3, respectively. 
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The effectiveness of four different models for classifying and identifying diabetic 

retinopathy is compared with the proposed model as shown in Table 5.4. All these 

models are trained and tested with the publicly available Kaggle dataset using a high-

performance graphics processor unit (GPU). It is evident from Table 5.4 that among all 

the models, the proposed model yields the highest degree of accuracy, specificity, 

precision, and F1-score, whereas Models 1 and Model 3 attain the highest levels of 

sensitivity. The F1-score of 97%, accuracy of 98%, specificity of 99%, sensitivity of 

98%, and precision of 96% are accomplished by the proposed model. Moreover, the 

proposed DR-ResNet+ model saves training time by 98% as compared to the rest of the 

models.   

Table 5.4: Comparison of the Proposed Model with existing Models 

Parameters Model 1 [345] Model 2 [346] Model 3 [347] Proposed Model (DR-

ResNet+) 

Methodology 

used 

Basic 

CNN 

CNN with 

data 

augmentation 

Parallel 

Classifiers and 

features learning 

using CNN 

DR-ResNet+ with data 

augmentation 

Dataset Kaggle Kaggle Kaggle Kaggle 

Images Count 35,000 80,000 35,000 35,000 

Classifier CNN CNN CNN DR-ResNet+ 

Accuracy 74% 75% - 98% 

Specificity 96% - 96.37% 99% 

Sensitivity 95% 95% 96.37% 98% 

Precision - - - 96% 

F1-score - - - 97% 

Loss Function 0.35 0.20 0.15 0.05 

Loss 

Interpretation 

↑ (Under-

fitting) 
- ↓ (Over-fitting)  (Balanced) 

Training Time 

(minutes) 
120 90 60 15 
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(a) 

 

(b) 

Figure 5.7 (a) Accuracy (b) Loss curve for Model-1 
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(a) 

 

(b) 

Figure 5.8: (a) Accuracy (b) Loss curve for Model-2 
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(a) 

 

(b) 

Figure 5.9: (a) Accuracy (b) loss curve for Model-3 

The proposed model, Model 1, Model 2, and Model 3 accuracy and loss curves are 

illustrated from Fig. 5.7 to Fig. 5.9.  Model 1 has a training accuracy of 80 and a 

validation accuracy of 63.75 throughout 50 epochs, as shown in Fig. 5.7 (a). The 

validation loss is 1, and the training loss is 1.6, as shown in Fig. 5.7 (b). According to 

Fig. 5.8 (a), Model-2 has a training accuracy of 70 and a validation accuracy of 65.8. 

The training and validation losses are 2 and 1.8, respectively, as shown in Fig. 5.8 (b). 
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According to Fig. 5.9 (a), the training and validation accuracies for Model 3 are 80 and 

75, respectively, and the training and validation loss is 1.5 and 1. Figure 10 depicts the 

proposed DR-ResNet+ results, which may be used to compare the performance of these 

three models. Fig. 10(c) clearly indicates that the proposed model generates training 

and validation accuracy of 98 using the same dataset.  Furthermore, Fig. 10(a) 

demonstrates that the training and validation losses are 0.2 and 0.25, respectively. The 

proposed model outperforms the previous three models in terms of overall accuracy 

and validation loss. This is due to its in-depth design, efficient regularization, and 

hyperparameter optimization. The proposed model’s intricate design captures complex 

patterns, and techniques like dropout and batch normalization prevent overfitting. The 

careful data augmentation ensures robustness, and the use of ensemble methods 

broadens its learning scope. Task-specific adaptations further enhance its accuracy and 

reduce loss, making it the top-performing model among the options provided. 

In Figure 5.10, the confusion matrix for DR-ResNet+ in binary classification provides 

insight into the model's performance. With 5600 true positives (TP) and 1400 true 

negatives (TN), the model demonstrates accurate identification of positive and negative 

instances. However, there are 5 false positives (FP) and 20 false negatives (FN), 

indicating instances where the model made incorrect predictions. 

Moving to the comparisons in Figures 5.11 and 5.13, DR-ResNet+ stands out among 

other models. In terms of accuracy, it achieves an impressive 99.6%, surpassing logistic 

regression (65%), random forest (70%), SVM (75%), K-Nearest Neighbours (79%), 

and CNN (85%). Furthermore, the model exhibits exceptional sensitivity (99.6%), 

indicating its ability to correctly identify positive instances, outperforming other 

models like logistic regression (68%), random forest (56%), SVM (66%), K-Nearest 

Neighbours (56%), and CNN (79%). Additionally, DR-ResNet+ showcases high 

specificity (99%), highlighting its proficiency in correctly identifying negative 

instances compared to logistic regression (75%), random forest (75%), SVM (69%), K-

Nearest Neighbours (76%), and CNN (81%). 

In summary, the proposed DR-ResNet+ model excels in binary classification, 

demonstrating superior accuracy, sensitivity, and specificity compared to alternative 

models. These results suggest the model's effectiveness in accurately classifying 
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instances and its potential for applications where precise identification of positive and 

negative cases is crucial. 

 

Figure 5.10: Confusion matrix for DR-ResNet+ Binary 

 

 

Figure 5.11: Comparison of DR-ResNet+ Accuracy (Binary) with other models 
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Figure 5.12: Comparison of DR-ResNet+ Sensitivity (Binary) with other models 

 

 

Figure 5.13: Comparison of DR-ResNet+ Specificity (Binary) with other models 
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Table 5.5: Comparison of DR-ResNet+ (Binary) with other models 

Model 

Name 

Accuracy Accuracy 

[tested] 

Sensitivity Sensitivity 

[tested] 

Specificity Specificity 

[tested] 

Ref 

Logistic 

Regression 

77 65 67 68 66 75 [348] 

Random 

Forest 

76 70 75 56 57 75 [349] 

Support 

Vector 

Machines 

(SVM) 

79 75 87 66 76 69 [350] 

K-Nearest 

Neighbours 

74 79 76 56 76 76 [351] 

CNN 90 85 84 79 76 81 [352] 

Proposed 

DR-

ResNet+ 

(Binary) 

99.6 99.6 99.6 99.6 99 99 - 

 

Table 5.6:  Comparison of severity level identified by experts and the proposed network 

Image 

No. 

Severity Level (Annotated) Severity Level (by proposed model) 

DR564 Mild Mild 

DR748 Moderate Moderate 

DR089 Mild Mild 

DR064 Proliferative Proliferative 

DR054 Proliferative Proliferative 

DR239 No DR No DR 

DR345 Mild No DR 

DR466 Mild Mild 

DR123 Mild Moderate 

DR235 Moderate Moderate 

 

In Table 5.6, a detailed examination of the diabetic retinopathy (DR) severity levels is 

presented, drawing comparisons between the annotations provided by domain expert 
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and the outcomes generated by the proposed model. The table captures the essence of 

the proposed work's focus on severity detection in fundus images and the subsequent 

alignment of results with expert-labelled images-SKIMS. An analysis of individual 

cases reveals specific discrepancies, notably in the instances of DR345 and DR123. The 

expert annotation for DR345 indicates mild DR, whereas the proposed network 

erroneously classifies it as normal i.e., No DR. Similarly, for DR123, characterized by 

mild DR according to experts, the proposed model misclassifies it as moderate. To 

validate the robustness and accuracy of the proposed model, rigorous experiments were 

conducted on fundus images, and the obtained results underwent meticulous 

verification by a domain expert. This meticulous validation process ensures the 

reliability of the severity level assessments, offering insights into potential areas for 

improvement in the proposed model's performance. 

5.4 Real-world Implementation of DR-ResNet+ in Clinical 

Practice 

The successful development and validation of DR-ResNet+ for diabetic retinopathy 

diagnosis opens the door to its potential integration into real-world clinical practice. In 

this section, Real world implementation challenges, system requirements, and 

integration are discussed for deploying DR-ResNet+ in clinical settings. 

5.4.1 Challenges in Real-world Implementation 

i. Data Privacy and Security: Patient data security and privacy are paramount. 

Compliance with data protection regulations, such as HIPAA in the United 

States, must be ensured. 

ii. Interoperability: DR-ResNet+ should seamlessly integrate with existing 

Electronic Health Record (EHR) systems, Picture Archiving and 

Communication Systems (PACS), and other medical infrastructure. 

iii. Scalability: The system should be capable of handling a high volume of retinal 

images generated in a clinical setting. 
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5.4.2 Practical Implications 

i. Early Detection and Intervention: DR-ResNet+ can assist clinicians in early 

detection, enabling timely interventions and preventing vision loss in diabetic 

patients. 

ii. Reduced Workload: Automation of the screening process reduces the workload 

on ophthalmologists, allowing them to focus on complex cases. 

5.4.3 System Requirements 

i. Hardware: The deployment requires robust hardware capable of processing large 

images efficiently. High-performance GPUs are recommended for real-time 

processing. 

ii. Software: DR-ResNet+ software should be compatible with the hospital's IT 

infrastructure and EHR system. 

iii. Data Management: An efficient data management system should be in place to 

handle the storage and retrieval of large image datasets. 

5.4.4 Integration with Existing Medical Systems 

i. EHR Integration: DR-ResNet+ should be seamlessly integrated into the EHR 

system, ensuring that results are readily available to clinicians during patient 

consultations. 

ii. PACS Compatibility: Integration with PACS enables easy access to historical 

retinal images for longitudinal monitoring. 

iii. Clinical Decision Support: DR-ResNet+ can serve as a clinical decision support 

tool, providing diagnostic recommendations to clinicians based on its 

predictions. 
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CHAPTER 6 

CONCLUSION AND FUTURE SCOPE 

6.1 Conclusion 

This research embarked on a comprehensive exploration with the overarching aim of 

advancing the field of diabetic retinopathy (DR) detection and severity grading through 

the development and validation of a novel deep learning architecture. Each research 

objective was comprehensively addressed, leading to significant contributions in the 

field. 

The primary objective was to create an algorithm for the detection of diabetic 

retinopathy using retinal images. The development of DR-ResNet+ has yielded an 

advanced algorithm for the effective detection of diabetic retinopathy (DR) from retinal 

images. Utilizing cutting-edge machine learning techniques, this model accurately 

identifies critical retinal features associated with DR, providing a robust and reliable 

solution for early-stage detection. 

Building upon the initial objective, the second goal was to design an algorithm capable 

of classifying and grading retinal images for the detection of diabetic retinopathy. DR-

ResNet+ was further refined to classify and grade DR severity levels, categorizing 

images from no DR to severe proliferative DR. This capability provides detailed insight 

into the disease's progression, allowing for targeted intervention and effective 

management strategies. The model's classification accuracy underscores its robustness 

in handling various DR severity levels. 

To enhance clinical utility, the third objective focused on optimizing sensitivity, 

specificity, and accuracy of the proposed algorithm. Extensive optimization led to 

notable improvements in the model's performance metrics. DR-ResNet+ achieved a 

high level of sensitivity, specificity, and overall accuracy, ensuring reliable 

differentiation between healthy and DR-affected retinas. This optimized performance 

enhances the diagnostic utility of the model in real-world clinical settings. 
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The last objective sought to validate the proposed algorithms by comparing their 

performance with conventional algorithms. Through rigorous comparative analysis 

with well-known deep learning models like GoogleNet, VGG16, and Alexnet, DR-

ResNet+ emerged as a frontrunner, emphasizing its efficacy in addressing the 

intricacies associated with DR diagnosis. The implementation of DR-ResNet+ resulted 

in a significant leap forward in the field of diabetic retinopathy diagnosis. The model's 

exceptional accuracy and robustness, as demonstrated by its performance metrics, 

position it as a state-of-the-art solution for automated diagnosis and severity grading. 

The model's overall accuracy of 98.98% signifies its ability to reliably identify diabetic 

retinopathy, while its high specificity 99.16% and sensitivity 98.29% underscore its 

capacity to differentiate between normal and abnormal retinal conditions. By 

comparing DR-ResNet+ with established deep learning models on the same dataset, it 

became evident that the proposed architecture outperforms its counterparts. The 

reduction in training time by 98% further solidifies its suitability for real-time clinical 

applications. Validation on external datasets, including Messidor and IDRiD, revealed 

the model's generalizability and robustness. The consistently superior performance 

across diverse datasets reinforces the reliability of DR-ResNet+ in real-world scenarios. 

The successful development and validation of DR-ResNet+ hold significant 

implications for clinical practice and patient care. The model's accuracy and efficiency 

make it a valuable tool. The ability of DR-ResNet+ to accurately categorize different 

severity levels of diabetic retinopathy facilitates early diagnosis, enabling timely 

medical interventions. This, in turn, has the potential to prevent or mitigate the 

progression of the disease, ultimately improving patient outcomes. The substantial 

reduction in training time enhances the feasibility of incorporating DR-ResNet+ into 

real-time clinical applications. This is particularly advantageous in busy healthcare 

settings where timely decision-making is crucial. 
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6.2 Future Scope 

While DR-ResNet+ has achieved promising results, further advancements can enhance 

its utility and broaden its applicability. The future directions for this research include: 

1. Incorporating Additional Clinical Data: Future studies could integrate patient 

demographics, medical history, laboratory results, and genetic markers to 

enhance the model’s predictive value. Incorporating these clinical factors could 

enable a more comprehensive assessment, moving towards a holistic approach 

to DR diagnosis. 

2. Extension to Other Retinal Diseases: Expanding DR-ResNet+ to detect and 

grade additional retinal diseases, such as age-related macular degeneration and 

glaucoma, could make it a versatile tool for comprehensive retinal disease 

screening, thus improving its clinical relevance. 

3. Real-Time Application and Optimization: Efforts to further reduce 

processing time and optimize computational efficiency will make DR-ResNet+ 

more feasible for real-time diagnosis in busy clinical settings. Reducing latency 

in prediction could facilitate immediate diagnostic feedback during patient 

consultations. 

4. Development of a User-Friendly Clinical Interface: Creating an intuitive 

interface for healthcare providers would streamline DR-ResNet+’s integration 

into clinical workflows. User-friendly software, potentially compatible with 

existing electronic health record (EHR) systems, would encourage widespread 

adoption and ease of use in healthcare environments. 

5. Validation through Clinical Trials: To establish clinical efficacy, prospective 

clinical trials should be conducted to evaluate DR-ResNet+’s performance 

across diverse patient populations. This external validation would provide 

valuable insights into its real-world impact and reliability, supporting regulatory 

approval and eventual clinical deployment. 
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In conclusion, this research has successfully addressed the outlined objectives, 

culminating in the development and validation of DR-ResNet+, a powerful deep 

learning model for the automated diagnosis and severity grading of diabetic 

retinopathy. The model's exceptional performance, validated across multiple datasets, 

establishes it as a frontrunner in the field. As we look ahead, the integration of 

additional clinical parameters offers exciting prospects for further refinement, ensuring 

continued progress in the early detection and management of diabetic retinopathy. The 

journey undertaken in this research has not only expanded our understanding of diabetic 

retinopathy but has also contributed a practical and effective tool for the medical 

community. DR-ResNet+ stands as a testament to the potential of artificial intelligence 

in revolutionizing healthcare, paving the way for improved patient outcomes and more 

efficient clinical practices. 
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