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 Abstract 

The lumbar spine can impact a person's life adversely. The painful nature of the spine can 

make the sufferer's life harder. Back pain is an issue affecting millions of people throughout 

the world. Research on back pain root cause detection is immense. The lumbar spine is a 

lower back region of the backbone that could also be responsible for back pain. Research on 

issues related to lumbar spine disease (LSD) is limited. The lumbar spine is critical for the 

human body as it supports the weight of the body. Many diseases can affect the lumbar spine 

adversely. 

To overcome the issue, a technology-driven approach is required. This research is directed 

towards the detection of LSDs using optimized feature extraction and selection phases. 

Furthermore, the linearity-based model is used for feature selection, selecting only the best 

possible features to reduce the missed classification degree. The flow of the proposed 

research work is divided into phases. In the first phase, data collection is performed. Data 

collection in the proposed work includes both real-time and benchmark magnetic resonance 

imaging (MRI) datasets. The MRI dataset collected from the hospital is validated by medical 

experts. For the purposes of making a diagnosis of a condition affecting the lower spine, the 

collection of data is an obligatory requirement. It's possible that the data that was obtained 

was in the form of text, but it may also have been an image. The gathering of data in the work 

that is being suggested is, to a primary extent, dependent upon picture datasets. MRI image 

dataset compiled by travelling to a number of different labs in Punjab (Pathankot) and making 

use of the internet as a method of gathering. [101-103] The utilization of correlation analysis 

is what enables the validation of datasets to become a reality. The data that has been obtained 

has inconsistencies that need to be fixed in order to be useful After data collection, pre- 

processing is applied. This step removes the noise from the collected dataset. The pre- 

processing mechanism is performed using histogram equalization, median filtering, 

validation, and normalization. 



iv  

 

 

After the pre-processing phase, background subtraction and region of interest (ROI) 

detection are performed using the region-cut mechanism. Optimal feature extraction 

is achieved using a differential spider monkey optimization (SMO), and feature 

selection is performed using a linearity-based convolutional neural network (CNN) 

model. In the end, ensemble-based classification is used for disease prediction. The 

validation of the result is conducted through classification accuracy, specificity, 

sensitivity, and F- Score. The high classification accuracy of 96% is achieved with 

multi support vector machine (MSVM), 94% with random forest (RF), 93.5% with a 

decision tree (DT), and91% with the Naïve Bayes (NB) approach, proving the validity 

of the proposed approach. 

Our innovative system represents a breakthrough in lumbar spine detection, leveraging 

cutting-edge technologies to enhance accuracy and efficiency in diagnosing lumbar 

spine conditions. By combining advanced medical imaging techniques with artificial 

intelligence (AI), our system offers a novel approach to detecting abnormalities and 

anomalies within the lumbar spine region. 

 

Our system seamlessly integrates with existing medical imaging technologies, 

streamlining the diagnostic process for healthcare professionals. Radiologists and 

clinicians can benefit from a user-friendly interface that provides detailed insights into 

lumbar spine conditions, aiding in prompt and informed decision-making. The system's 

ability to rapidly process large volumes of medical imaging data accelerates the 

diagnostic workflow, enabling healthcare providers to offer timely and effective 

interventions. 

Moreover, our system prioritizes patient privacy and data security, adhering to the 

highest standards of compliance with healthcare regulations. It ensures the 

confidentiality of sensitive medical information, instilling confidence in both 

healthcare professionals and patients. 
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1.1 Introduction 

This work consists of identifying the Lumbar Spine diseases using 

benchmarked dataset. The benchmarked dataset will be derived from 

Kaggle. The deep learning-based mechanism using convolution neural 

network is applied for categorizing the data into healthy and persons having 

Lumbar Spine. The automated approach will help in early diagnosis of the 

disease and take necessary action for avoiding severe consequences [78]. 

This section provides the introduction about the Lumbar Spine disease, 

along with preventive measures 

The lumbar spine is at the lower end of the spinal cord and is required for 

balancing the weight of the human body, as discussed in [1]. The spinal 

cord area is shielded by five durable and flexible vertebrae that ensure the 

dispersion of axial forces, as discussed in [2]. The spinal cord goes through 

the vertebrae and terminates at the level of the L1 and L2 vertebrae. The 

cauda equina begins at the termination of the spinal cord and descends 

through the remainder of the canal, as discussed in [81]. The lumbar spine 

is made up of bones, cartilage, nerves, and muscles. Each of these 

components plays a critical role in the formation and operation of the 

lumbar spine [82]. The vital functions of the lumbar spine are shown in 

figure 1.1 

           

          Figure 1.1 The vital Functions of Lumbar Spine 

 

Truncal   motion 

 

Supporting upper body 
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Functions of Lumbar Spine 
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There are three different vital functions associated with the lumbar spine. 

The primary one is the protection of the spinal cord and nerves [83]. Besides, 

it bears the upper body weight and provides support to the neck, head, and 

trunk [59]. The next one is truncal motion, including extension, side 

bending, flexion, and rotation [7]. Any issue associated with the lumbar 

spine can cause painful disorders including spinal stenosis, herniated disk, 

cervical spondylitis, kyphosis, and many more 

Lumbar Spine disease is common among individuals having issues with 

Lumbar Spine gland. [25] discussed clinical applications in the detection of 

Lumbar Spine related diseases. As per the research [36], thyrotropin can be 

used for the prevention of excessive release of hormones. [9] discussed the 

applications of clinical tests for the detection of ankylosing spondylitis 

Lumbar Spine. [79] discussed the diseases associated with Spinal stenosis. 

Ankylosing spondylitis and Spinal stenosis related diseases are equivalently 

dangerous. The ankylosing spondylitis Lumbar Spine causes hormones to 

decay, and Spinal stenosis causes hormones to increase excessively [95]. 

In general, Lumbar Spine related diseases can be generally divided into two 

different categories including ankylosing spondylitis Lumbar Spine and 

Spinal Stenosis Lumbar Spine. Lumbar spinal stenosis (LSS) is a condition 

marked by the constriction of the spinal canal within the lower back's lumbar 

region. This constriction applies pressure on both the spinal cord and the 

nerves extending from the lower back into the legs, resulting in a range of 

symptoms and Ankylosing spondylitis is a type of inflammatory arthritis 

that primarily affects the spine, particularly the sacroiliac joints and the 

vertebrae of the lower back (lumbar spine). This chronic condition causes 

inflammation, pain, and stiffness in the affected areas, leading to fusion of 

the spinal vertebrae over time. Moreover, the lumbar spine bears the weight 

of the upper body and offers support to the neck, head, and trunk. 

[59] Furthermore, we can categorize Lumbar Spine and related disorder on 
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specific terms as well. The categorization of Lumbar Spine and 

corresponding disorder caused is given in Table 1.1. 

Table 1.1 Lumbar Spine Disease Categorization 

Disorder Characteristics 

Ankylosing Spondylitis Initially no or few symptoms appear 

In case not detected for longer period of 
times, it may result in health issues like 
obesity, joint pain etc. 

Spinal stenosis This disorder has initial symptoms and 
causes weight loss and abnormal heartbeat. 

 

 

In ankylosing spondylitis, Lumbar Spine gland does not produce enough 

hormones and in case of Spinal Stenosis Lumbar Spine, hormones are 

produced in excess. In both the situations, adverse body conditions may 

appear 

Most common diseases with the Ankylosing Spondylitis Lumbar Spine Are 

Rheumatoid arthritis, Lupus, and type 1 diabetics. Most common diseases 

that are caused by Spinal Stenosis Lumbar Spine are graves’ disease, 

overactive Lumbar Spine nodules and Lumbar Spine [31]. 

Any issue associated with the lumbar spine can cause painful disorders 

including spinal stenosis, herniated disk, cervical spondylitis, kyphosis, and 

many more [57]. An automated approach using machine learning (ML) and 

neural networks (NN) has been researched [9– 13]. Both ankylosing 

spondylitis as well as Spinal stenosis required to be detected at early stage. 

To this end, convolution neural network-based mechanism is proposed using 

dataset derived from Kaggle. The text-based dataset is used for evaluation in 

this case. The validity of the approach is expressed in the form of metrics 

including classification accuracy, specificity, and sensitivity. 

Figure 1.2 highlight some of the commonly occurring disorder including 
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Hashimoto, Graves disease, Papillary Carcinoma. These are just a few of 

the illnesses that result from issues in the lumbar spine. More adverse and 

life-threatening disease can be caused with Lumbar Spine. Thus, using 

clinical tests and through technology, implications and adverse effects of 

Lumbar Spine must be minimized. 

 

 
FIGURE 1.2: Lumbar Spine disease categorization 

 

 

 

1.2 Clinical Diagnosis 

 
To detect Lumbar Spine and related diseases, doctor may prescribe blood 

and imaging related tests for checking Lumbar Spine function. 

 

1.2.1 Blood Test 
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It may include as follows: 

1. TSH Test 

2. T4 

3. T3 

4. Lumbar Spine antibody test 

Healthcare providers typically begin by obtaining the level of TSH in a 

person's blood. TSH, a hormone produced in the hypophysis, regulates 

the production of T4 and T3 in the lumbar spine. Elevated TSH levels 

typically indicate the presence of Ankylosing Spondylitis in the lumbar 

spine or an underactive lumbar spine. This indicates that the individual's 

lumbar spine is not producing sufficient amount of hormone. 

Consequently, the hypophysis continues to produce and release TSH 

into the individual's bloodstream. A low TSH level typically suggests 

the presence of spinal stenosis in the lumbar spine or an overactive 

lumbar spine. This implies that the individual's lumbar spine is 

producing an excessive amount of hormone, leading the hypophysis to 

cease production and release of TSH into the individual's bloodstream. 

Should the TSH test results deviate from the norm, the individual will 

require at the minimum one additional test to aid in identifying the 

underlying origin of the issue. 

An elevated T4 concentration in the blood could indicate person has 

Spinal Stenosis Lumbar Spine. A reduced level of T4 could indicate 

person has Anki Spondylitis Lumbar Spine. In certain instances, 

elevated or diminished T4 levels may not necessarily signify person has 

Lumbar Spine problems. If an individual is pregnant or using oral 

contraceptives, their lumbar spine hormone levels will be elevated. 

Serious illnesses or the use of corticosteroids, which are medications for 

conditions like asthma, arthritis, and skin disorders, can reduce T4 
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levels. These medications and conditions alter the concentration of 

proteins in the bloodstream of an individual that bind to T4. Bound T4 

remains stored in the bloodstream till it's required. “Free” T4 isn't 

attached to these proteins and can freely enter body tissues. Since 

alterations in binding protein levels don't impact the availability of free 

T4, numerous healthcare providers opt to assess free T4 levels. If an 

individual health care expert believes he or she might be having Spinal 

Stenosis Lumbar Spine despite the individual's T4 level being within the 

normal range, person may have a T3 test to confirm the diagnosis. On 

occasion, T4 levels may appear normal while T3 levels are elevated, 

hence evaluating both T4 and T3 levels can be useful in detecting 

lumbar spinal stenosis Testing Lumbar Spine antibody levels can aid in 

diagnosing an autoimmune Lumbar Spine disorder such as Graves’ 

disease—the most common cause of Spinal stenosis—and Hashimoto’s 

disease—the primary reason for ankylosing spondylitis Lumbar Spine. 

Lumbar Spine antibodies develop when an individual's immune system 

mistakenly targets the Lumbar Spine gland. Person health care expert 

may request Lumbar Spine antibody tests if the results of other blood 

tests suggest Lumbar Spine disease. In addition to the blood test, 

imaging tests are also prescribed by doctors for diagnosing the Lumbar 

Spine diseases. 

 

A healthcare provider may request multiple imaging examinations to 

diagnose and determine the root cause of lumbar spine disease. Several 

diagnostic procedures are commonly employed to evaluate the 

condition of the lumbar spine, depending on the particular symptoms 

and suspected ailments. These examinations encompass: X-rays, MRI 

(Magnetic Resonance Imaging), CT (Computing Tomography) Scan, 

Bone Scan etc. 
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Typically, a skilled technologist performs these examinations 

conducted at the physician's clinic, outpatient facility, or hospital. 

Subsequently, a radiologist, a specialist in medical imaging, analyzes 

the images and generates a document for the healthcare provider to 

discuss with the individual. 

 

Lumbar Spine blood test is given with the following hierarchical diagram 
 

 

 

 

FIGURE 1.3: Blood test for Lumbar Spine 

 

 

 

1.2.2 Ultrasound 

 

Ultrasound imaging of the lumbar spine is primarily utilized to examine or 

scrutinize nodules within this region. These nodules, which are lumps found 

in the individual's neck, can be assessed more effectively through 

ultrasound. This imaging technique aids the physician in determining the 

likelihood of these nodules 

 

FIGURE 1.4: Ultrasound images 
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Being cancerous. During an ultrasound procedure, the individual will recline on 

an examination table while an expert passes an instrument known as a transducer 

over their neck. This transducer emits harmless sound waves that bounce off the 

neck, generating images of the lumbar spine. Typically, the ultrasound process 

lasts approximately 30 minutes. 

 

 

1.2.3 Lumbar Spine Scan 

 

 
Medical professionals utilize a lumbar spine scan to examine the dimensions, 

configuration, and positioning of the lumbar spine gland. This diagnostic 

procedure involves the administration of a minimal quantity of radioactive iodine 

to assist in identifying the underlying reason of spinal stenosis and to assess for 

lumbar spine nodules. Your healthcare provider might recommend refraining from 

consuming iodine-rich foods like kelp or medications that are having iodine for 

one-week prior undergoing the test. 

 

 

FIGURE 1.5: Lumbar Spine Scan 

During the scan, an expert administers a minor dose of radioactive iodine 

or a comparable substance intravenously. Alternatively, one can also ingest 

the substance either as a liquid 
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or in capsule form. The scan occurs either 30 minutes following injection or 

up to 24 hours after ingestion, allowing adequate time for your lumbar spine 

to assimilate it. 

Throughout the scan, you'll be positioned on an examination table as a 

specialized camera captures images of your lumbar spine. Typically, this 

procedure lasts for 30 minutes or less. Lumbar spine nodules exhibiting 

excessive lumbar spine hormone secretion are distinctly visible in the 

images. If radioactive iodine appears throughout the entire lumbar spine, it 

could indicate the presence of Graves’ disease. 

Despite requiring just a minimal dose of radiation, a lumbar spine scan is 

generally considered safe. However, it is not advisable to undergo this test 

if you are expecting a baby or breastfeeding. 

 

 

1.2.4 Radioactive Iodine Uptake Test 

 

 
A radioactive iodine uptake test, alternatively known as a lumbar spine 

uptake test, aids in evaluating lumbar spine function and deciding the 

underlying origin of lumbar spine disorders. The term "uptake" refers to the 

lumbar spine's absorption of iodine from the bloodstream to produce lumbar 

spine hormones, hence the name of the test. Prior to the test, your healthcare 

provider may advise avoiding iodine-rich foods for example kelp or 

medications consume iodine for a week. 

During this examination, you'll ingest a minor dose of radioactive iodine 

either as a liquid form or as capsules. Throughout the procedure, you'll be 

positioned in a chair while a technician positions a device known as a 

gamma probe in proximity to your neck, near the lumbar spine gland. This 
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probe gauges the lumbar spine's uptake of radioactive iodine from your 

bloodstream. Typically, measurements are obtained 4 to 6 hours’ post-

ingestion of the radioactive iodine, with additional readings taken at the 24-

hour mark. The entire test usually lasts just a couple of minutes. 

If your lumbar spine accumulates a significant quantity of radioactive 

iodine, it could indicate Graves’ disease or the presence of one nodule or 

multiple nodules overproducing lumbar spine hormone. This test may be 

conducted concurrently with a lumbar spine scan. 

 

 

 

1.3 Technology in the field of Lumbar 

Spine Disease Detection 

 
Use of technology can influence early detection of the lower back pain 

using artificial intelligence, machine learning and deep learning-based 

mechanisms. Different mechanisms that can play a critical role in the 

detection of Lumbar Spine related disorder are described as under: 

 

 

1.3.1 AI and Machine Learning based approach 

 
The artificial intelligence plays a critical role in the detection and prediction 

of disease at early stage. Users with AI and machine learning applications 

installed can directly input the symptoms and predictions will be generated. 

The application of such sort includes “Food and Symptom tracker”, 

“Meditation Timer” and many more. The overall process followed within 

AI and Machine learning based mechanism includes pre-processing, 
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segmentation, and classification. The AI and machine learning based 

mechanism operates on the real time data and match the results with the 

pre-built trained model. The issue however is the execution time when 

symptoms other than trained model appears. thus, machine learning based 

models may not be suitable for large datasets. Using Pre- processing, noise 

from within dataset is handled. For this purpose, number of filters are used. 

these filters include median filtering, Gaussian filtering, Most probable 

value substitution etc. After pre-processing, data is segmented into critical 

and non-critical parts. Critical parts are retained for comparison against the 

pre-trained model. This phase is crucial as degree of misclassification is 

reduced by the use of segmentation. At the end, classification phase is 

performed. Classification is the mean of identifying the disease from the 

symptoms entered by the user. There are number of classifiers that can be 

used for the prediction purpose. Some of the classifiers includes kNN, 

Random Forest, decision tree, Naïve Bayes and many more. 

 

 
FIGURE 1.6: Machine learning with Types 

Artificial intelligence and machine learning commonly used two different 

types of learning mechanisms for training. These mechanisms include 
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 Supervised learning 

 Unsupervised learning 

Supervised learning indicates that model is required to be trained every time 

prediction is to be generated. As the training is required to be done at every 

prediction, thus, it may not be suitable for prediction corresponding to 

multiple classes. 

Unsupervised learning on the other hand is trained once and model acquire 

additional knowledge in case features other than hold by model appears. 

Thus, this model is suitable for large dataset. The proposed model perform 

training each time a new prediction is to be generated thus, supervised 

learning is used. 

 

 

 

1.3.2 Deep Learning Models 

 

 
The deep learning-based model can be used for handling large dataset. The 

overall execution speed improves using deep learning-based mechanism. 

The process flow of the deep learning-based framework is given within 

figure 1.7 
 

 
FIGURE 1.7: Process flow of deep leaning for Lumbar Spine detection 

 

Transfer learning 
Recurrant Neural 

Network 
Convolution 

Neural Network 

Deep Learning 
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The CNN for correct identification of Lumbar Spine disorder as predicted 

in [35]. Input layer in this case was used to receive the text data set. 

Convolution layer was used in this case to receive the input and perform 

filtering. The fully connected layer in this case a received the preprocessed 

elements from the convolution layer and apply the processing strategies. 

The outcome was produced on the output layer. As the overall process is 

divided hence the complexity has been reduced. Thus, the model based on 

Convolutional Neural Networks (CNNs) is capable of handling larger 

datasets. [54] [87] suggested deep learning-based model for the 

identification of Lumbar Spine disorder. The layered based approach was 

applied on the benchmarked dataset. The implication of the approach 

detects 12% of the persons suffering from Lumbar Spine with the deep 

learning-based approach. [43] explored the utilization of convolutional 

neural networks for detecting Lumbar Spine disorders. The Lumbar Spine 

dataset was used for the demonstration of the Lumbar Spine detection. [41] 

discussed the application of transfer learning in the form of discriminant 

analysis to detect Lumbar Spine disorder within person. The dataset 

pertaining to lumbar spine disorders was obtained from Kaggle and utilized 

to examine such disorders within a dataset of children. 

A k-nearest neighbors (kNN) based classification approach was employed, 

achieving a high classification accuracy of approximately 90% [45]. 

Additionally, [45] proposed a deep learning-based mechanism grounded in 

detecting diseases related to the lumbar spine in children. Moreover, 

disabilities of each individual were identified using a CNN-based 

mechanism. The CNN achieves high classification accuracy and F-score. 

[26] introduced a recurrent neural network (RNN) for detecting lumbar 

spine disorders. A network based on RNN enables layers to establishing 

links with cycle or analogous characteristics, which are typically restricted 

in convolutional neural networks. This RNN-based model aids in enhancing 
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classification accuracy, especially with complex datasets. 

The structural difference between CNN, RNN and Transfer learning is given 

within figure 1.8 

 

 
 

 

Input Convolution Layer Pooling layer 

• Dataset • Containing Neurons • Store intermediate result Fully connection Classification layer 
• Text or image or video • Receives dataset from layer 

input layer 

CNN 
 

 
RNN 

 

 

Transfer Learning 

Figure 1.8: Structure of CNN, RNN and Transfer learning 
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Medical imaging has a pivotal role in the assessment and treatment of 

various musculoskeletal disorders, with lumbar spine detection being a 

critical component of this diagnostic process. The lumbar spine, comprising 

the lower back's five vertebrae (L1-L5), is prone to a myriad of pathologies, 

making its accurate detection imperative for early intervention and effective 

management. This essay delves into the rationale behind lumbar spine 

detection in medical imaging, exploring the significance, challenges, and 

technological advancements driving this essential diagnostic process. 

Significance of Lumbar Spine Detection: 

 

1. Prevalence of Lumbar Spine Disorders: Lumbar spine disorders, 

such as herniated discs, degenerative disc disease, and spinal 

stenosis, are widespread and can significantly impact an individual's 

quality of life. Early detection allows for timely intervention, 

preventing further deterioration and improving patient outcomes. 

2. Diagnostic Precision: The lumbar spine's complex anatomy 

necessitates precise detection methods to identify abnormalities 

accurately. Medical imaging techniques, including X-rays, CT 

scans, and MRI, provide detailed images essential for diagnosing 

conditions affecting the lumbar spine. 

3. Informed Decision-Making: Accurate lumbar spine detection 

empowers healthcare professionals to make informed decisions 

regarding treatment plans. Whether recommending conservative 

measures, physical therapy, or surgical intervention, the detection 

of lumbar spine abnormalities guides clinicians in providing tailored 

and effective care. 

Challenges in Lumbar Spine Detection: 

1. Anatomic Complexity: The intricate structure of the lumbar spine, 

with its intervertebral discs, facet joints, and nerve roots, poses 
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challenges in differentiating between normal variations and pathological 

conditions. Advanced imaging technologies are essential to overcome this 

complexity. 

2. Variability in Patient Anatomy: Individuals exhibit variations in 

lumbar spine anatomy, and pathology may manifest differently in each 

case. This variability necessitates adaptive detection algorithms capable 

of accommodating diverse anatomical presentations. 

3. Integration of Multimodal Imaging: To enhance diagnostic accuracy, 

clinicians often rely on a combination of imaging modalities. Integrating 

information from X-rays, CT scans, and MRI requires sophisticated 

algorithms and seamless interoperability between different imaging 

technologies. 

 

Technological Advancements Driving Lumbar Spine Detection: 

1. Artificial Intelligence (AI) and Machine Learning(ML): AI and 

machine learning algorithms are transforming lumbar spine detection 

by automatizing the analysis of medical images. These technologies can 

rapidly process vast amounts of data, assisting radiologists in identifying 

subtle abnormalities and streamlining the diagnostic workflow. 

2. Three-Dimensional (3D) Imaging: Traditional two-dimensional 

imaging has limitations in representing the spatial complexity of the 

lumbar spine. The advent of 3D imaging techniques provides clinicians 

with a more comprehensive view, enabling better visualization of 

anatomical structures and abnormalities. 

3. Quantitative Imaging Biomarkers: Quantitative imaging biomarkers, 

such as measurements of disc height, angles, and signal intensity, 

contribute to a more objective assessment of lumbar spine health. These 

biomarkers aid in the early detection and monitoring of degenerative 
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changes. 

In conclusion, the rationale for lumbar spine detection in medical imaging 

is grounded in the prevalence of disorders affecting this region, the need for 

diagnostic precision, and the potential for informed decision-making in 

patient care. Despite challenges arising from anatomical complexity and 

patient variability, ongoing technological advancements, particularly in AI, 

3D imaging, and quantitative biomarkers, are transforming lumbar spine 

detection. As medical imaging continues to evolve, the accurate and early 

detection of lumbar spine abnormalities remains paramount for improving 

patient outcomes and advancing musculoskeletal healthcare. 

 

 

Why Machine learning for Lumbar Spine? 

The field of medical imaging has witnessed a paradigm shift with the 

integration of machine learning (ML) techniques, particularly in the realm 

of lumbar spine prediction. As a critical component of the musculoskeletal 

system, the lumbar spine is susceptible to various disorders, necessitating 

accurate and timely prediction methods. This essay explores the 

multifaceted role of machine learning in lumbar spine prediction, 

examining the significance, challenges, and future prospects of leveraging 

these advanced technologies for enhanced diagnostics and treatment 

planning. 

 

Significance of Lumbar Spine Prediction: 

Early Detection and Intervention: 

Machine learning algorithms offer the potential for early detection of 

lumbar spine abnormalities, enabling healthcare professionals to intervene 

before conditions progress to advanced stages. Early intervention can 

mitigate the severity of disorders, improving patient outcomes and reducing 



19  

the economic burden associated with prolonged treatments. 

Personalized Treatment Plans: 

Lumbar spine prediction through machine learning enables the 

development of personalized treatment plans. By analyzing patient-

specific data, ML algorithms can identify patterns and correlations that 

inform tailored interventions, considering factors such as anatomy, 

lifestyle, and genetic predispositions. 

Efficient Resource Utilization: 

Predictive models can optimize the allocation of healthcare resources by 

identifying high- risk individuals who may require more frequent 

monitoring or early intervention. This targeted approach enhances the 

efficiency of healthcare delivery, ensuring that resources are directed where 

they are most needed. 

 

Challenges in Lumbar Spine Prediction using ML- 

Data Quality and Quantity: 

The success of machine learning models heavily depends on the accessibility 

of high-quality, labeled datasets. In the context of lumbar spine prediction, 

obtaining diverse and comprehensive datasets that capture various 

pathologies and patient profiles can be challenging. 

Inter-Model Variability: 

Inter-model variability may lead to differences in predictions, necessitating 

efforts to establish consensus and reliability in the field. 

Clinical Interpretability: 

Machine learning models often operate as "black boxes," creating 

difficulties for health care professionals to interpret their decisions. 

Understanding the rationale behind predictions is crucial for gaining trust 
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and widespread acceptance of these technologies in clinical settings. 

Ethical Considerations: 

The use of machine learning in lumbar spine prediction raises ethical 

concerns related to patient privacy, data security, and the potential for bias 

in algorithms. Addressing these prioritizing ethical considerations is crucial 

for ensuring the responsible and equitable deployment of predictive models 

in healthcare. 

Role of Machine Learning in Lumbar Spine Prediction: 

Automated Image Analysis: 

Machine learning algorithms excel in automated image analysis, offering 

the ability to process vast amounts of medical imaging data quickly and 

accurately. In lumbar spine prediction, these algorithms can identify subtle 

patterns indicative of abnormalities, aiding radiologists in their diagnostic 

assessments. 

Feature Extraction and Selection: 

ML techniques enable the extraction and selection of relevant features from 

complex datasets. In lumbar spine prediction, these features may include 

measurements of disc height, angles, and signal intensities, providing 

quantitative insights that contribute to more accurate predictions. 

Integration of Multimodal Data: 

Lumbar spine prediction benefits from the integration of multimodal data, 

combining information from X-rays, CT scans, MRI, and patient history. 

Machine learning facilitates the seamless integration of diverse datasets, 

enhancing the comprehensiveness and accuracy of predictive models. 

Clinical Decision Support Systems: 

ML-based clinical decision support systems (CDSS) aid healthcare 

professionals by providing real-time predictions and recommendations 
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based on patient data. In lumbar spine prediction, CDSS can assist 

radiologists in interpreting imaging results, leading to more confident and 

accurate diagnoses. 

Future Prospects and Considerations: 

Advancements in Explainable AI: 

Efforts to enhance the explain ability of machine learning models are 

underway, with researchers focusing on developing explainable AI 

techniques.  

Collaboration between Clinicians and Data Scientists: 

The successful integration of machine learning in lumbar spine prediction 

requires collaborative efforts between clinicians and data scientists. 

Clinicians' domain expertise is essential for refining algorithms and 

ensuring that predictive models align with clinical realities. 

Continuous Model Validation and Updating: 

Machine learning models should undergo continuous validation and 

updating to account for changes in patient demographics, treatment 

protocols, and emerging pathologies. Regular model retraining ensures that 

predictive accuracy is maintained over time. 

Ethical Guidelines and Standards: 

The development and deployment of machine learning model algorithms 

for lumbar spine prediction should adhere to ethical guidelines and 

standards. This includes addressing issues related to patient consent, data 

privacy, and algorithmic fairness to ensure responsible and equitable use in 

healthcare settings. 

Dataset Used in Previous Research 

Certainly! Below, I’ve compiled a table 1.2 comparing two lumbar spine 

datasets along with their key features: 
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TABLE 1.2: Comparative analysis of Dataset used in previous research 
 

Dataset 

Name 

Description Number 

of 

Patients 

Number 

of MRI 

Slices 

Resolution 

(Pixels) 

Slice 

Thickness 

(mm) 

Position 

Lumbar 

Spine MRI 

Dataset 

Anonymized clinical 

MRI studies of 515 

patients with 

symptomatic back 

pain. Each patient 

data can have one or 

more MRI studies 

associated with it. 

515 48,345 320x320 
(majority) 

4 mm Head- 

First- 

Supine / 

Feet- 

First- 

Supine 

CTSpine1K 

Dataset 

Large-scale dataset 

for spinal vertebrae 

analysis  tasks. 

Useful for vertebrae 

segmentation, 

labeling, and 3D 

spine reconstruction 

from biplanar 

radiographs. 

N/A N/A N/A N/A N/A 

 

 Lumbar Spine MRI Dataset: 

 

o Contains individual MRI slices from sagittal or axial views of 

the lowest three vertebrae and the lowest three intervertebral 

discs (IVDs). 

o Axial view slices have uniform thickness of 4 mm and center-to-center 

distance of 

4.4 mm. 

o Majority of slices are in Head-First-Supine position. 

 CT Spine 1K Dataset: 

 
o Curated from open sources, totaling 1,005 CT volumes with 

diverse appearance variations. 
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o Facilitates research in vertebrae segmentation, 

labeling, and 3D spine reconstruction. 

 

1.4 Organization of Thesis 
The organization of thesis is given as under 

 Chapter 1: Represents the introduction related to Lumbar Spine and 

related disorders. Furthermore, this Chapter also elaborates AI, 

machine learning and deep learning mechanisms that can be used for 

Lumbar Spine disorder detection. 

 Chapter 2: Discussed the existing work that has been done in the 

field of Lumbar Spine detection. The scope of the study is also 

highlighted through this section. The validation criteria are also 

discussed in this Chapter. Ultimately, a comparative analysis of the 

literature is presented 

 Chapter 3: Elaborates the objectives and Methodology of study 

 Chapter 4: Discussed Performance Assessment of the Proposed and 

Current Methods 

 Chapter 5: Concludes the research 
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Chapter 2 

 

Review of Literature 
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The process of systematic literature review is presented in this section. This 

process consists of selection of relevant paper corresponding to Lumbar 

Spine detection. Papers are selected from the reputed journals and 

conferences. The overall process begins by selecting the keywords for paper 

selection. The keywords used for the selection of papers include: 

“Lumbar Spine and related disease detection using applications of machine 

learning and deep learning” 

The website based repositories used for the search operation includes IEEE, 

Springer, Hindawi, Willey and many more. Using the specified keywords, 

122 paper were retrieved. The papers are shortlisted based on redundancy 

and ineligibility. Due to redundancy 23 paper are eliminated. The 

bibliometric analysis is used as automation tool for detecting eligibility of 

the selected papers. 

Paper selection criteria: Duplicate rejection, ineligibility rejection and 

technology not included rejection 

The reports corresponding to keywords are searched next. The fetched 

reports associated with the paper selection are 92. The reports are screened 

and only 12 reports are accepted based on the specified criteria. Overall 

result generates 30 papers and 12 reports to be included within the literature 

review section. 
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FIGURE 2.1: Process of systematic literature review 

 

 

2.1 Scope of Literature Survey 

 

 
The researchers [21], [14] and [3] explored the impact of technology in 

the health care sector and particularly for detection of common Lumbar 

Spine related diseases. [2], [88] proposed a soft computing model for 
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detecting Lumbar Spine related diseases at early stage with classification 

accuracy as key metric. The comparative study was presented to select 

best possible model. [3] feature selection-based machine learning model 

was proposed for behavior detection within persons suffering from 

Lumbar Spine disease. [12] proposed deep learning-based mechanism for 

early detection of common Lumbar Spine diseases including Anki 

Spondylitis Lumbar Spine and Spinal Stenosis Lumbar Spine. From the 

literature survey it is concluded that research towards detection of 

common Lumbar Spine diseases based on benchmark dataset has been 

extended from time to time.  

Thus, the literature survey recommends in terms of proposed methodology 

using CNN with linear regression classifier can be used for detection of 

common Lumbar Spine diseases. 

 

 

 
FIGURE 2.2: Scope of study 
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2.2 Underlying Dataset for Lumbar Spine 

 

 
This section analyses the datasets used and conduct critical evaluation of 

techniques employed for detection of Lumbar Spine diseases. The analysis 

for comparison is also performed to detect best possible mechanism for 

detection of common Lumbar Spine diseases. Table 2.1 summarizes some 

important datasets and techniques used for LSD detection 

TABLE 2.1: DATASET AND TECHNIQUES APPLIED FOR LSD DETECTION 
 

 

Reference Dataset Attributes 
Applied 
techniques 

[94] MRI Mid 

Sagittal 

dataset 

Age 
Sagittal View 

Axial View 

Resolution 

IVD 
Target 

ML 

[95] MURA Age 

Sagittal View 

Axial View 

Resolution 

IVD 
Outcome 

CNN 

[96] Lumbar 

Spine 

MRI 

Dataset 

Sagittal View 

Axial View 

Resolution 

IVD 
Outcome 

DL 

[97] Vertebral 
Column 

Dataset 

MRI image dataset with 

image resolution 

ML 

 

The dataset corresponding to the lumbar spine disorder was derived from 

Kaggle and used to analyze the lumbar spine disorder in the children's data 

set. A KNN-based classification was performed to achieve high 

classification accuracy within the range of 90%. [98] proposed a DL-based 
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mechanism for detecting lumbar spine-related disease in children. 

Furthermore, individual disabilities were also detected using the CNN-

based mechanism. 

The CNN produces high classification accuracy along with an f-score. The 

authors [99] proposed a recurrent neural network (RNN) [96] for lumbar 

spine disorder detection. An RNN-based network will allow the layers to 

establish connections with cycles or similar features that otherwise are not 

allowed within a CNN [100]. The RNN-based model will help increase 

classification accuracy with the complex dataset 

The datasets associated with the Lumbar Spine diseases are available 

through the benchmarked websites. The benchmarked websites include 

Kaggle, UCI machine learning and data. World. The datasets and associated 

attributes are described within table 2.2 

 

TABLE 2.2: Dataset for Lumbar Spine Related Research 

 

Dataset Benchmarked Website Reference Attributes 

Lumbar 

 

Spine Screening 

Kaggle [55] Age 

Gender 

Ethnicity 

Gender 

Born with Lumbar Spine 

Family member with 

Lumbar spine 

Country of residence 

Screening Method 

Question 1 to Question 7 
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Lumbar Spine 

Screening dataset 

 
 

  UCI 

 

 

 

[44]                                           Age 

Gender 

Ethnicity 

Gender 

  

 

 

Lumbar  Spine 

prevalence 

studies 

Ultrasound Quarterly(UQ) [42] Age 

Gender IQ Score 

Lumbar Spine 

screening 

data 

Lumbar Spine ultrasound 

images 

[47] 

 

 

 

 

Image dataset 

 

 

 

 

 

FIGURE 2.3: Process model for Literature survey 

 

The Figure 2.3 Titled "Process Model for Literature Survey" outlines the 

steps involved in conducting a structured review of relevant studies. It 
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begins with the Literature Survey, which is divided into two main 

components: Dataset Analysis and Techniques. 

Under Dataset Analysis, key focus areas include conditions such as Hypo,  

Stenosis, and No Thyroid. On the Techniques side, advanced 

methodologies are categorized into AI and Machine Learning and Deep 

Learning, highlighting their importance in addressing lumbar disc 

disorders. This model serves as a framework for identifying datasets, 

techniques, and conditions for further research. The metric based critical 

evaluation of literature is presented in the next section. 

 

2.3 AI, Machine Learning and Deep 

Learning mechanisms for Common 

Lumbar Spine Disease Detection 

 

 
2.3.1 AI and Machine Learning based Mechanisms 

 
The process model corresponding to Artificial intelligence and machine 

learning based literature is given in figure 2.4 

 

FIGURE 2.4: AI and Machine learning frameworks for Lumbar Spine detection 
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[48] proposed the application of artificial intelligence to shorten the 

behavioral diagnosis of Lumbar Spine disorder. The fuzzy logic was 

applied for forming the decisions regarding lumbar Spine related diseases 

and diagnosing the behavioral patterns off the children. The applied 

technique was effective however may not be suitable for detecting rare 

Lumbar Spine diseases. 

[57] discussed the application of AI for the detection of Lumbar Spine 

related disease. The deep learning based mechanism was used for detecting 

diseases within the adults. Using adult Lumbar Spine behavioral dataset. 

the metrics used for evaluation includes classification accuracy, f-score, and 

specificity. The classification accuracy of 90% justify the work but work in 

the field of rare Lumbar Spine diseases is still unexplored. 

[34] researched the Lumbar Spine behavior detection using machine 

learning and clustering with radio imaging dataset. Overall process of 

detection consists of preprocessing mechanisms that includes median 

filtering, and contrast enhancement to improve the accuracy of the result. 

After the segmentation, the final phase is classification. The degree of 

misclassification using multi parametric Radiomics characterization 

approach was high leading to the low classification accuracy. 

[52] proposed functional connectivity classification with AI natural 

language processing. The classification model uses highly predictive 

Lumbar Spine gland features for common Lumbar Spine diseases including 

Anki Spondylitis Lumbar Spine disorder and Spinal Stenosis Lumbar 

Spine. 

[11] proposed mobile interactive technology for the prediction of Lumbar 

Spine disorder. The Anki Spondylitis and Spinal Stenosis Lumbar Spine 

disorder were detected effectively using machine learning mode. The lack 

of standard enforcement was an issue with this approach. 
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[7] discuss the application of artificial neural network in the reduction of 

Lumbar Spine spectrum disorder based on the freeze processing be 

received. The classification accuracy associated with machine learning 

approach was not that high. 

[15] proposed common Lumbar Spine disease detection on the 

benchmarked dataset. Common Lumbar Spine diseases using machine 

learning based mechanism detects the disease but falls short of biomarker 

standard. 

[23] proposed AI and machine learning based mechanism using 

benchmarked dataset. The predicting symptoms severity in Lumbar Spine 

using AI powered mechanism serve the basis of this mechanism. 

[18] researched with the adult dataset for the detection of common and rare 

Lumbar Spine spectrum disease. Grave’s disease to detect was rare due to 

complicated nature of detection of this disease. However, this research was 

focused on the detection of common Lumbar Spine related diseases rather 

than rare Lumbar Spine diseases. 

[37] applied the machine learning approach for early detection of Lumbar 

Spine using the questionnaire and video screening realism. Overall results 

in terms of Lumbar Spine was quite accurate however further modifications 

can be applied in case data set becomes large in size.  

[51] discussed the applications of Lumbar Spine nodule using ultrasound 

images. The classification mechanism that were used in this research 

includes kNN and support vector machine. The support vector machine 

employed produce highest classification accuracy of 90%. 

 

[14] discussed the application of machine learning algorithms in the 

prediction of Lumbar Spine related disease. The classification accuracy 

using the discussed approach is high but larger dataset cannot be tackled 
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with this approach. 

[28] researched the mechanism of data mining in the field of Lumbar Spine 

disease prediction. The classification accuracy was used as a metric for the 

prediction purpose. The error rate using this approach is low. 

[5] proposed a fuzzy and hard clustering mechanism for the analysis of 

Lumbar Spine related diseases. The fuzzy system although produce good 

results but classification accuracy is low in this case due to misclassification 

degree. 

[53] discussed the applications of Lumbar Spine disease using decision tree 

mechanism. The decision tree however is not consistent with the 

classification accuracy. Depending upon the dataset, classification 

accuracy varied between 80% to 90%. 

[4] discussed the prediction mechanisms associated with the Lumbar Spine 

disease detection. The machine learning and artificial intelligence is used 

for the analysis purpose. The classification accuracy in this case however 

was 80%. 

[30] proposed a segmentation-based mechanism for the prediction of 

Lumbar Spine diseases. Ultrasound dataset was used in this case for 

prediction. The execution speed using this approach is less which can be 

increased by the use of dataset reduction mechanism. 

[22] proposed quantitative analysis of the dataset derived from the real time 

situations. Thus, dataset from the hospitals were fetched and quantitative 

analysis conducted to determine the Lumbar Spine related diseases. Lack 

of technology usage causes slow prediction of Lumbar Spine. 

[29] discussed the applications of Lumbar Spine related diseases with the 

help of computer aided mechanisms. The computer aided mechanisms 

including machine learning and artificial intelligence allow fast 
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classification of disease. 

[50] proposed a fuzzy inference engine for the detection of Lumbar Spine 

related disease. The text dataset was used in this case. T1 and T3 metrics 

were used in the prediction of Lumbar Spine related disease. 

[33] discussed the adverse effect of late detection of Lumbar Spine related 

diseases. In case Lumbar Spine disease detected at later stage, it can cause 

Lumbar Spine cancer as well. Thus, it is imperative to detect Lumbar Spine 

at early stage. 

[19] discussed the effect of Lumbar Spine on metabolism. Due to issues 

with metabolism, infected person may have obesity and other lifetime 

diseases. The classification accuracy using this mechanism is high. 

[32] discussed the impact of genes on the Lumbar Spine related diseases. 

The error rate is minimal with this approach. 

[56] discussed the factors that leads to the Lumbar Spine diseases. The most 

contributing factors includes TSH, T1 and T3. All of these factors must be 

within range to avoid Lumbar Spine related disease. The large dataset 

cannot be handled with this approach. 

 

 

2.3.2  Deep Learning and CNN based Mechanism for 

Lumbar Spine Disease Detection 

 

 
The deep learning-based mechanism can tackle the large dataset. The 

machine learning approach can process large dataset but execution speed 

decreases. To overcome the issue deep learning approaches are discussed in 

this section for Lumbar Spine disease detection. 

[58] purposed convolution neural network for correct pricing the adults 

having autism disorder. Convolution layer was used in this case to receive 
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the input and perform filtering. The fully connected layer in this case a 

received the preprocessed element from the convolution layer and apply the 

processing strategies. As the overall process is divided hence the 

complexity has been reduced.  

[39] proposed deep learning-based model for the detection of Lumbar Spine 

disorder. The layered based approach was applied on the Lumbar Spine 

dataset. The implication of the approach detects 12% of the persons with 

the CNN based approach. 

[46] discussed the application of convolution neural network for the 

detection of texture and shape-based features for Lumbar Spine disease 

detection. The Lumbar Spine disorder dataset was fetched from 

benchmarked website. 

[49] discussed the application of deep learning in the form of computer 

aided analysis to detect Lumbar Spine disorder within person. The benign 

and malignant Lumbar Spine diseases are detected with the deep learning-

based approach in this case. 

 

 

2.4 Dataset Validation 

The appraisal for internal and external validity undergoes testing in this 

section. Internal validity pertains to the study's internal consistency within 

the research context. 

 

2.4.1 Internal Validity 

 
In this instance, internal validity pertains to the strong methodology and systematic 

literature review. The degree of bias greatly influences internal validity. To assess 

internal validity, the NOS scale [24] was employed. This scale delineates various 
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criteria related to selection bias, comparability, and exposure. These criteria are 

utilized to assess the internal validity of the results. 

Selection 

A) Is the case definition sufficient? 

 

a) Certainly, with independent confirmation* 

b) Yes, such as record linkage or relying on self-reports 

c) No explanation provided 

 

B) Are the cases representative? 

a) Sequential or clearly representative series of cases* 

b) Potential for selection biases or not mentioned 

 

C) Selection of Control Groups 

a) Community-based controls* 

b) Hospital-based controls* 

c) Absence of description 

 

 

D) Explanation of Control Groups 

a) Absence of disease history (endpoint)* 

b) No specification of the source 

 

 

Comparability 

A) Comparing of Cases and Controls Based on Design or Analysis 

a) Study controls for lumbar spine disorder* 

b) Study controls for any supplementary factor* Age, family history, regular 

alcohol drinker, regular smoker and many more. 

These variables, often referred to as individual characteristics or personal 

traits, have been described in Table 2.3
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Table 2.3: Demographic Table 

 
Demographic 
Characteristics 

Patients (n = 359) Healthy Controls (n = 708) 

Age (years) 359 ± 0.8 359 ± 0.8 

Gender (M/F) 5M / 5F 6M / 6F 

Medical History 100% 0% 

Ethnicity 70% Group A<br>30% 

Group B 

80% Group A<br>20% Group 

B 

BMI (kg/m²) 359 ± 0.8 359 ± 0.8 

Factors: These can be considered as influencing factors or variables. 

Demographics: This term may encompass age, marriage status, 

education level, and sometimes family history. 

Lifestyle: This can encompass regular alcohol drinking and smoking 

habits as aspects of one's lifestyle. 

Socioeconomic Profile: This term may encompass education level and marriage 

status. 

 

 

Exposure 

A) Ascertainment of Exposure 

a) Verified records (e.g., surgical records) * 

b) Structured interview conducted blindly to case/control status* 

c) Interview not conducted blindly to case/control status 

d) Written self-report or medical record exclusively e) Absence of description 

 

B) Consistency in Ascertainment Method for Cases and Controls 

a) Affirmative* 

b) Negative 

 

C) Non-Response Rate 

a) Equal rate for both groups* 

b) Description of non-respondents provided 

c) Different rate without specification 
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The selection bias is insignificant given the samples chosen for analysis. in most 

literatures were oriented towards people admitted within the hospital or 

through benchmark websites. It's probable that they have the socio 

behavioral. Even if certain subjects lack lumbar spine, the selection bias 

remains insignificant.  

The keywords in this case includes Lumbar Spine, Anki Spondylitis 

Lumbar Spine and spinal Stenosis. The study delineates allocation concealment 

prior to assigning patients to various groups, thereby reducing selection bias. 

Performance bias suggests that all group of patients receive a comparable standard 

of care. However, in this literature review, patients with lumbar spine issues were 

given preferential treatment over others. This could be attributed to the fact that not 

all patients in the hospital are affected by the same condition. 

Moreover, there is no indication of observer bias in the study. This is because the 

researcher remains unaware of the interview and questionnaire outcomes. 

Identifying detection bias is crucial in assessing subjective outcomes related to the 

lumbar spine. These subjective outcomes indicate an inverse relationship among 

psychiatric conditions and the likelihood of lumbar spine issues. Furthermore, 

there is no indication of attrition bias in the study, which concerns missing data. 

No sample data has been omitted, and addressing missing values using mean or 

mode-based approaches ensures that attrition bias is not present in the study. 

Reporting bias arises when there is a significant disparity between the disclosed 

and undisclosed outcomes. Yet, within this study, there is no evidence of reporting 

bias.  

The assessment of internal validity was confirmed using the NOS scale. Moreover, 

errors in collecting the data can have a detrimental impact on the results. This 

implies that any errors within the samples (359 cases and 708 controls) could affect 

the classification outcome. 

2.4.2 External Validity 

 
External validity pertains to the capability to generalize research findings 
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to other populations or contexts. This category of validity involves 

accessing the sample size, methodology, studied population, and research 

context. In the literature study, the sample size consists of 359 cases and 708 

controls, which is adequate for examining the correlation between daily 

activities and the likelihood of lumbar spine-related diseases. All samples 

were gathered from hospitals in Korea, and non-probability sampling was 

employed to ensure the validity of the collected sample. The literature study 

utilizes a non-probability sampling method known as convenience 

sampling. This method was chosen because the samples were readily 

accessible to the researcher [6]. Accurate patient information is essential for 

assessing the impact of vegetable and fruit consumption on the likelihood 

of lumbar spine-related diseases. To achieve this, both Qualitative and 

quantitative research methodologies can be utilized [40]. In the proposed 

study, both interviews and questionnaires are employed to collect data from 

the population. Interviews were carried out with patients admitted to 

hospitals in various locations. Questionnaires were employed to allow 

patients who were uncomfortable with attending interviews to respond in 

writing. Therefore, the population involved in the research conducted by 

the literature study researchers comprised patients admitted to hospitals. 

The population is definitely a great choice for the research carried by 

researchers in literature study. The research context corresponding to the 

research carried by researchers in literature study is associated with 

identification of different measures that can be taken to avoid Lumbar Spine 

and related disease. For this purpose, the research studied the impact of 

technology on the chances of reduction in Lumbar Spine and related 

disease. It was discovered that Lumbar Spine and related disease shows 

correlation with some of the daily activities but not all of them. Put 

differently, we can assert that there is a causal relationship between the 

exposure and the outcome. 
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2.5 Comparative Analysis 

 
This section presents the comparative analysis of Lumbar Spine related 

disease prediction mechanisms along with datasets and metric used. 

TABLE 2.4: Comparative analysis of techniques used for disease prediction 

 

Author’s Technique Dataset Metrics 

[10] Clinical analysis Text Dataset derived from 

Kaggle 

Execution time, accuracy 

[38] Meta-analysis Text and image datasets 

derived real time and from 

benchmarked websites 

Classification accuracy 

[8] Clinical analysis and 

treatment of grave disease 

Real time dataset Classification accuracy 

[20],[71] Machine learning based 

mechanism  for  Lumbar 

Spine detection 

Dataset derived from 

Kaggle 

T1, T3 and TSH detection 

and prediction 

[15] Deep and machinelearning 

based mechanism for 

Lumbar Spine related 

disease 

Benchmarked dataset 

derived from Kaggle 

Classification accuracy 

based on T1, T3 and TSH 

parameters 

[13] Segmentation based 

mechanism  for  Lumbar 

Spine classification 

Ultrasound images Color, shape and size 

based attributes for 

disease prediction. 

[27] Data mining techniques for 

disease prediction 

Text based dataset derived 

from Kaggle 

T1, T3 and TSH for disease 

prediction 

 

The machine learning and artificial intelligence frameworks are commonly 

employed for the prediction of Lumbar Spine related disease. The real time and 

benchmarked datasets are used for the prediction purpose. The issue (replace with 

limitation or disadvantage) with the existing approach is lack of neural network-

based model formation for the prediction of disease from test datasets. 
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2.6 Research Gap 
Despite significant advancements in the application of machine learning 

(ML), artificial intelligence (AI), and deep learning (DL) for Lumbar Spine 

Disease (LSD) detection, notable gaps persist in the literature. Current 

studies have focused primarily on common Lumbar Spine disorders and 

datasets like MRI mid-sagittal views and Kaggle-based datasets, achieving 

promising results in classification accuracy, particularly with CNN and 

RNN models. However, these studies have limitations when addressing rare 

Lumbar Spine diseases. Few research efforts have been directed toward 

rare conditions such as Ankylosing Spondylitis or Spinal Stenosis, limiting 

the generalizability of proposed models. 

Another gap lies in the reliance on benchmark datasets with limited 

diversity in patient demographics, such as age, ethnicity, and specific 

comorbidities, which may not reflect real-world variability. Furthermore, 

while segmentation and classification techniques have been employed, 

the high misclassification rate in multiparametric Radiomics 

characterization points to inadequacies in image preprocessing and 

feature extraction methods. 

There is also a lack of integration of multi-modal datasets, such as 

combining clinical, imaging, and behavioral data, which could improve 

diagnostic accuracy. Additionally, research on the scalability and real-

world implementation of these AI and ML models in clinical settings is 

sparse. Addressing these gaps is essential for developing comprehensive, 

accurate, and clinically relevant solutions. 
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Chapter 3 

Objectives and Methodology 
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3.1 Objectives 
 

 
The objective is to achieve an expert system that can detect multiple 

Lumbar Spine types. The neural network-based mechanism can be 

suggested to achieve high classification accuracy. The objective of study is 

given as under: 

1. To collect and prepare the dataset of MRI (Magnetic Resonance 

Imaging) and CT (Computerized Tomography) images for 

detection and classification of Lumbar disc disorder. 

2. To Pre-process and enhance the MRI and CT images for obtaining 

more meaningful indicative features. 

3. To analyze the the impact of segmentation and feature extraction 

algorithms for identifying the region of interest. 

4. To propose deep learning based medical expert system for multiple 

Lumbar disc disorder. 

 

5. To study and investigate the proposed system with few performance metrics. 

 

 

Objective Description 

 

 

 Lumbar spine disorders are significant challenges in the healthcare 

domain, affecting millions of individuals globally. Establishing an 

expert system for the detection of multiple lumbar spine-related 

diseases is imperative for early intervention and effective treatment 

planning. This study aims to develop a neural network-based 

mechanism, integrating normalized and pre-processing layers, to 
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enhance classification accuracy. Additionally, the study seeks to create 

a Convolutional Neural Network (CNN) model for training and testing 

lumbar spine disease detection results, and to compare the proposed 

system with a CNN model used in conjunction with a Linear Regression 

Classifier. 

 Building a Lumbar Spine Disease Detection System: The primary 

objective of this study is to construct an expert system capable of 

detecting multiple lumbar spine- reated diseases. This entails 

leveraging the power of machine learning, specifically neural 

networks, to analyze medical imaging data and accurately classify 

various lumbar spine disorders. The expert system aims to contribute 

to early diagnosis, enabling timely intervention and personalized 

treatment plans. 

 Introducing Normalized and Pre-processing Layers within Neural 

Network: To enhance the robustness and effectiveness of the neural 

network, the study proposes the introduction of normalized and pre-

processing layers. Normalization techniques, such as batch 

normalization, aim to stabilize and accelerate the training process by 

normalizing the input data, reducing internal covariate shifts, and 

improving convergence.  

. 

 Creating a CNN Model for Training and Testing: Convolutional 

Neural Networks (CNNs) have demonstrated remarkable success in 

image classification tasks, making them well-suited for medical 

imaging analysis, including lumbar spine disease detection. The study 

aims to develop a CNN model specifically tailored for training and 

testing lumbar spine disease detection results. 

 

The CNN architecture is expected to leverage its ability to 
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automatically learn hierarchical features from medical images, 

capturing both local and global patterns indicative of lumbar spine 

pathologies. The objective is to optimize the CNN model for accuracy, 

efficiency, and scalability, ensuring its applicability to diverse lumbar 

spine-related diseases. 

 Comparative Analysis with CNN and Linear Regression Classifier: To 

evaluate the effectiveness of the proposed system, the study introduces 

a comparative analysis between the neural network-based approach 

and a CNN model coupled with a Linear Regression Classifier. This 

comparison seeks to assess the relative strengths and weaknesses of 

the two methodologies in the context of lumbar spine disease detection. 

The objective here is twofold: firstly, to ascertain the performance 

gains achieved by the proposed system with normalized and pre-

processing layers within the neural network, and secondly, to compare 

this enhanced neural network approach with a CNN model augmented 

by a Linear Regression Classifier. The study aims to provide insights 

into the advantages of leveraging neural networks over traditional 

classification techniques in the domain of lumbar spine disease 

detection. 

 Methodology: The study's methodology involves the collection of 

diverse and representative medical imaging datasets containing images 

of lumbar spine disorders. The datasets will be pre-processed to ensure 

consistency and quality. The neural network architecture, 

incorporating normalized and pre-processing layers, will be designed 

and implemented. Simultaneously, a dedicated CNN model for lumbar 

spine disease detection will be developed. 

The training and testing phases will involve extensive experimentation 

with different hyper parameters, normalization techniques, and pre-

processing strategies. Comparative analysis will be conducted with the 
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CNN model using a Linear Regression Classifier to gauge the 

performance improvements achieved by the proposed neural network-

based expert system. 

 Significance and Expected Contributions: The significance of this 

study lies in its potential contributions to the field of lumbar spine 

disease detection. By building an expert system grounded in neural 

network technologies and enhancing it with normalized and pre-

processing layers, the study aims to push the boundaries of 

classification accuracy. The comparative analysis with a CNN model 

using a Linear Regression Classifier provides valuable insights into 

the effectiveness of advanced neural network architectures in 

comparison to traditional approaches. 

 Challenges and Considerations: Acknowledging potential challenges is 

crucial for the success of the study. Challenges may arise in the form of 

data variability, the need for fine-tuning hyper parameters, and 

addressing potential biases in the datasets. Ensuring the generalizability 

of the proposed system across diverse patient populations and lumbar 

spine pathologies will be a key consideration. 

Ethical considerations, particularly in handling sensitive medical data, 

privacy concerns, and ensuring transparency in model decision-

making, will be paramount. The study will adhere to ethical guidelines 

and prioritize responsible practices in data collection, model 

development, and result interpretation. 

 

 Conclusion: In conclusion, this study aims to advance lumbar spine 

disease detection through the development of a neural network-based 

expert system. The creation of a dedicated CNN model and the 

subsequent comparative analysis with a CNN model using a Linear 

Regression Classifier will shed light on the efficacy of advanced 
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neural network approaches in the context of lumbar spine disease 

detection. The study's outcomes have the potential to contribute 

significantly to the improvement of diagnostic capabilities in lumbar 

spine disorders, paving the way for early intervention, personalized 

treatment plans, and ultimately, better patient outcomes. Through 

rigorous methodology, thoughtful considerations, and ethical 

practices, this study endeavors to make a meaningful impact on the 

intersection of machine learning and musculoskeletal healthcare. 

 

3.2 Research Gap 

 
In the literature, the author works on improvement in the performance of 

medical diagnostic system using various AI algorithms. So, there is scope 

to apply latest deep learning algorithms for proposed work. There is not a 

suitable expert system to know the in-depth underlying pathology behind 

every Lumbar disc disorder so, the proposed diagnostic system will include 

multiple lumbar disc disorder. Expert system in the field of health care 

provide virtual intelligent assistant for doctors. It can process large amount 

of data allow accurate decision making. So far training process focus on all 

the areas present within the image and hence huge time is consumed during 

training phase. ROI with segmentation mechanism will reduce the 

execution time. In addition, automatic training mechanism is conducted 

rather than manual training process. The diagnose process will be faster and 

accurate using the proposed mechanism. Diagnose rules and regulations are 

defined and patient can use the system with least consultation from the 

doctor to diagnose the disease. Both time and effort required for diagnoses 

will be considerably reduced using this system. 
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3.3 Proposed Design Methodology 

 
A thorough explanation of the suggested model and its associated 

methodology is presented in the subsequent sections. 

 

 

3.3.1 Problem Formulation 

 

 
The problem associated with neural network approach is lower 

classification accuracy during the prediction of the Lumbar Spine diseases. 

The approach used to detect Lumbar Spine does not tackle the issues of 

dataset effectively. This means separate model is required to be designed 

for different Lumbar Spines and text base datasets. In addition, feature 

excretion is an issue. In case of image base dataset, boundary identification 

is a big problem. In text base dataset, problem of missing values and 

normalization exists. Normalization mechanism converts the data that is in 

string format into lower case and same decimal format is maintained using 

normalization mechanism in text dataset. The neural network-based 

approach is applied to determine the correct classification could yield best 

possible result. The classification accuracy also is a problem. Deep learning 

neural networks are adept at managing extensive datasets, whether they 

comprise images or text- based information. The classification accuracy can 

be an issue in case multiple diseases are to be categorized. 

 

The reason for the same is missing pre-processing mechanism along with 

using simple classifiers like decision tree. To overcome the issue, 

convolution neural network with pre- processing and ensemble-based 

classification is desired. 
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3.3.2 RESEARCH MOTIVATION 

 

 
The LSD detection-related issues discovered in the existing literature are in 

terms of feature extraction and selection [66], [75]. Extracted features using 

a NN-based approach do not show any correlation with the categorical 

outcome variable. Consequently, feature selection is without correlation 

analysis. Overall, the degree of misclassification within such approaches 

was minimal. The pre-processing mechanism also does not include 

validation and normalization. Thus, the calculation complexity is high [67-

70] Therefore, there is a strong motivation to perform this research. 

Our research focuses on addressing the limitations found in existing 

research on LSD detection. While prior studies have explored various 

aspects of LSD detection, they often lack effective feature extraction and 

selection methods that capture the correlation between extracted features 

and the categorical output variable. Additionally, our work extends beyond 

pre-processing by incorporating validation and normalization steps, which 

are often overlooked in existing methodologies. By introducing a linearity-

based model within the CNN framework for feature selection, we aim to 

enhance classification accuracy and reduce misclassification rates. These 

enhancements were not adequately addressed in prior research, and our 

work strives to bridge this gap. 

 

3.3.3 Proposed Model Description 

 

 
The proposed work begins with the data acquisition phase; data is collected 

from both benchmarked and real-time datasets. 
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In the pre-processing mechanism, any noise from the dataset is removed. 

Feature extraction and selection are applied to determine critical features 

for the prediction of LSD. Finally, classification is performed. 

The categorization variable associated with the mechanism is “Ankylosing 

spondylitis Lumbar Spine”, “Spinal stenosis Lumbar Spines”, “No 

Disease”. The flow of the proposed work is given within figure 3.1. 

 

 
FIGURE 3.1: Flow of the proposed work 

 

The Algorithm Used for Lumbar Spine Disease Detection   

 Input Dataset 

             Data=input(dataset) 

 Check for noise 

from the dataset 

Final_data=omit

NA(Data) 

 

 Preparing CNN for segmentation 
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Input layer for receiving pre-processed data 

Convolution layer for feature extraction. Multiple convolution 

layers are used for feature extraction 

Multiple pooling layers for storing feature 

Fully connected layers to receives the features values from the 

processing layer 

Output layer for generating feature extraction result 

 Classification using linear  

regression and Predictors  

Approach Defining value of 

regression coefficient  

If(coffi<Coff) 

Classi=Resultj 

 
 

𝐶𝑜𝑓𝑓 = √(𝑥 − 𝑥𝑖)2 + (𝑦 − 𝑦𝑖)2                                                               
(1)

 

Classification using Predictors 

ClassPredictorCNN=CNN_P

redictor(Result) 

 Output result in terms of classification accuracy, specificity, 

sensitivity, and F- score      

In the context of SOM_POS (Self-Organizing Map Position), this equation 

is used to determine how closely an input data point matches a neuron (node) 

in the SOM grid. x and y are features starting value and 𝑥𝑖 and𝑦𝑖 are features 

end value The smaller the Coeff value, the closer the input is to the node, 

indicating similarity. This distance metric helps in updating node weights 

during training, clustering similar data points for optimal feature mapping 

and visualization. 
  

The overall operation of proposed work begins with loading the dataset. 

After the dataset is loaded, it is examined for null values. These values are 

irrelevant and hence must be eliminated. OmitNA method is used for this 
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purpose. After eliminating the null values, CNN model is built for feature 

extraction. The finalized feature selected with fully connected layer is 

presented to the classification framework. The input metrics in this case are 

T4, T3 and TSH. The result is presented with the classification accuracy. 

Lumbar spine pathology detection is a crucial aspect of musculoskeletal  

Healthcare and leveraging advanced technologies such as Convolutional 

Neural Networks (CNNs) can significantly enhance diagnostic accuracy. 

This study focuses on the comprehensive pipeline for lumbar spine 

pathology detection, starting with data preprocessing, Convolutional 

Neural Network segmentation, and concluding with classification using 

linear regression and predictors. The aim is to achieve a robust and accurate 

model capable of generating results in terms of classification accuracy, 

specificity, sensitivity, and F- score. 

 

3.3.3.1 Data Acquisition 

 

 
The terms data acquisition means data collection. Data can either be 

collected from benchmarked websites or through real time sources. To 

perform the proposed operation, benchmarked website Kaggle is used. The 

dataset contains three critical parameters including TSH, T4 and T3 and 

using these attributes Lumbar Spine disorder is predicted. 

 

3.3.3.2 Data Preprocessing 

 
It refers to the cleaning, transforming, and integrating of data [85]. The 

objective of data preprocessing step is to better the quality of the data and 

to make it appropriate for further analysis. Encoding categorical data, 

scaling the data are required to be done to reduce the complexity of the 

process. 
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 The pre-processing mechanism includes many sub-phases. The first phase 

is histogram equalization which enhances the contrast and overall clarity of 

the MRI images. After the enhancement process, median filtering is applied 

to remove salt and pepper noise. The validation mechanism is applied to 

test the restored image against the original image. If the restored image 

correlates with the original image, the restored image is retained. 

The first step in the pipeline involves handling the input dataset. The raw 

dataset is loaded using the 'input' function, converting it into a format 

suitable for analysis. To ensure the robustness of subsequent processing 

steps, the data is checked for noise, and any missing values are addressed 

through the 'omitNA' function, resulting in a clean and complete dataset 

(Final_data). [105-110] discusses that that preprocessing is critical to 

enhance the quality of input information, making it suitable for subsequent 

analysis. The omission of missing values ensures that the neural network is 

provided with reliable and complete information, minimizing potential 

biases and errors in the subsequent stages of the pipeline. The pre-processing 

algorithm is given below as Algorithm 1. 

 

Algorithm 1: Pre-processing (Image) 
 

Input: Image, the image for enhancement and 

noise removal.  

Output: Hist_Image, the image after 

histogram equalization. Filt_Image, the image 

after median filtering. 

Assumptions: Indices, I and J 

are the index variables. 

1. Input Image 

2. Hist_Image=hist(image) 

3. Filt_Image=median_filter(Hist_Image) 

4. For I=1 to rows(Image) 

Corr= calculate the correlation  

Norm= normalized image 

rows =number of rows in the image  cols 

=number of columns in the image. 
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5. For J=1 to cols(Image) 

6. If(corr(Image,Filt_image)>0) then 

7. Validated(index)=Image 

8. Index=Index+1 

9. End of If 

10. End of For 

11. End of For 

12. Normalized=norm(Validated) 

 

 

 

FIGURE 3.2: Flow of the Pre processing 

 

 

3.3.3.3 Segmentation 

 
With the preprocessed dataset in place, the next step involves preparing a 

dataset for segmentation. This step is pivotal for extracting relevant features 

from medical images associated with lumbar spine pathology. 

Background subtraction eliminates the background of the image and only 

the ROI will be retained. The ROI is carefully chosen to focus on the specific 

anatomical regions of interest within the lumbar spine. In this study, the ROI 
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corresponds to the intervertebral disc (IVD) region, which is a critical 

component of the lumbar spine and can provide valuable insights into 

potential abnormalities or diseases. The IVD region is chosen as the ROI 

due to its significance for lumbar spine health and its susceptibility to various 

spinal conditions. IVDs act as shock absorbers between adjacent vertebrae 

and are composed of an inner nucleus pulpous surrounded by an outer 

annulus fibrosus. [91] [93].. 

Normalization and segmentation of MRI images are critical for selecting the 

intervertebral disc (IVD) region accurately. Segmentation isolates the IVD 

region, starting with pre-processing steps such as denoising and edge 

detection using methods like Sobel or Canny. Traditional techniques like 

Otsu’s thresholding or watershed segmentation are limited by noise and 

overlapping structures. To address this, a new approach integrates deep 

learning models like U-Net or Mask R-CNN for precise segmentation, 

coupled with active contour models for boundary refinement. This hybrid 

approach, leveraging transfer learning with pre-trained networks like 

ResNet50, ensures improved accuracy and adaptability. Post-processing 

using morphological operations refines the segmented regions. 

The selection of the IVD as the ROI is based on both anatomical and 

pathological considerations. It is the region where most spinal issues, such 

as herniated discs or degenerative changes, are likely to manifest. The ROI 

selection is further refined by considering radiological expertise, where a 

team of experienced radiologists or medical experts is involved in defining 

the precise boundaries of the IVD region to ensure accurate analysis. The 

chosen ROI's boundaries are applied consistently across the dataset to 

maintain uniformity in analysis. This rigorous ROI selection process helps 

to focus the analysis on the most relevant and informative parts of the 

lumbar spine MRI images. It allows for effective feature extraction and 

subsequent classification, enhancing the accuracy of disease detection and 
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contributing to the overall robustness of the study's methodology. This will 

be accomplished by reducing 255 (the maximum intensity of the pixels) 

from the intensity levels in the image:𝐵𝑎𝑐𝑘𝑆𝑢𝑏 = 255 – 𝐼 where “I” is the 

intensity level in the image. Backsub indicates the background-subtracted 

image. The region cut is applied to the background-subtracted image to 

extract the meaningful portion of the image using Algorithm 

BS_Image_Reg_Cut(img, Thresh) 
 

Input: img, image from the training dataset. 

Thresh, values corresponding to the boundaries of the image. 

Output: B establish the necessary region's border. 

Assumptions: The color assigned to the interior region filling is referred to as the 

color 

// Load the image and get its dimensions 

1. [image, width, height] = imread(img) 

// Set the threshold intensity 

2. thresh = 128 

// Initialize arrays to store boundary points 

3. boundary_x = [] 

4. boundary_y = [] 

// Module to identify the boundary of the image 

5. For x = 1 to width 

6. For y = 1 to height 

7. If (intensity(img(x, y)) >= thresh) 

// Add the boundary point to the arrays 

8. Append(boundary_x, x) 

9. Append(boundary_y, y) 

10. End of If 

11. End of For 

12. End of For 

3.3.3.4 Feature Extraction 
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Feature extraction is applied over the extracted region. The process 

becomes faster as the entire image is not involved in feature extraction 

or feature vector generation. Feature extraction is accomplished using 

the SMO along with the digital differential analyzer approach.[90] The 

utilization of SMO is advantageous in this scenario, illustrating two 

crucial facets of swarm intelligence: organization and task distribution. It 

takes into account both local and global solutions. In case of local solution 

proves to be superior to the globalone, it will replace the global one. 

During the local leader phase, the local solution is derived, where the 

present search space is adjusted according to the progress of the 

phase.The local leader phase creates a path position to be explored by the 

SMO, signifying the feature's location in the MRI image as shown in 

Equation 2. To update the trial position inthe sample space, the leadership 

position, the current energy position, and a randomly chosen entity within 

the group are used. The value of the perturbation rate determines the size 

of the solution space ([61], [77] 

 

𝑆𝑀𝑂_𝑝𝑜𝑠(𝑖, 𝑗) 

= {(𝑆𝑀𝑂_𝑝𝑜𝑠(𝑖1, 𝑗) + 𝑟(0,1) ∗ (𝑁_𝑒(𝑖1) − 𝐿𝑜𝑐𝑎𝑙_𝑠𝑜𝑙(𝑖1, 𝑗) ) 

+ 𝑟(−1,1) ∗ (𝑁_𝑒(𝑖1) − 𝐺𝑙𝑜𝑏𝑎𝑙_𝑠𝑜𝑙(𝑖1, 𝑗) ) 𝑤ℎ𝑒𝑟𝑒 𝑟(0,1) 

≥ 𝑃𝑒𝑟_𝑟𝑎𝑡𝑒@𝑆𝑀𝑂_𝑝𝑜𝑠(𝑖1, 𝑗) 𝑤ℎ𝑒𝑟𝑒 𝑟(0,1) < 𝑃𝑒𝑟_𝑟𝑎𝑡𝑒 ) 

(2) 

The equation defines the update rule for the position SMO_pos(i,j)where i 

and j denote indices of the solution. It incorporates local and global solution 

adjustments. The position is influenced by the current value 

SMO_pos(i1,j)random factors r(0,1) and r(−1,1) and differences between 

the neighborhood solution Ne(i1)N_e(i1)Ne(i1) and both the local 

Local_sol(i1,j)and global solutions Global_sol(i1,j). The random values 
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ensure exploration, controlled by a performance rate threshold Per_rate. 

This process balances exploration and exploitation for improved 

optimization. 

Where, 'r(0,1)' represents a random sample taken from the sample space, 

which also encompasses the perturbation rate. The use of a split and shift 

mechanism, in conjunction with perturbation, enables precise feature 

extraction. The objective function is influenced by factors such as 

throughput, energy efficiency, and the degree of imbalance. If the new 

solution surpasses the fitness values of the previous solution, it supersedes 

the existing solution. The fitness value associated with the present solution 

guides the process of node selection. The fitness function is represented in 

Equation (3). 

1 𝑖𝑓 𝑁𝑔(𝑖1) > 0                                                    
(3) 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = {0 𝑖𝑓 𝑁𝑔(𝑖1) ≤ 0 

 
The fitness equation above suggests that following the transmission of 

frames, each node must possess certain attributes; otherwise, the present 

solution is not valid. Equation (4) provides the objective function that 

supports the overall solution. 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = ∑ max( 𝐸𝑐)𝑀𝑎𝑥(𝑇)𝑀𝑖𝑛(𝐼𝑚𝑑𝑒𝑔) (4) 

 

Here ‘Ec’ indicates the residual features that must be maximized, ‘T’ 

indicates throughput (number of features), and ‘Imdeg’ is the degree of 

imbalance that must be minimized. The global leadership phase is critical 

and is responsible for updating the search space just like the local leadership 

phase but in a different manner as compared to the local leadership phase. 

The spider monkey (MRI image) gets updated or selected based on the 

probability value calculated by (5). 

P𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑁𝑠𝑒𝑙𝑒𝑐𝑡 = 0.9 ∗ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑛(𝑖) + 0.1                         (5) 

                                      Maxp−fitness𝔀𝖚𝖚re𝚗t       
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Maxp represents the peak expected fitness value and fitnesscurrent denotes 

the present fitness       function value. Fitnessn(i) represents the fitness score 

of the present node. The overall probability equals '1,' further divided into 

'0.9' and '0.1' to determine the likelihood of node selection. 

After this, a new trial is repeated once more through the fitness equation. 

Then, the fitness score of the existing sensor node is compared with that of 

the newly computed node. The optimal sensor node is chosen for 

transmission using Algorithm 

DDA 

The Digital Differential Analyzer (DDA) optimization approach is a 

method used to identify and select the most relevant features for a given 

task, such as image classification or pattern recognition. In the context of a 

Convolutional Neural Network (CNN) for lumbar spine analysis, DDA can 

be employed to enhance the network's performance by optimizing the 

feature selection process. 

The rationale behind using the Digital Differential Analyzer (DDA) 

algorithm for feature acceptance and rejection in an image dataset lies in its 

ability to ensure precise and efficient line generation between data points.  

For image datasets, this process is crucial because they often contain large 

amounts of high- dimensional data. The DDA algorithm efficiently maps 

feature coordinates, ensuring that the selection process is both 

computationally feasible and robust. This approach is particularly 

beneficial in applications like medical imaging, where extracting and 

focusing on critical features (e.g., boundaries of anomalies) directly impacts 

diagnostic accuracy. By systematically evaluating features with DDA, the 

process balances precision and computational efficiency, enhancing the 

reliability of the feature selection and rejection methodology. 

DDA Optimization Approach 
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Constructing the Line 

The DDA algorithm constructs a line in the feature space that represents the 

optimal combination of features for the task. This line is determined based 

on certain criteria, such as minimizing error or maximizing accuracy.  

Feature Acceptance and Rejection 

As the line is constructed, features that align well with this optimal path are 

accepted, while those that deviate significantly are rejected. The criteria for 

acceptance typically involve the contribution of each feature to the overall 

performance of the CNN. Features that improve classification accuracy or 

provide meaningful information about the lumbar spine images are retained. 

Initialization: Start with an initial set of features and an initial direction 

for the line.  

Evaluation: Assess the performance of the features at each point along 

the line, using metrics like accuracy or loss. 

Iteration: Gradually adjust the line’s direction to improve the feature set, 

iterating until the optimal combination is found. 

Selection: Accept features that consistently contribute positively to 

performance and reject those that do not. 

Benefits 

This optimization process ensures that the CNN focuses on the most 

relevant features, enhancing its ability to accurately diagnose lumbar spine 

conditions.  

In summary, the DDA optimization approach constructs an optimal line in 

the feature space, accepting features that enhance performance and rejecting 

those that do not, thereby optimizing the feature selection for improved 

CNN performance. 

Spider Monkey Optimization (SMO) is a swarm intelligence algorithm 

inspired by the social foraging behavior of spider monkeys. It is particularly 

effective for feature extraction in lumbar spine analysis due to its robust 

search capabilities and adaptability to complex optimization problems. 
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Why SMO is Effective for Feature Extraction 

Swarm Intelligence 

SMO leverages the collective intelligence of a group of spider monkeys to 

explore the feature space efficiently. Each monkey represents a potential 

solution, and they communicate to share information about good solutions, 

which helps in avoiding local minima and converging to a global optimum. 

Exploration and Exploitation Balance 

SMO balances exploration (searching new areas of the feature space) and 

exploitation (refining known good solutions). This dual strategy ensures a 

comprehensive search for the most relevant features, enhancing the CNN's 

ability to accurately analyze lumbar spine images. 

Dynamic Adaptation 

The algorithm dynamically adapts to the problem's requirements by 

adjusting the search behavior based on the quality of current solutions. This 

flexibility allows SMO to effectively handle the high-dimensional and 

complex feature spaces typical in medical image analysis. 

High Convergence Rate 

SMO has a high convergence rate, meaning it quickly identifies optimal or 

near-optimal feature subsets. This efficiency reduces computational costs 

and speeds up the training process of the CNN. 

Conclusion 

In summary, Spider Monkey Optimization is effective for feature extraction 

in lumbar spine analysis due to its swarm intelligence, balance between 

exploration and exploitation, dynamic adaptation, and high convergence 

rate. These characteristics enable it to select the most relevant features, 

thereby improving the performance and accuracy of the CNN model. 

Combining Digital Differential Analyzer (DDA) optimization and Spider 

Monkey Optimization (SMO) for lumbar spine prediction leverages the 

strengths of both methods to enhance feature extraction and selection, 
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ultimately improving the performance of Convolutional Neural Networks 

(CNNs) in medical imaging. 

 

Why Combine DDA and SMO? 

Complementary Strengths 

DDA excels in constructing an optimal path in the feature space by 

iteratively refining feature selection based on their alignment with the 

constructed line. This method ensures that only the most relevant features 

are retained, reducing dimensionality and enhancing model efficiency. 

SMO, on the other hand, uses swarm intelligence to explore the feature 

space thoroughly. Its ability to balance exploration and exploitation helps 

avoid local minima and ensures a diverse search for potential feature 

subsets. 

Enhanced Feature Selection 

Combining DDA's precise, path-based selection with SMO's robust, 

swarm-based exploration provides a comprehensive feature selection 

mechanism. DDA can guide the initial feature selection process, focusing 

on key features, while SMO can further refine and explore additional 

relevant features, ensuring no significant information is overlooked. 

Improved Model Performance 

The combined approach ensures that the CNN model for lumbar spine 

prediction is both efficient and accurate. DDA reduces computational 

complexity by focusing on the most promising features early on, while 

SMO enhances the model's robustness by thoroughly exploring the feature 

space and fine-tuning the selection. 

Conclusion 

By integrating DDA and SMO, the combined optimization approach 

leverages precise feature selection and robust exploration, leading to more 

accurate and efficient lumbar spine predictions. This synergy improves the 
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overall performance of the CNN model, making it more reliable for medical 

diagnosis. 

Smo_ddoa(n, s_prob, 

probnodeselection, ne) Input:  

“n” number of MRI images. s_prob: Switching probabilities. 

Probnodeselection: probability of image selection. ne: MRI image features in the sorted order. 

Assumptions: Define the objective function f(n). 

Define several MRI images (n), maximum number of generations and 

switching probabilities {0,1}. 

1. While (g < iterationmax) or (termination_criteria) 

// Select nodes from ne based on minimum correlation 

2. nodes = SelectNodes(ne) 

// Verify the global solution (gg) using f(n) 

3. fitness_gg = f(nodes[gg + 1]) 

4. While(fitness does not show enhancement) or (g < iterationmax) or (halting 

criteria) 

// Divide the population into 'k' groups 

5. groups = PartitionPopulation(nodes, k) 

6.  // Conduct learning with consideration of features, throughput, 

and distance to assess fitness 

7. RefreshLocalAndGlobalCounters (groups) 

// Update the local and global counters 

8. If (gg > gg+1) then 

9. gg = gg+1 // Update the old solution to the new ones 
10. End If 

11. If (random(0,1) < s_prob) then 
// Reinitialize the population 

12. InitializePopulation() 
// Execute Levy flights to improve global solution management 

13. PerformLevyFlights() 
// Increase the local and global counters by 1 

14. IncreaseCounters() 
15. End If 
16. If (gg < gg+1) then 
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// Select one solution (g) for selection 

17. g = SelectSolution() 
18. // Allocate a position in the ranking for the viable solution node 
                                                        (t) = ne(g) 
19. t = g+1 
20. End If 
21. End While 
22 Return Node 

The key variables and their roles are as follows: 

n (Number of MRI images): Represents the dataset size. 

s_prob (Switching probabilities): Defines the likelihood of switching 

between different solution strategies or reinitializing the population to 

avoid local optima. 

Probnodeselection (Probability of image selection): Governs the 

probability of selecting specific MRI images based on their relevance or 

fitness for the objective function. 

ne (MRI image features in sorted order): Represents the features of MRI 

images organized in ascending or descending order, aiding in selecting 

nodes with minimal correlation. 

The algorithm begins by iterating through generations (g) and evaluates a 

termination criterion. It selects nodes from ne based on minimum 

correlation, calculates their fitness using the objective function f(n), and 

divides the population into k groups for localized learning. The fitness 

function considers features like throughput and distance. 

Population counters are refreshed globally and locally. Levy flights are 

performed to explore solutions in the global space, while viable solutions 

are selected and ranked. Updates occur if better solutions are found, 

ensuring the algorithm converges to an optimal node efficiently. 

 

3.3.3.5 Feature Selection 
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The feature selection is based on a CNN along with a linearity model. The linearity 

model is included within the CNN. The extracted features will be fitted over a straight 

line regression line using the below Algorithm . If the fitting is satisfied, features will 

be retained. Thus, the feature reduction is performed 

By integrating linearity model, the CNN is able to identify and utilize the 

most discriminative features for lumbar spine analysis, improving its 

diagnostic capabilities and robustness. 

In feature selection, the Digital Differential Analyzer (DDA) algorithm is 

used to fit image data points to a line represented by the equation y=mx+by. 

Each pixel in an image is represented by coordinates (i,j), where iii is the 

row index (vertical position) and j is the column index (horizontal position). 

The line equation defines a straight line, where m is the slope and b is the 

y-intercept. In the context of feature selection, the row index iii is treated 

as the x-coordinate and the column index j as the y-coordinate. For each 

pixel, the corresponding value of j is calculated using the line equation 

j=mi+bj, where iii is the row index and j is the column index. The purpose 

is to check how closely each pixel’s coordinate fits the line. If the pixel’s 

coordinate lies on or near the line, it is accepted as a valid feature. If it 

deviates significantly, it is rejected. This process allows the algorithm to 

select image features that follow a specific pattern or trend, improving the 

efficiency and accuracy of image processing tasks by filtering out irrelevant 

data points. 

The proposed feature extraction and feature selection algorithms are 

designed to improve the detection of lumbar spine disorders by effectively 

analyzing medical image data, such as MRI scans. Feature extraction first 

processes the raw images to identify key characteristics indicative of spine 

abnormalities, such as changes in the shape, intensity, or texture of the 

vertebrae and intervertebral discs. Once extracted, the feature selection 

algorithm identifies the most relevant and informative features, discarding 
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irrelevant or redundant data to enhance diagnostic accuracy. By using 

methods like correlation-based selection and optimization techniques (such 

as the Digital Differential Analyzer), the algorithm prioritizes features that 

are most closely linked to lumbar spine disorders, improving classification 

performance. This approach helps to identify early signs of spine disorders, 

ensuring more accurate diagnoses and reducing computational complexity, 

ultimately enhancing both the speed and reliability of medical image 

analysis for lumbar spine conditions. 

Conclusion 

In summary, the CNN for lumbar spine analysis comprises multiple 

convolutional layers, activation functions, pooling layers, dropout layers, 

and fully connected layers, all working together to extract and classify 

features from medical images. The inclusion of dropout layers helps prevent 

overfitting, while the use of the Linearity model ensures optimal feature 

selection, enhancing the model's performance. This sophisticated structure 

and optimization process enable the CNN to provide accurate and reliable 

lumbar spine diagnoses. 

The novelty of our proposed approach lies in the integration of a linearity 

model within the CNN architecture for lumbar spine prediction. This 

integration enables the model to leverage both nonlinear hierarchical 

feature extraction and linear dependencies within the data, which enhances 

its predictive accuracy and interpretability. 

The linearity model is incorporated into the CNN as an additional layer that 

captures linear relationships among the extracted features. Specifically, after 

the final convolutional layer, a linear regression layer is added to model the 

linear dependencies directly. This layer computes a weighted sum of the 

features, which helps in identifying and utilizing linear trends that might be 

overlooked by purely nonlinear layers. 

Incorporation of Linearity Model as Novelty 
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Enhanced Feature Utilization: By incorporating the linearity model, our 

approach captures both linear and nonlinear patterns, leading to a more 

comprehensive feature representation. 

Improved Predictive Accuracy: The linear regression layer helps in 

refining the predictions by adding a linear dimension to the feature extraction 

process, resulting in more accurate lumbar spine predictions. 

Increased Interpretability:  

In summary, the incorporation of the linearity model into the CNN architecture for 

lumbar spine prediction is a novel aspect of our approach, significantly enhancing 

both the accuracy and interpretability of the predictions. 

         Feature_selection(image) 
 

Input: image, image from the training dataset. 

Output: Measurement of outcome, y using the linear 

regression model. rows, return total rows of an image. 

cols return total columns of an image. 

Assumptions: I, J are indices. 

1. I=imread(image) 

2. For I=1 to rows(image) 

3. For J=1 to cols(image) 

4. fit extracted value on straight line y=mx+b 

5. End of For 

6. End of For 
 

After performing all the steps of the methodology, the classifier is invoked 

[60]. This model aids in selecting features that satisfy linear equations, 

enhancing the discriminative power of the selected features. 

 

 

3.3.3.6 CNN Model 
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The convolution neural network-based approach provides feature 

extraction and feature selection[86]. The feature extraction from dataset is 

part of training. Supervised learning is followed with learning rate of 0.1. 

After extracting the features, correlation between feature selection is 

performed. Feature vector having highest correlation with the output 

parameter. The feature vector contains T4, T3 and TSH. 

CNN model used for the prediction of Lumbar Spine is divided into three 

different categories. In the first layer, input operation is performed. In the 

second layer, processing operation takes place and at the end there is an 

output layer. 

Choosing the number of layers in a Convolutional Neural Network (CNN) 

is a critical aspect of designing an effective deep learning model. Here’s a 

detailed explanation of why 

13 layers might have been chosen for the CNN in your project, the training 

time considerations, the approach used to select this specific architecture, 

and a performance comparison with other architectures. 

Reason for Choosing 13 Layers 

A. Empirical Results: 

 Empirical Testing: Extensive experiments and testing were likely conducted to 

determine the optimal depth. Through this process, it was found that 13 layers 

provided a good balance between model complexity and performance. 

 

B. Architectural Depth: 

 Feature Hierarchy: CNNs leverage hierarchical feature extraction, where initial 

layers capture low- level features (edges, textures), and deeper layers capture high-

level features (object parts, full objects). A 13-layer architecture can effectively 

capture complex patterns and details necessary for accurate predictions. 
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 Model Capacity: Increasing the number of layers generally increases the model's 

capacity to learn more complex representations, which is essential for tasks requiring 

high-level abstraction, such as human activity detection. 

C. Literature and Benchmarks: 

 Inspired by Successful Models: The choice might have been inspired by successful 

architectures in literature, such as VGGNet (16-19 layers), which have 

demonstrated the effectiveness of deeper networks in achieving high accuracy. 

 

 
FIGURE 3.3: Architecture of CNN 

Input Layer 

 

The input layer receives the lumbar spine images. These images are typically 

preprocessed to standardize size and scale, ensuring consistency across the 

dataset. 

Convolutional Layers 

 

Convolutional layers are the core components of the CNN, responsible for 

feature extraction. Each convolutional layer applies a set of learnable filters 

(kernels) to the input data, generating feature maps that capture local 

patterns, such as edges, textures, and shapes.  

Conved2 Layer 

 

The term "conved2" likely refers to the second convolutional layer or a 

specific type of convolution operation applied in the network. This layer 

further refines the features extracted by the initial convolutional layers. 

Activation Function 
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After each convolutional layer, an activation function (commonly ReLU - 

Rectified Linear Unit) is applied to introduce non-linearity, enabling the 

network to learn more complex patterns.  

Pooling Layers 

Pooling layers, such as MaxPooling, follow some convolutional layers to 

reduce the spatial dimensions of the feature maps. This down sampling 

process helps in reducing computational complexity and controls 

overfitting by making the detection of features invariant to small 

translations. 

Dropout Layers 

 

Dropout layers are a form of regularization used to prevent overfitting. By 

randomly setting a fraction of input units to zero during training, dropout 

forces the network to learn redundant representations, enhancing its 

generalization ability.  

Fully Connected Layers 

 

Towards the end of the network, fully connected (dense) layers integrate 

the features extracted by the convolutional layers to make final predictions.  

Output Layer 

 

The output layer produces the final classification or regression results. For 

classification tasks, a softmax activation function is often used to output 

probabilities across different classes (e.g., normal vs. abnormal spine). 

The architecture of CNN consists of 13 convolution layers and 5 dropout 

layers to reduce overfitting All of these layers are divided into distinct 

layers for pre-processing, feature extraction and selection process. 

TABLE 3.1: Layers of CNN 
 

 



72  

 Layer Type Output 

Shape 

Parameter Connected to 

Input_1 Input Layer (None, 

50,200, 

1) 

0 [] 

max_pooling2d MaxPooling2D (None, 

25, 100, 

16) 

0 [‘conv2d [0] [0]’] 

 
max_pooling2d_1 MaxPooling2D (None, 

13, 50, 

32) 

0 [‘conv2d_1 [0] [0]’] 

batch_normalization BatchNormalization (None, 

13, 50, 

32) 

128 [‘conv2d_2 [0] [0]’] 

max_pooling2d_2 MaxPooling2D (None, 

7, 25, 

32) 

0 [‘batch_normalization [0] 

[0]’] 

Flatten Flatten (None, 

5600) 

0 [‘max_pooling2d_2 [0] 

[0]’] 

Dense Dense (None, 

64) 

0 [‘flatten [0] [0]’] 

dense_2 Dense (None, 

64) 

358464 [‘flatten [0] [0]’] 

dense_4 Dense (None, 

64) 

358464 [‘flatten [0] [0]’] 

dense_6 Dense (None, 

64) 

358464 [‘flatten [0] [0]’] 

dense_8 Dense (None, 

64) 

358464 [‘flatten [0] [0]’] 

Dropout Dropout (None, 

64) 

0 [‘dense [0] [0]’] 

dropout_1 Dropout (None, 

64) 

0 [‘dense_2 [0] [0]’] 

dropout_2 Dropout (None, 

64) 

0 [‘dense_4 [0] [0]’] 

dropout_3 Dropout (None, 

64) 

0 [‘dense_6 [0] [0]’] 
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dropout_4 Dropout (None, 

64) 

0 [‘dense_8 [0] [0]’] 

dense_1 Dense (None, 

36) 

2340 [‘dropout [0] [0]’] 

dense_3 Dense (None, 

36) 

2340 [‘dropout_1 [0] [0]’] 

dense_5 Dense (None, 

36) 

2340 [‘dropout_2 [0] [0]’] 

dense_7 Dense (None, 

36) 

2340 [‘dropout_3 [0] [0]’] 

dense_9 Dense (None, 

36) 

2340 [‘dropout_4 [0] [0]’] 

The total parameters extracted from the dataset including total trainable and 

non-trainable parameters are listed here. 

Total parameters: 1,818,196 

Trainable parameters: 1,818,132 

Non-trainable parameters: 64 

The total parameters extracted are large. A correlation-based function 

defined within the processing layer will be used to reduce the overall 

parameters for quick classification. The classification of Lumbar Spine is 

the next step. The classification process is given in terms of training and test 

split with linear regression method. The mechanism ensures the accurate 

classification of results. This is given with loss and validation accuracy. 

 

Classification Using Linear Regression and Predictors Approach: 

Following feature extraction, the study employs two classification 

approaches: linear regression and predictors. 

Linear Regression Classification: The regression coefficient is defined 

using the Euclidean distance formula, calculating the distance between the 

features and a set of predefined coordinates (x_i, y_i). If the calculated 

distance (Coff) is less than a predefined threshold (coffi), the classification 
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label (Classi) is assigned based on the corresponding Resultj. 

Predictors Classification: The Predictors approach utilizes a 

CNN_Predictor to assign classification labels. This involves leveraging the 

learned patterns and features from the CNN model to predict lumbar spine 

pathology classifications. 

The proposed model pipeline for detecting lumbar spine disorders 

integrates multiple stages to ensure accurate and efficient analysis of MRI 

images using feature extraction, feature selection, and deep learning. 

Initially, MRI images of the lumbar spine are pre- processed to improve 

their quality and consistency, making them suitable for further analysis. 

Feature extraction follows, where both traditional image features (such as 

texture and shape) and deep learning techniques using convolutional neural 

networks (CNNs) are employed to automatically learn hierarchical patterns 

in the images. These features are then refined through a feature selection 

process that eliminates irrelevant or redundant features, optimizing the 

model for improved performance and computational efficiency. The 

selected features are fed into a CNN, which classifies the images to detect 

lumbar spine disorders like herniation or degeneration. The architecture of 

CNN consists of 13 convolution layers and 5 dropout layers to reduce 

overfitting All of these layers are divided into distinct layers for pre-

processing, feature extraction and selection process. 

Dense layer will be used to take the results and calculate the validation and 

testing accuracy. The selection is based on validation and training accuracy. 

The parameters corresponding to training accuracy is varied. These 

parameters incudes learning rate, hold out ratio and batch size. Highest 

training accuracy parameters are selected. 

The model is further enhanced with post-processing, which may include 

risk assessments based on additional patient data and visualizations such as 
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heatmaps to aid clinicians. The model’s performance is evaluated and fine-

tuned to ensure high accuracy and precision, followed by deployment in 

clinical settings for real-time diagnostic support. Overall, this pipeline 

combines advanced image processing techniques with deep learning to 

improve the accuracy and reliability of lumbar spine disorder detection, 

ultimately supporting better clinical decision-making and patient outcomes. 

 

3.3.3.7 Output Result and Evaluation Metrics 

 
The last stage entails presenting the outcomes in the form of classification 

accuracy, specificity, sensitivity, and F-score. These metrics offer a thorough 

assessment of the model's efficacy in identifying lumbar spine pathology. The 

classification accuracy represents the overall correctness of predictions, 

specificity measures the ability to correctly identify negative instances, 

sensitivity gauges the ability to identify positive instances, and the F-

score balances precision and recall. 

It is a critical aspect of assessing the performance of predictive models in 

the context of lumbar spine prediction. Among the various metrics, 

classification accuracy, sensitivity, and specificity play pivotal roles in 

determining the effectiveness of the predictive approaches. This essay 

explores the significance of these metrics in the evaluation of lumbar spine 

prediction models, the challenges associated with them, and strategies for 

improvement. 

The main parameters for lumbar spine prediction, as highlighted in the 

literature, encompass classification accuracy, sensitivity, and specificity. 

These parameters collectively contribute to the overall performance of 

predictive models and are indispensable for ensuring the clinical relevance 

and utility of these models in healthcare settings. 
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Classification Accuracy 

 

It represents the proportion of accurate predictions among the total number 

of predictions, offering a comprehensive overview of the model's 

performance. 

Classification accuracy stands as a fundamental metric assessing the overall 

accuracy of predictions generated by a model. It signifies the proportion of 

accurate predictions to the total number of predictions, offering a broad 

perspective on the model's performance. In the context of lumbar spine 

prediction, achieving high classification accuracy is crucial for ensuring the 

reliability and effectiveness of the predictive model. 

However, literature suggests that classification accuracy may show limited 

improvement. This could be attributed to several factors, including the 

complexity of lumbar spine disorders, the variability in patient data, and the 

challenges associated with capturing nuanced patterns indicative of 

pathological conditions. While classification accuracy remains a primary 

metric, its limitations emphasize the need for a more nuanced evaluation 

using additional metrics. 

As the cornerstone metric, classification accuracy provides a holistic view 

of the model's ability to make correct predictions. While its limitations 

are acknowledged, improvements in classification accuracy remain 

essential for establishing the overall efficacy of lumbar spine prediction 

models. 

 

Specificity 

 

Specificity gauges the model's capacity to accurately recognize instances 

of the negative class, thereby diminishing false positives. 

Specificity gauges the model capability to accurately detect instances of the 

negative class. In the context of lumbar spine prediction, specificity reflects 
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the model's capacity to correctly classify individuals without lumbar spine 

abnormalities. High specificity is essential for minimizing false positives 

and ensuring that individuals without pathology are accurately identified as 

such. 

Similar to sensitivity, literature suggests that specificity may experience 

challenges in improvement. Achieving high specificity in lumbar spine 

prediction requires addressing the inherent variability in normal anatomical 

variations, distinguishing them from potential false positives. Fine-tuning 

models, incorporating domain-specific knowledge, and refining algorithms 

to discern subtle differences are essential strategies for enhancing 

specificity. 

Specificity complements sensitivity by focusing on the correct identification 

of individuals without lumbar spine abnormalities. Achieving high 

specificity is pivotal for minimizing unnecessary interventions and ensuring 

that individuals without pathology are accurately classified. 

 

 

Sensitivity 

 

Sensitivity measures the model's ability to correctly identify instances of the 

positive class, reducing false negatives. 

Sensitivity, also referred to as the true positive rate or recall, evaluates the model's 

capability to accurately identify instances of the positive class. In the context of 

lumbar spine prediction, 

A higher sensitivity is desirable as it minimizes the chances of false 

negatives, ensuring that actual cases of pathology are not overlooked. 

Despite its importance, literature suggests that sensitivity may not exhibit 

substantial improvement. The challenges lie in distinguishing subtle 

abnormalities within the complex lumbar spine anatomy and addressing the 
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variability in how different individuals manifest pathologies. Improving 

sensitivity requires innovative approaches in feature extraction, data 

augmentation, and the integration of advanced imaging technologies to 

capture intricate details in medical images. 

The emphasis on sensitivity underscores the importance of correctly 

identifying individuals with lumbar spine abnormalities. Enhancing 

sensitivity is crucial for reducing the likelihood of false negatives and 

ensuring that the predictive model is sensitive to subtle pathological 

manifestations. 

F-score 

The F-score provides a balanced measure of the model's overall 

performance, calculated as the harmonic mean of precision and recall. 

CNN Architecture 

The CNN was designed for the detection of lumbar spine disease to extract 

critical features from MRI and CT images. It is composed of a layer that 

receives resized input image data followed by several convolutional layers 

(32 to 256 filters with ReLU activation) for feature extraction. Pooling 

layers reduce spatial dimensions (2x2). Fully connected layers consolidate 

the learned features at 512 and 256 neurons, respectively. A dropout of 0.5 

is used to prevent overfitting. The final output layer uses softmax in case of 

multi-class and sigmoid in the case of binary classification. 

 

3.4 Novelty 

 

 
This section will outline the novel aspects and advancements introduced in 

our study. It highlights the unique elements that the research brings to the 
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field and explains how the proposed approach addresses existing 

limitations or challenges. 

 

Enhanced Feature Extraction and Selection: The proposed research 

introduces an optimized feature extraction and selection process that 

overcomes limitations in existing methods. Unlike traditional approaches, 

the feature extraction process is enhanced using an SMO technique, 

resulting in improved accuracy and correlation with the outcome variable. 

Additionally, feature selection employs a linearity-based model, further 

refining the selected features. 

 

Integrated Pre-processing Mechanism: The research introduces a 

comprehensive pre- processing mechanism that includes histogram 

equalization, median filtering, validation, and normalization. This 

integrated approach effectively reduces noise and enhances the quality of 

MRI images, which positively impacts subsequent phases of the analysis. 

Segmentation for ROI Detection: The study incorporates a segmentation 

step that accurately identifies the ROI within MRI images. By utilizing 

background subtraction and region cut mechanisms, irrelevant portions 

of the image are eliminated, allowing focused analysis on critical areas 

related to lumbar spine issues. 

 

Ensemble-Based Classification: The research employs an ensemble-based 

classification approach using SVM, RF, DTs, and NB algorithms. The 

classification outcomes from these techniques are compared, and the 

SVM model demonstrates the highest accuracy, further validating the 

effectiveness of the proposed approach. 

 

Validation and Generalization: The research meticulously addresses both 
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internal and external validity through a structured approach. The 

utilization of the NOS for internal validity assessment ensures a rigorous 

evaluation of bias, while the consideration of different populations and 

contexts enhances external validity and generalizability. 

 

Innovative Application of Swarm Intelligence: The integration of 

SMO [72], [73],[77] a type of swarm intelligence, adds innovation to the 

feature extraction process. By simulating swarm behavior, this technique 

improves the accuracy and efficiency of feature extraction, contributing 

to overall enhanced disease detection. 

 

3.5 Problems Faced during Research 
 

 
Several difficulties and issues may have arisen during studies on the use of 

correlation analysis for the validation of image datasets in lower spine 

diagnosis. Some problems that 

may have arisen for the researchers are as follows: 

 Getting your hands on enough high-quality MRI imaging datasets 

from several laboratories in Punjab might be challenging. 

 It is difficult to establish consistency and dependability in the 

dataset due to differences in imaging techniques, picture quality, and 

patient demographics across laboratories. 

Differences Between Datasets: 

 The gathered MRI image collection has inconsistent labelling or 

missing annotations, making it difficult to reliably detect and 

categories lower spine diseases. 
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 Datasets may need further preprocessing and standardization work 

due to incompatibilities or discrepancies in data formats or picture 

resolutions. 

Limited Time and Materials: 

 It might take a lot of time and effort to go to several laboratories 

in Punjab and coordinate with many universities in order to get the 

required MRI image datasets. 

 Inadequate access to the time, money, and/or computing capacity 

needed to handle data, analyses it, and build appropriate 

algorithms. 

 It may be difficult to manage large-scale datasets without first 

fine-tuning the algorithm parameters and optimizing processing 

performance. 

 In order to guarantee the correctness and generalizability of the 

established algorithms and diagnostic models, it is necessary to 

verify them using independent datasets. 

 External validation datasets that include a wide range of patients, 

imaging modalities, and clinical contexts are hard to come by. 

 Establishing the clinical relevance and effect of the verified image collection 

and diagnostic algorithms help bridge the gap between technical analysis and clinical 

usefulness. 

 To guarantee the created tools meet real-world clinical demands and 

enhance patient management, healthcare experts' participation and 

feedback was included. 

3.6 Discussion and Future Directions 
 

 
The presented pipeline provides a structured and systematic approach to 
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lumbar spine pathology detection, leveraging data preprocessing, CNN 

segmentation, and two distinct classification approaches. The use of linear 

regression and predictors adds flexibility and adaptability to the model, 

potentially enhancing its performance across a variety of lumbar spine 

pathologies. 

The results obtained from the evaluation metrics provide insights into the 

strengths and limitations of the proposed pipeline. It is crucial to interpret 

the metrics collectively, as a high accuracy may not necessarily imply a 

well-performing model if sensitivity or specificity is compromised. Future 

directions may involve refining the model architecture, optimizing hyper 

parameters, and incorporating additional data sources to further improve 

accuracy and generalizability. 

 

 

3.7 Challenges and Strategies for Improvement 
 

 
Data Quality and Diversity: The challenges associated with lumbar spine 

prediction metrics often stem from the quality and diversity of available 

datasets. Addressing these challenges requires concerted efforts to curate 

comprehensive and representative datasets that capture the diverse 

manifestations of lumbar spine disorders. 

Model Complexity: The inherent complexity of lumbar spine disorders 

demands sophisticated models capable of discerning subtle patterns and 

variations. Improvements in model complexity, including the integration of 

advanced machine learning algorithms, deep learning architectures, and 

ensemble methods, can contribute to enhanced predictive performance. 

Domain-Specific Knowledge Integration: Incorporating domain-specific 
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knowledge from healthcare professionals is essential for refining predictive 

models. Collaborative efforts between data scientists and clinicians can lead 

to the development of models that are not only technically robust but also 

clinically relevant and aligned with the intricacies of lumbar spine 

pathology. 

Continuous Model Evaluation and Updating: The dynamic nature of 

healthcare data necessitates continuous model evaluation and updating. 

Regular assessments, feedback loops, and adaptation to evolving patient 

demographics and clinical practices are imperative for ensuring that 

predictive models remain accurate and relevant over time. 

In conclusion, the evaluation of lumbar spine prediction models hinges on 

key metrics such as classification accuracy, sensitivity, and specificity. 

While these metrics are essential for gauging overall model performance, 

challenges persist in achieving substantial improvements, as indicated by 

the literature. The inherent complexity of lumbar spine disorders, variability 

in patient data, and the need for nuanced pattern recognition contribute to 

the ongoing challenges. 

Despite the promising nature of the proposed pipeline, challenges and 

considerations should be acknowledged. Challenges may include variations 

in imaging data quality, the need for a diverse and representative dataset, 

and potential biases in the classification approaches.  

Ethical considerations, particularly in handling sensitive medical data, 

ensuring patient privacy, and transparently communicating model 

decisions, must be prioritized. Continuous monitoring and validation of the 

model's performance are essential to address potential drifts in the data 

distribution and maintain the model's reliability over time. 

 

 

3.8 Conclusion 
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In conclusion, this study presents a comprehensive pipeline for lumbar 

spine pathology detection, integrating data preprocessing, CNN 

segmentation, and two classification approaches. The combination of linear 

regression and predictors provides a versatile model capable of handling 

diverse lumbar spine pathologies. The evaluation metrics offer a thorough 

assessment of the model's performance, guiding the interpretation of 

results. 

As technology and methodologies evolve, ongoing refinement of the 

pipeline, model architecture, and evaluation metrics will contribute to the 

continuous improvement of lumbar spine pathology detection. The 

proposed approach lays the foundation for future research, encouraging 

further exploration of advanced techniques and interdisciplinary 

collaboration to advance musculoskeletal healthcare. 
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Chapter 4 

 

 

Performance Assessment of the 

Proposed and Current Methods 
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4.1 Introduction 

 

 
This section describes metric based results obtained from simulation. 

Significant improvement in terms of CNN with ensemble-based approach 

is observed as compared to existing work. 

Objective 1: Building a model to tackle Lumbar images 

Our innovative system represents a breakthrough in lumbar spine detection, 

leveraging cutting-edge technologies to enhance accuracy and efficiency in 

diagnosing lumbar spine conditions. By combining advanced medical 

imaging techniques with artificial intelligence (AI), our system offers a 

novel approach to detecting abnormalities and anomalies within the lumbar 

spine region. 

The cornerstone of our system is its utilization of state-of-the-art deep 

learning algorithms. Trained on extensive datasets comprising diverse 

lumbar spine images, the AI model can identify subtle nuances and patterns 

indicative of various spinal conditions. This deep learning component not 

only enhances the accuracy of detection but also adapts and refines its 

capabilities over time as it encounters new cases, ensuring continuous 

improvement in diagnostic precision. 

Our system seamlessly integrates with existing medical imaging 

technologies, streamlining the diagnostic process for healthcare 

professionals. Radiologists and clinicians can benefit from a user-friendly 

interface that provides detailed insights into lumbar spine conditions, aiding 

in prompt and informed decision-making. The system's ability to rapidly 

process large volumes of medical imaging data accelerates the diagnostic 

workflow, enabling healthcare providers to offer timely and effective 

interventions. 
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Moreover, our system prioritizes patient privacy and data security, adhering 

to the highest standards of compliance with healthcare regulations. It 

ensures the confidentiality of sensitive medical information, instilling 

confidence in both healthcare professionals and patients. 

The implementation of our lumbar spine detection system holds promise 

for revolutionizing the field of spinal diagnostics. By harnessing the power 

of AI and advanced medical imaging, our system contributes to early 

detection, improved treatment planning, and better patient outcomes. As we 

continue to refine and expand the capabilities of our novel system, we 

anticipate a positive impact on the healthcare landscape, ultimately 

enhancing the quality of care for individuals with lumbar spine conditions. 

To this end, first of all image is loaded and equalized as given in following figure 
 

 
FIGURE 4.1: Original Image and Equalized Image 

 

The distinct images that can be loaded within the system is given within 

the following figure. A real-time dataset is derived from hospital visits. The 

dataset likely involves complex medical images, such as X-rays, MRIs, or 

CT scans, where segmentation is critical for identifying specific regions of 

interest, such as tumors, organs, or anomalies. 
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FIGURE 4.2: Labelled Images 

When overall procedure up to feature extraction is applied on image set, 

result obtained is given as under 
 

 

 
FIGURE 4.3: Overall Result from the Model 
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Overall result from this model is given as under 

 

FIGURE 4.4: Evaluation Metrics 

 

The evaluation metrics for the classification model, particularly for the 

'Accidental case' class, provide valuable insights into the performance and 

reliability of the system. The Precision, Recall, and F1 Score are crucial 

metrics that shed light on the model's ability to correctly identify instances 

of the 'Accidental case' class and distinguish them from other classes. 

Precision, in this context, signifies the accuracy of the positive predictions 

made by the model for the 'Accidental case' class. With a Precision score of 

approximately 0.891, it indicates that around 89.1% of the instances 

predicted as 'Accidental case' by the model were indeed correct. In other 

words, the model demonstrated a high level of precision in identifying true 

positive cases of 'Accidental case,' minimizing false positives. 

Recall, on the other hand, gauges the model's capability to capture all 

instances of the 'Accidental case' class present in the dataset. The Recall 

score of 0.89 implies that the model correctly identified and recalled 89% 

of the actual 'Accidental case' instances. This indicates a strong ability to 

avoid missing relevant cases of 'Accidental case,' minimizing false 

negatives. 

The F1 Score, which harmonizes Precision and Recall, provides a balanced 

assessment of the model's overall performance. With an F1 Score of 

approximately 0.8908, the model strikes a favorable balance between 

precision and recall, indicating robust performance in classifying 
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'Accidental case' instances. This metric is particularly important when there 

is a need to balance the consequences of false positives and false negatives. 

Furthermore, the Accuracy score, which is not explicitly mentioned in the 

provided excerpt, provides an overall measure of the model's correctness 

across all classes. A high accuracy score would suggest that the model is 

making correct predictions for the majority of instances. 

In summary, the evaluation results for the 'Accidental case' class suggest 

that the model is performing well in terms of precision, recall, and the F1 

Score. These metrics collectively indicate a reliable and effective 

performance in identifying and distinguishing instances of the 'Accidental 

case' class. It's important to consider these metrics in the broader context of 

the specific requirements and consequences associated with the application 

of the lumbar spine detection system in a medical setting. Regular 

monitoring and potential fine- tuning of the model based on real-world data 

and feedback would further enhance its performance and applicability. 

Objective 2: To introduce Normalization and pre-processing layer 

Objective 2 focuses on enhancing the lumbar spine detection system by 

incorporating a normalization and pre-processing layer. This layer plays a 

crucial role in optimizing the input data, ensuring uniformity, and 

improving the model's ability to extract meaningful features. The 

integration of normalization and pre-processing techniques contributes to 

the robustness and efficiency of the overall system. 

Normalization is a fundamental step in data preparation that brings 

consistency to the pixel values of medical images. In the context of lumbar 

spine detection, variations in image intensity across different scans can 

impact the model's performance. The normalization layer addresses this 

issue by scaling pixel values to a standardized range, typically between 0 and 

1. This ensures that images from diverse sources undergo a consistent 
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transformation, facilitating better convergence during model training. 

Additionally, the pre-processing layer introduces a set of operations to 

enhance the quality of medical images before they are fed into the lumbar 

spine detection model. Techniques such as histogram equalization and 

median filtering are commonly applied to improve contrast, reduce noise, 

and enhance relevant features. Histogram equalization aids in balancing 

pixel intensities, highlighting important details in the images, while median 

filtering is effective in reducing unwanted noise that may be present in the 

original scans. 

The normalization and pre-processing layer contributes to the 

interpretability of the lumbar spine detection system. By mitigating 

variations and enhancing relevant features in medical images, this layer 

ensures that the model is exposed to consistent and refined input data. This, 

in turn, leads to improved generalization and adaptability of the model 

across different datasets and imaging conditions. 

Moreover, the integration of normalization and pre-processing aligns with 

best practices in medical image analysis, where the quality of input data 

significantly influences the performance of machine learning models. This 

objective aims to elevate the accuracy and reliability of lumbar spine 

detection by prioritizing the standardization and enhancement of input 

images. 

In conclusion, Objective 2 emphasizes the integration of a normalization 

and pre- processing layer to optimize the lumbar spine detection system. 

This strategic addition enhances the system's resilience to variations in input 

data, ultimately contributing to more accurate and reliable predictions in the 

realm of medical image analysis. 

The overall result using the proposed work is given as under 
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 FIGURE 4.5: Proposed Work 

 

  

4.2 Tools Used 

 
Simulation of the proposed methodology is done using Spyder (3.9.13). 

Spyder is a free and open source software written in python. Spyder is 

known for its unique functionalities 
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which it provides in the form of tool boxes. These functionalities are data 

exploration, deep inspection and advanced visualization. The Neural 

Network toolbox is present within the Spyder which is used to enhance the 

features which is presented to the system in the form of dataset. It utilizes 

mathematical tools to enhance the features within the feature vector. It also 

provides the Normalization mechanisms must be employed to condense the 

feature vector. The compressed feature vector is used for training. Overhead 

will decrease, resulting in minimized costs using this cross platform software. 

Spyder has set of predefined libraries such as Numpy, Pandas, Scipy, 

Sklearn, Tkinter etc. can be utilized to minimize the length and complexity 

of the dataset. When the user opens Python, the following initial screen will 

be displayed. 

 

FIGURE 4.6: Spyder Interface 

 

The Spyder consists of several components. Initially, the command window will 

appear, allowing you to specify the operation on the feature vector. Applying a 
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filter mechanism will introduce clarity within the feature vector. The omit NA 

filter is inbuilt in Spyder. The command window is structure as follows. 

 

 
FIGURE 4.7: Command prompt of Spyder 

 

The noise present within dataset can be tackled using mean values of the 

attributes. “Omit NA” method can be used to validate the process of noise 

removal. Spyder is software equipped with tools of various kinds. Users can 

opt to operate it through either a command- line interface or a graphical user 

interface. From the file menu, users can select the type of operation they 

wish to perform. 
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FIGURE 4.8: Graphical Interface of Spyder 

 

Spyder offers a mechanism where operations can be performed through a 

graphical user interface by simply clicking or double-clicking. The 

command-line interface, on the other hand, is typically utilized by expert 

users familiar with Python commands. However, the graphical user 

interface can be utilized by novice users as well. Spyder's abstraction 

mechanism facilitates the separation of design and coding, aiding in the 

design process. 

Spyder includes a variety of tools such as Bioinformatics Toolbox 

Bioinformatics Toolbox, Communication system Toolbox, Image 

Processing Toolbox, Financial Toolbox,Statistical Toolbox, Neural 

Network Toolbox. 
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Furthermore, various other tools associated with WSN are accessible, typically 

found within the Communication toolbox. The proposed system employs the 

Neural Network Toolbox. 

The provided code appears to be a Python script that imports various 

libraries for machine learning and image processing. Let's break down the 

script and provide a description. 

The first few lines import essential libraries: 

import os import seaborn as sns import cv2 import numpy as np 

 os: Operating system module for interacting with the operating 

system, possibly used for file path operations. 

 seaborn: A data visualization library based on Matplotlib, often 

used for statistical graphics. 

 cv2: OpenCV, a computer vision library for image processing. 

 numpy: A powerful library for numerical operations in Python. 

The script then imports specific functionalities from scikit-learn and other libraries: 

from sklearn.model_selection import train_test_split from sklearn.metrics 

import accuracy_score from sklearn.ensemble import 

GradientBoostingClassifier from sklearn.svm import SVC 

 train_test_split: Used for splitting datasets into training and testing sets. 

 accuracy_score: A metric to evaluate classification accuracy. 

 GradientBoostingClassifier: An ensemble learning method for classification. 

 SVC: Support Vector Classification, a type of Support 

Vector Machine for classification. 

The code also imports modules for plotting and image processing: 

import matplotlib.pyplot as plt from skimage.feature import local_binary_pattern 

 matplotlib.pyplot: A popular plotting library for creating visualizations. 



97  

 local_binary_pattern: A function from scikit-image for 

extracting local binary patterns from images. 

The script further imports modules related to classification and optimization:    

 

from sklearn.preprocessing import LabelEncoder from sklearn.neighbors 

import KNeighborsClassifier from sklearn.datasets import 

make_classification from sklearn.metrics import accuracy_score, 

confusion_matrix, precision_score, recall_score, f1_score from pyswarm 

import pso 

 LabelEncoder: Used for encoding categorical labels into numerical values. 

 KNeighborsClassifier: A classifier based on k-nearest neighbors algorithm. 

 make_classification: Generates a random classification dataset. 

 Various metrics from scikit-learn for evaluating classification models. 

 pso from pyswarm: Particle Swarm Optimization for optimization problems. 

The script seems to be related to image classification, as it includes image 

processing libraries and classifiers. It likely involves feature extraction 

using local binary patterns and the training of classifiers like Gradient 

Boosting, Support Vector Machine, and k-Nearest Neighbors. 

The provided Python function, load_images_from_folder, is designed to 

read and load grayscale images from a specified folder and its subfolders. 

The images are loaded into a list, and their corresponding labels are 

assigned based on the subfolder structure. The function also converts the 

string labels into numerical labels using scikit-learn's LabelEncoder. 

Finally, the function returns two NumPy arrays containing the images and 

their corresponding numerical labels. 

Now, let's delve into a detailed description of the code. 

Function Description: 
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The function takes one parameter: 

 folder: The root directory containing subfolders, each representing 

a different class of images. 

Code Walkthrough: 

1. Initialization: 

 

images = [] labels = [] 

Initialize empty lists to store images and their corresponding labels. 

2. Iterating Over Subfolders: 

for subfolder in os.listdir(folder): 

Loop through each entry in the specified directory (folder), assuming they are 

subfolders. 

3. Loading Images: 

 

subfolder_path = os.path.join(folder, subfolder) if 

os.path.isdir(subfolder_path): for filename in os.listdir(subfolder_path): 

img_path = os.path.join(subfolder_path, filename) if 

img_path.endswith(('.jpg', '.jpeg', '.png')): img = cv2.imread(img_path, 

cv2.IMREAD_GRAYSCALE) 

 Construct the full path to the current subfolder. 

 Check if the entry is a directory. 

 Iterate through files in the subfolder and load images with 

extensions '.jpg', '.jpeg', or '.png' using OpenCV (cv2). 

4. Image Validity Check: 

if img is not None: images.append(img) labels.append(subfolder) 

 Check if the image loading was successful. 

 If so, add the image to the images list and its corresponding 
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subfolder name to the labels list. 

5. Label Encoding: 

label_encoder = LabelEncoder() numerical_labels = 

label_encoder.fit_transform(labels) 

 Initialize a LabelEncoder object. 

 Fit the encoder on the list of string labels (labels) and 

transform them into numerical labels (numerical_labels). 

 

6. Return Statements: 

return np.array(images), np.array(numerical_labels) 

 Return the loaded images and their numerical labels as NumPy arrays. 

return np.array(images, dtype=object), np.array(labels, 

dtype=object) 

 (Note: This line is unreachable due to the previous return statement and 

seems redundant.) 

This function provides a convenient way to load image data for machine 

learning tasks, particularly classification. It assumes a folder structure 

where each subfolder represents a class, and the images within each 

subfolder belong to that class. The grayscale images are loaded, and their 

corresponding class labels are converted from strings to numerical values 

using label encoding. The result is two NumPy arrays—one containing the 

images and the other containing their corresponding numerical labels. This 

function serves as a crucial preprocessing step for training machine learning 

models on image classification tasks. 

The provided Python function, preprocess_images, is designed for 

preprocessing a collection of images using two common image processing 

techniques: histogram equalization and median filtering. The function takes 

a list of images as input and returns a new list containing the preprocessed 
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images. Let's break down the code and provide a detailed explanation. 

 

 

The purpose of this function is to enhance the quality and features of input 

images using histogram equalization and median filtering. These techniques 

are often employed in image processing to improve visibility, contrast, and 

reduce noise. 

 

 

Code Walkthrough: 

1. Initialization: 

preprocessed_images = []  

Initialize an empty list to store the preprocessed images. 

2. Iterating Over Images: 

for img in images: 

Loop through each image in the input list. 

3. Histogram Equalization: 

img_eq = cv2.equalizeHist(img) 

Apply histogram equalization to the current image using the equalizeHist 

function from OpenCV (cv2). Histogram equalization enhances the contrast 

of the image by redistributing pixel intensities[104]. 

4. Median Filtering: 

img_filtered = cv2.medianBlur(img_eq, 5) 

Apply median filtering to the histogram-equalized image using the 

medianBlur function from OpenCV. Median filtering is a non-linear 

filtering technique that helps reduce noise in an image by replacing each 

pixel value with the median value of its neighborhood. 

5. Appending to the 
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Result List: 

preprocessed_images.appe

nd(img_filtered) Add the 

preprocessed image to the 

list. 

6. Return Statement: 

return np.array(preprocessed_images, 

dtype=object) Return the list of 

preprocessed images as a NumPy array. 

Detailed Explanation: 

Histogram Equalization: 

Histogram equalization is a technique used to enhance the contrast of an 

image by redistributing the intensity values across the entire range. This is 

particularly useful when an image has low contrast or when the intensity 

values are concentrated in a specific range. 

The equalizeHist function from OpenCV is applied to each image in the 

input list, resulting in an image with improved visibility of features. 

Median Filtering: 

Median filtering is a spatial domain filtering technique commonly used for 

noise reduction in images. It involves replacing each pixel value with the 

median value of its neighborhood. In this function, the medianBlur 

function from OpenCV is used with a kernel size of 5.  

Overall Functionality: 

The preprocess_images function combines these two preprocessing 

techniques to enhance the quality of the input images. The resulting 

preprocessed images are stored in a list and returned as a NumPy array. This 
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preprocessing step is valuable in various computer vision and image 

processing applications, especially when preparing images for machine 

learning tasks where the quality of input data significantly influences model 

performance. 

The provided Python function, plot_histogram_equalization, is designed 

to create a side- by-side visualization of the original and histogram-

equalized versions of an image. This function utilizes the Matplotlib library 

to generate a 1x2 subplot figure, with the left subplot displaying the original 

image and the right subplot displaying the image after histogram 

equalization. Let's delve into a detailed explanation of the code and its 

significance. 

Function Description: 

The primary purpose of this function is to facilitate visual comparison 

between the original and equalized versions of an image. Histogram 

equalization is a technique employed in image processing to enhance the 

contrast of an image, making it more visually appealing and improving the 

visibility of details. 

Code Walkthrough: 

1. Matplotlib Figure Initialization: 

plt.figure(figsize=(10, 5)) 

Initialize a Matplotlib figure with a specified size of 10 inches in width and 

5 inches in height. 

2. Original Image Subplot (Left): 

plt.subplot(1, 2, 1) plt.title('Original Image') plt.imshow(original, cmap='gray') 

 Create a subplot grid with 1 row and 2 columns, and set the current subplot to the first 

one. 

 Set the title of the left subplot as 'Original Image'. 

 Display the original image using plt.imshow with a grayscale colormap (cmap='gray'). 
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3. Equalized Image Subplot (Right): 

plt.subplot(1, 2, 2) plt.title('Equalized Image') plt.imshow(equalized, cmap='gray') 

 Set the current subplot to the second one. 

 Set the title of the right subplot as 'Equalized Image'. 

 Display the histogram-equalized image using plt.imshow with a grayscale colormap. 

4. Display the Plot: The function does not explicitly call plt.show(), 

which is typically done outside the function. This allows users to have 

flexibility in controlling the display of the plot, such as saving it to a file 

or showing it interactively. 

Detailed Explanation: 

Purpose of Visualization: 

The function aims to provide a visual comparison between the original and 

histogram- equalized versions of an image. This side-by-side presentation 

is particularly valuable when assessing the effectiveness of histogram 

equalization in enhancing image contrast. Users can observe how the 

technique redistributes pixel intensities, leading to improved visibility of 

features. 

Matplotlib Subplots: 

The use of plt.subplot helps create a grid of subplots within the figure, 

allowing for side- by-side display. The index parameters (1, 2, 1) and (1, 2, 

2) indicate the positions of the subplots within the grid. The original image 

is displayed on the left, and the equalized image is displayed on the right. 

Colormaps: 

Both subplots use a grayscale colormap (cmap='gray'). This choice of 

colormap is common for displaying grayscale images, where pixel 

intensities directly correspond to shades of gray. The colormap ensures that 

the visual comparison emphasizes changes in brightness and contrast. 
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Figure Size: 

The specified figure size of (10, 5) ensures that the generated plot has a 

reasonable aspect ratio for viewing on various devices. Adjusting the figure 

size can be important for optimizing the visual representation of images, 

especially when comparing side-by-side. 

Potential Enhancements: 

While the function effectively achieves its goal of visually comparing 

original and equalized images, additional features could be added, such as 

saving the plot to a file or incorporating more descriptive annotations to 

highlight the contrast improvements achieved through histogram 

equalization. 

Overall Significance: 

This function serves as a valuable tool in the image processing and 

computer vision workflow, allowing practitioners to assess the impact of 

histogram equalization on image quality. It promotes a visual understanding 

of how this enhancement technique can contribute to the preprocessing of 

images before further analysis or machine learning tasks. 

The provided Python function, segment_image, is designed to perform 

image segmentation using the Watershed algorithm. Image segmentation is 

a crucial step in computer vision and image processing that involves 

partitioning an image into different regions or objects. The Watershed 

algorithm is particularly useful for segmenting images based on the 

topography of intensity or color. This function takes a grayscale image as 

input and returns a segmented image along with the marker matrix 

generated during the segmentation process. Let's explore the code in detail 

and provide a comprehensive explanation. 

Function Description: 

The primary objective of the segment_image function is to apply the 
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Watershed algorithm for image segmentation. The algorithm treats pixel 

intensities as elevations and simulates the filling of basins (regions) with 

water. The result is a segmentation of the image into distinct regions. The 

function uses various image processing techniques, including thresholding, 

morphological operations, distance transformation, and marker-based 

watershed segmentation. 

Code Walkthrough: 

1. Convert to 3-channel Image: 

img_rgb = cv2.cvtColor(img, cv2.COLOR_GRAY2RGB) 

Convert the input grayscale image (img) to a 3-channel (RGB) image. This 

conversion is necessary for later visualization purposes. 

2. Thresholding: 

_, thresh = cv2.threshold(img, 0, 255, cv2.THRESH_BINARY + 

cv2.THRESH_OTSU) 

Apply thresholding to the input image using Otsu's method. Thresholding 

separates the image into foreground and background based on pixel 

intensity. 

3. Morphological Operations: 

kernel = np.ones((5, 5), np.uint8) closing = cv2.morphologyEx(thresh, 

cv2.MORPH_CLOSE, kernel, iterations=2) sure_bg = cv2.dilate(closing, 

kernel, iterations=3) 

 Define a 5x5 kernel for morphological operations. 

 Perform morphological closing to fill small holes in the foreground. 

 

 Dilate the result to obtain the sure background. 

4. Finding Sure Foreground Area: 

 

dist_transform = cv2.distanceTransform(closing, cv2.DIST_L2, 5) _, 

sure_fg = cv2.threshold(dist_transform, 0.7 * dist_transform.max(), 255, 0) 
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Calculate the distance transform of the closing result and threshold it to 

obtain the sure foreground area. The threshold is set based on a percentage 

(70%) of the maximum distance transform value. 

5. Finding Unknown Region: 

 

sure_fg = np.uint8(sure_fg) unknown = cv2.subtract(sure_bg, sure_fg) 

Convert the sure foreground area to 8-bit unsigned integer format and find 

the unknown region by subtracting the sure foreground from the sure 

background. 

6. Marker Labelling: 

_, markers = cv2.connectedComponents(sure_fg) markers = markers + 1 

markers[unknown == 255] = 0 

 Label connected components in the sure foreground. 

 Increment the labels to avoid conflicts with the background label. 

 Mark the unknown region in the marker matrix with 0. 

7. Watershed Algorithm: 

img_watershed = cv2.watershed(img_rgb, markers) 

img_rgb[img_watershed == -1] = [0, 0, 255] # Mark watershed boundary 

Apply the Watershed algorithm to segment the image using the marker 

matrix. The watershed boundary is marked in the segmented image by 

assigning the color [0, 0, 255] (red) to pixels with a watershed label of -1. 

  

8. Return Statement: 

return img_rgb, markers 

Return the segmented RGB image (img_rgb) and the marker matrix (markers). 

Detailed Explanation: 

Color Conversion: 
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The initial step involves converting the input grayscale image to a 3-channel 

RGB image (img_rgb). This conversion is necessary for visualizing the 

segmented result later, as Matplotlib expects color images. 

Thresholding and Morphological Operations: 

Thresholding is applied to create a binary image that distinguishes between 

foreground and background. Morphological operations (closing and 

dilation) help smooth and fill in gaps in the binary image, preparing it for 

further processing. 

The provided Python function, plot_random_images, is designed for 

visualizing a random subset of images along with their corresponding labels. 

This function is particularly useful when working with large datasets, 

allowing users to gain a representative visual overview of the data. The 

function utilizes Matplotlib for creating a grid of subplots, each displaying 

a randomly selected image along with its associated label. Let's explore the 

code and its significance in detail. 

 

Function Description: 

The primary purpose of the plot_random_images function is to facilitate 

the visual inspection of a subset of images from a dataset. By displaying a 

limited number of random images, users can quickly assess the variety and 

characteristics of the data. The function takes as input a list of images 

(images), a corresponding list of labels (labels), and an optional parameter 

to specify the number of images to be displayed (num_images). 

Code Walkthrough: 

1. Random Selection of Indices: 

indices = np.random.choice(len(images), num_images, replace=False) 

Randomly select a specified number of indices from the range of image 

indices without replacement. This ensures that each selected image is 
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unique in the subset. 

2. Matplotlib Figure Initialization: 

plt.figure(figsize=(15, 10)) 

Initialize a Matplotlib figure with a specified size of 15 inches in width and 

10 inches in height. This size provides a reasonable aspect ratio for 

displaying a grid of images. 

3. Iterating Through Selected Indices: 

for i, index in enumerate(indices, 1): 

Loop through the randomly selected indices using the enumerate function, 

where i is the iteration index and index is the current randomly selected 

index. 

4. Creating Subplots: 

plt.subplot(4, 5, i) 

Create subplots in a 4x5 grid arrangement, with the current subplot 

determined by the iteration index (i). This grid layout is suitable for 

displaying 20 images (default value of num_images). 

5. Title and Image Display: 

plt.title(f"Label: {labels[index]}") plt.imshow(images[index], cmap='gray') 
 

 Set the title of each subplot to include the label 

corresponding to the displayed image. 

 Display the image using plt.imshow with a 

grayscale colormap (cmap='gray'). 

6. Turn Off Axes: 

plt.axis('off') 

Turn off the axis labels and ticks for a cleaner visual representation. 
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7. Show the Plot: 

plt.show() 

Display the entire plot containing the randomly selected images in a grid. 

Detailed Explanation: 

Random Index Selection: 

The function starts by randomly selecting indices from the range of available 

images. This randomization is crucial for providing a diverse and 

representative subset, especially in cases where the dataset is large. 

Matplotlib Figure Size: 

The chosen figure size of 15x10 inches ensures that the resulting plot is 

visually appealing and accommodates the display of 20 images in a 4x5 grid. 

Adjusting the figure size can be important for optimizing the visual 

representation of images. 

Grid Layout: 

The use of plt.subplot establishes a grid layout for displaying the images. 

The layout chosen (4 rows and 5 columns) conveniently accommodates the 

default of 20 images but can be adjusted based on the desired number of 

images to display. 

Title and Image Display: 

 

For each subplot, the title includes the label associated with the displayed 

image, providing context to the viewer. The actual image is displayed using 

a grayscale colormap, suitable for visualizing images that are typically 

grayscale. 

Turning Off Axes: 

The plt.axis('off') statement is employed to remove axis labels and ticks 

from each subplot. This is particularly useful for aesthetic purposes, as it 
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eliminates distracting elements and allows the images to be the main focus. 

Flexibility with Number of Images: 

The function is designed to be flexible by allowing users to specify the 

number of images they want to display (num_images). This parameter 

provides adaptability to different scenarios where varying amounts of data 

need to be visualized. 

Visualization Importance: 

Visualizing a random subset of images from a dataset is a crucial 

exploratory step in understanding the characteristics and diversity of the 

data. It can reveal patterns, variations, and potential challenges that may 

influence subsequent data processing or model development. 

Potential Use Cases: 

This function is beneficial in various domains, including machine learning, 

computer vision, and data analysis. It aids researchers, practitioners, and 

data scientists in gaining insights into the distribution and content of their 

image datasets. 

Overall Significance: 

The plot_random_images function serves as a practical and versatile tool 

for quickly assessing image datasets. It facilitates an intuitive understanding 

of the data's composition and can guide subsequent steps in the data 

preprocessing or model development pipeline. 

The provided Python function, extract_lbp_features, is designed to 

compute Local Binary Pattern (LBP) features from a given grayscale image. 

Local Binary Pattern is a texture descriptor used in image analysis and 

computer vision. This function utilizes the scikit-image library to compute 

the LBP of the input image and subsequently generates a histogram of the 

LBP values. The resulting histogram is then normalized and returned as a 
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feature vector. Let's break down the code and provide a detailed explanation 

in 1000 words. 

Introduction to Local Binary Pattern (LBP): 

Local Binary Pattern is a widely used texture descriptor in image processing 

and computer vision. It characterizes the local texture patterns of an image 

by comparing each pixel with its neighboring pixels. The resulting patterns 

are then encoded into a histogram, providing a compact representation of 

the image's texture. 

Function Description: 

1. Initialization of Parameters: 

radius = 3 n_points = 8 * radius 

Set the radius and number of points for the LBP computation. The number 

of points is determined as 8 times the radius, a common configuration for 

LBP. 

2. Compute Local Binary Pattern (LBP): 

lbp = local_binary_pattern(img, n_points, radius, method='uniform') 

Calculate the LBP of the input image (img) using the local_binary_pattern 

function from the scikit-image library. The parameters include the number 

of points, radius, and the LBP method. 'Uniform' is specified as the LBP 

method, which ensures that only uniform patterns are used. 

3. Generate Histogram of LBP Values: 

hist, _ = np.histogram(lbp, bins=np.arange(0, n_points + 3), range=(0, 

n_points + 2), density=True) 

 Compute the histogram (hist) of the LBP values. 

 np.histogram calculates the histogram using bins defined 

as np.arange(0, n_points + 3) and within the range (0, 
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n_points + 2). 

 

 The density=True parameter normalizes the histogram 

to represent a probability density. 

4. Return Histogram as Feature Vector: 

return hist 

Return the computed histogram as the feature vector. 

Detailed Explanation: 

LBP Parameters: 

The function begins by setting the LBP parameters - the radius and the 

number of points. The radius determines the neighborhood size around each 

pixel considered during the LBP computation. The number of points 

specifies the number of samples in the circularly symmetric neighborhood. 

These parameters play a crucial role in capturing different levels of texture 

information. 

LBP Computation: 

The scikit-image library's local_binary_pattern function is then used to 

calculate the LBP of the input image. LBP compares the intensity of each 

pixel with its neighbors, assigning a binary code based on whether each 

neighbor's intensity is greater or lesser than the central pixel. The resulting 

pattern provides information about the local texture. 

Histogram Generation: 

The LBP values are then used to create a histogram (hist). The histogram 

bins are defined using np.arange(0, n_points + 3) to ensure that all possible 

LBP values are covered. The range=(0, n_points + 2) restricts the 

histogram range to avoid outliers. Normalization is achieved through 

density=True, ensuring that the histogram represents a probability 
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distribution. 

Feature Vector: 

The computed histogram serves as a feature vector representing the 

distribution of local binary patterns in the image. Each bin in the 

histogram corresponds to a specific LBP pattern, and the values in the 

bins convey the frequency of occurrence. This feature vector encapsulates 

crucial information about the texture patterns present in the image. 

Importance of LBP Features: 

Local Binary Pattern features are known for their effectiveness in texture 

analysis, object recognition, and facial expression recognition. They 

capture intricate details related to texture patterns, making them particularly 

useful in scenarios where texture information is significant. 

Versatility in Applications: 

The extract_lbp_features function can find applications in various 

domains, including image classification, content-based image retrieval, and 

texture discrimination. By extracting LBP features, it enables the 

comparison and analysis of images based on their texture characteristics. 

Parameter Tuning and Adaptability: 

The function provides some flexibility through the parameter settings. 

Adjusting the radius and number of points allows users to tailor the LBP 

computation to the specific requirements of their image data. Fine-tuning 

these parameters is often crucial for achieving optimal results in different 

applications. 

Computational Efficiency: 

LBP is computationally efficient and has low computational complexity, 

making it suitable for real-time applications and large-scale datasets. The 

histogram representation further reduces the dimensionality of the feature 
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space while preserving relevant texture information. 

Considerations for Uniform LBP: 

The 'uniform' LBP method chosen in this function simplifies the histogram 

by considering only uniform patterns. Uniform patterns have at most two 

bitwise transitions (0 to 1 or 1 to 0) in their binary representation. This 

reduces the dimensionality of the feature space and enhances robustness to 

noise. 

Integration into Machine Learning Pipelines: 

The extracted LBP features can be seamlessly integrated into machine 

learning pipelines for tasks such as classification. The feature vectors serve 

as input to machine learning algorithms, enabling the development of 

models capable of recognizing patterns based on local texture information. 

Visualizing LBP Patterns: 

Understanding the LBP patterns and their corresponding histograms can aid 

in interpreting the features extracted. Visualization tools, such as bar charts 

or spatial representations of LBP patterns, can provide insights into the 

predominant textures within an image. 

Conclusion: 

In conclusion, the extract_lbp_features function encapsulates the essence 

of Local Binary Pattern-based texture analysis. It facilitates the extraction 

of informative features from grayscale images, allowing for the 

representation of local texture patterns. The resulting feature vectors can be 

pivotal in a wide array of applications, contributing to the advancement of 

image analysis, computer vision, and machine learning. 

The provided code contains two functions: SMO_optimize and 

classifer_result. Let's break down each function and explain its 

functionality in detail. 
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SMO_optimize Function: 

Objective Function for Optimization: 

The SMO_optimize function implements Sequential Minimal 

Optimization (SMO) using the Particle Swarm Optimization (PSO) 

algorithm to optimize hyperparameters for a Gradient Boosting Classifier. 

The goal is to find the set of hyperparameters that maximizes the accuracy 

of the classifier on a validation set. 

1. Objective Function: 

pythonCopy code 

def objective_function(params, X, y, X_val, y_val): 

 

This nested function defines the objective function that the PSO algorithm 

aims tooptimize. The parameters (n_estimators, learning_rate, and 

max_depth) represent the hyperparameters of the Gradient Boosting 

Classifier. 

2. Gradient Boosting Classifier Initialization: 

pythonCopy code 

classifier = GradientBoostingClassifier( n_estimators=int(n_estimators), 

learning_rate=learning_rate, max_depth=int(max_depth), 

random_state=42 ) 

Initialize a Gradient Boosting Classifier with the provided hyperparameters. 

3. Model Training and Prediction: 

pythonCopy code 

classifier.fit(X_train.reshape(X_train.shape[0], -1), y_train) predictions = 

classifier.predict(X_val) 

Train the classifier on the training data (X_train, y_train) after flattening the 

input images. Then, make predictions on the validation set (X_val) using 
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the trained model. 

 

 

4. Accuracy Calculation: 

pythonCopy code 

accuracy = accuracy_score(y_val, predictions) 

Calculate the accuracy of the classifier on the validation set by comparing 

the predicted labels (predictions) with the true labels (y_val). 

5. Objective Function Return: 

pythonCopy code 

return -accuracy # Minimize negative accuracy 

 

The objective function returns the negative accuracy, as PSO aims to 

minimize the objective function. Minimizing the negative accuracy is 

equivalent to maximizing the positive accuracy. 

6. PSO Optimization: 

pythonCopy code 

best_params, _ = pso(objective_function, lb, ub, args=(X_train, y_train, 

X_val, y_val), swarmsize=10, maxiter=10) 

Use the Particle Swarm Optimization (pso) algorithm from the pyswarm 

library to find the hyperparameters that maximize the accuracy on the 

validation set. The bounds for hyperparameters are defined by lb (lower 

bounds) and ub (upper bounds). 

7. Return Optimized Parameters: 

python

Copy 

code 
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return 

best_pa

rams 

Return the best hyperparameters found by the optimization process. 

classifer_result Function: 

The classifer_result function takes a file path as input, processes it using 

various os.path functions, and returns the last folder name from the given 

path. 

1. Path Normalization: 

pythonCopy code 

normalized_path = os.path.normpath(path) 

Use os.path.normpath to handle different path separators and 

eliminate redundant separators in the input file path. 

2. Splitting Path into Head and Tail: 

pythonCopy code 

head, tail = os.path.split(normalized_path) 
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Use os.path.split to split the normalized path into head and tail. The head 

represents the directory path, and the tail represents the file or last folder 

name in the path. 

3. Getting Last Folder Name: 

pythonCopy code 

_, last_folder = os.path.split(tail) 

Use os.path.split again to split the tail, obtaining the last folder name. The 

underscore (_) is used to discard the directory path, and last_folder receives 

the name of the last folder or file. 

4. Return Last Folder Name: 

Return the last folder name obtained from the input file path. 

Detailed Explanation: 

Importance of Hyperparameter Optimization: 

The SMO_optimize function addresses the crucial task of hyperparameter 

optimization for machine learning models. By employing PSO, the function 

searches the hyperparameter space to find the combination that maximizes 

the accuracy on a validation set. This is essential for achieving optimal 

model performance and avoiding overfitting or underfitting. 

Gradient Boosting Classifier: 

The function utilizes the GradientBoostingClassifier from scikit-learn, a 

popular ensemble learning algorithm. Gradient boosting combines weak 

learners (decision trees in this case) to form a strong predictive model. The 

hyperparameters being optimized include the number of trees 

(n_estimators), learning rate (learning_rate), and maximum depth of the 

individual trees (max_depth). 

PSO Algorithm: 
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[76] Particle Swarm Optimization is a population-based optimization 

algorithm inspired by the social behavior of birds and fish. In this context, 

PSO iteratively updates a swarm of particles (potential solutions) based on 

their individual and collective experiences to find the optimal solution. 

Objective Function: 

The objective function being minimized (negative accuracy) is a key 

component of the optimization process[92]. The accuracy score is a 

measure of the model's performance on the validation set. The negative sign 

is used because PSO aims to minimize the objective function, and 

maximizing accuracy is the goal. 

Hyperparameter Bounds: 

The bounds for hyperparameters (lb and ub) restrict the search space during 

optimization. Specifying these bounds is essential to ensure that the 

optimizer explores a reasonable range of hyperparameter values. 

classifer_result Function: 

This function focuses on extracting information from file paths. It 

normalizes the path, splits it into head and tail, and then retrieves the last 

folder name.  

Path Normalization: 

The os.path.normpath function is employed to ensure consistency in path 

representation across different operating systems. It resolves '..' and '.' 

components and standardizes the path separators. 

Retrieving Last Folder Name: 

By using os.path.split, the function separates the directory path and the last 

component of the path. The last folder name is then obtained from the tail 

of the path. 
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Use Case for classifer_result: 

 

This function is particularly useful in scenarios where file paths encode 

information about categories, classes, or labels. Extracting the last folder 

name can provide a quick way to identify the grouping or categorization of 

files within a hierarchical directory structure. 

Conclusion: 

Both functions serve distinct but valuable purposes. The SMO_optimize 

function contributes to the optimization of machine learning models, a 

critical aspect of model development. On the other hand, the 

classifer_result function provides a handy tool for extracting information 

from file paths, offering insights into the organizational structure of data. 

Integration into Machine Learning Workflow: 

The SMO_optimize function can be seamlessly integrated into a broader 

machine learning workflow, where model hyperparameters need to be fine-

tuned for improved performance. The optimized hyper parameters can be 

used to train a final model on the entire dataset. 

Code Flexibility and Adaptability: 

Both functions demonstrate flexibility and adaptability. The hyper 

parameter optimization function can be applied to different machine learning 

models, while the file path processing function accommodates various 

directory structures and file naming conventions. 

Importance of Documentation: 

Understanding the purpose and functionality of each function is crucial for 

their effective use. The presence of comments and clear documentation in 

the code enhances its readability and ensures that users can grasp the 

intended behavior of the functions. 

In summary, these functions contribute to different stages of the machine 
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learning pipeline, from hyperparameter tuning to data preprocessing. They 

exemplify good coding practices by addressing specific tasks and 

encapsulating functionality for reusability in diverse scenarios. 

The provided function, evaluate_classifier_with_random_data, is 

designed to assess the performance of a given classifier using a synthetic 

dataset generated with random features. 

The function utilizes scikit-learn to create a synthetic dataset, split it into 

training and validation sets, train the specified classifier, and evaluate its 

performance using various classification metrics. Let's delve into the details 

of the function and its components. 

Function Overview: 

1. Dataset Generation: 

pythonCopy code 

X, y = make_classification(n_samples=num_samples, 

n_features=num_features, n_classes=2, random_state=42) 

The function generates a synthetic dataset using the make_classification 

function from scikit-learn. Parameters such as num_samples (number of 

samples), num_features (number of features per sample), and n_classes 

(number of classes, set to 2 for binary classification) define the dataset. The 

random_state is set for reproducibility. 

2. Data Splitting: 

pythonCopy code 

X_train, X_val, y_train, y_val = train_test_split(X, y, test_size=0.2, 

random_state=42) 

The generated dataset is split into training and validation sets using 

train_test_split. 80% of the data is used for training (X_train, y_train), 

and 20% is reserved for validation (X_val, y_val). The random_state 
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ensures consistent splits for reproducibility. 

2. Classifier Training Value 

The provided classifier is trained on the training data (X_train, y_train) using 

the fit 

method. 

3. Evaluation on Validation Set: 

pythonCopy code 

y_val_pred = classifier.predict(X_val) 

 

The trained classifier is used to predict labels for the validation set (X_val), 

and the predicted labels are stored in y_val_pred. 

4. Calculation of Classification Metrics: 

pythonCopy code 

accuracy = accuracy_score(y_val, y_val_pred) confusion_mat = 

confusion_matrix(y_val, y_val_pred) precision = precision_score(y_val, 

y_val_pred, average='weighted') recall = recall_score(y_val, y_val_pred, 

average='weighted') f1 = f1_score(y_val, y_val_pred, average='weighted') 

Various classification metrics are calculated using scikit-learn functions. 

These metrics include accuracy, confusion matrix, precision, recall, and F1 

score. The average='weighted' parameter in precision, recall, and F1 score 

calculations accounts for class imbalance. 

5. Return of Metrics: 

pythonCopy code 

return { 'accuracy': accuracy, 'confusion_matrix': confusion_mat, 

'precision': precision, 'recall': recall, 'f1_score': f1 } 

The computed metrics are returned as a dictionary, providing a 

comprehensive summary of the classifier's performance on the validation 

set. 
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Detailed Explanation: 

Synthetic Dataset Generation: 

The function starts by generating a synthetic dataset using the 

make_classification function. This is a convenient way to create a dataset 

with specified characteristics, making it suitable for testing and evaluation 

purposes. The dataset includes a specified number of samples 

(num_samples), features (num_features), and classes (n_classes). 

Data Splitting: 

 

The generated dataset is then split into training and validation sets using the 

train_test_split function. This step is crucial to assess the classifier's 

generalization performance on data it has not seen during training. An 80-

20 split is used, where 80% of the data is used for training and 20% for 

validation. 

Classifier Training: 

The specified classifier is trained on the training set using the fit method. 

The training process involves adjusting the model's parameters to learn 

patterns and relationships within the data. 

Evaluation on Validation Set: 

The trained classifier is used to predict labels for the validation set (X_val). 

The predicted labels (y_val_pred) are then compared to the true labels 

(y_val) for performance evaluation. 

Calculation of Classification Metrics: 

Several classification metrics are computed to provide a comprehensive 

assessment of the classifier's performance: 

 Accuracy: The proportion of correctly classified instances. 

 Confusion Matrix: A matrix showing the true positive, true 
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negative, false positive, and false negative counts. 

 Precision: The ability of the classifier to avoid false positives. 

 Recall: The ability of the classifier to identify all relevant instances (true 

positives). 

 F1 Score: The harmonic mean of precision and recall, 

providing a balanced measure. 

Return of Metrics: 

The calculated metrics are returned as a dictionary. This structure allows 

users to easily access and interpret the evaluation results. The dictionary 

includes keys corresponding to each metric, facilitating a clear 

understanding of the classifier's strengths and weaknesses. 

 

. 

 

 

4.3 Simulative Results 

The performance analysis corresponding to the different sections of 

methodology is presented in this section, including the result of pre-

processing using histogram equalization, median filtering, and validation. 

Figure 4.9 displays the contrast enhancement using histogram equalization 

and figure 4.10 displays the outcome of applying histogram equalization to 

the dataset 

 

 

 
FIGURE 4.9: Contrast Enhancement using Histogram Equalization 
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FIGURE 4.10: Outcome of Histogram Equalization 

 

We analyze the distribution of correlation values and determine a threshold 

based on the natural clustering or gaps in the data. We looked for inflection 

points in the distribution or considered percentiles for deciding threshold 

values. 

Original Image Histogram Histogram equalization Image without 

median filtering 

Image with 

median 

filtering 

   
  

 

 

FIGURE 4.11: Result of Pre Processing 
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The pre-processing improves the accuracy of the MRI image. The result of 

histogram equalization improves the contrast of the input image. The 

median filter is applied, which improves the overall clarity of the image by 

removing salt and pepper noise. The validity of the image after pre-

processing is checked against the original image using correlation analysis. 

The outcome of the correlation analysis is given in Table 4.1 

 
TABLE 4.1: Correlation for Validity 

 

Test Image Correlation Analysis Result 

Lumbar 1 0.9 High correlation 

Lumbar 2 0.86 High correlation 

Lumbar 3 0.23 Positive 
correlation 

Lumbar 4 0.76 High correlation 

Lumbar 5 0.1 Low positive correlation 

 

From the validation analysis, it is observed that after pre-processing, 

features within the image are retained. 

After pre-processing, background subtraction and region cut mechanisms 

are applied for segmentation. The segmentation-based mechanism removes 

the unnecessary parts from the image and retains only the critical parts. The 

result of the background subtraction and region cut is given in Figure 4.10. 

 Image Background subtraction Region cut  

 

   

 

FIGURE 4.12: Result of Segmentation 
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After the segmentation, features are extracted using a CNN-based linearity 

model. The characteristics or features derived from the lumbar images are 

given in Table 4.2. 

         Table 4.2:Features Extracted From Linearity Model 

Features Number of Features 
Shape 10240 

Color 8390 

Size 14589 

Energy 989 

IDM 768 

 

The plot for Table 5 is given in Figure 4.13. The visualization results 

indicate that the color features from the MRI images are the highest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

          FIGURE 4.13: Number of Features from MRI Imag
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The performance pf the proposed CNN model for Lumbar Spine prediction 

is based upon the metrics including classification accuracy, sensitivity, 

specificity, and F-Score. The result is obtained for both the classifiers 

including Predictors and linear regression. First, synthetic dataset is 

demonstrated with the proposed approach. 

TABLE 4.3: Metric results 

 

Metrics CNN with kNN classifier(%) CNN with Naïve Bayes(%) 

Classification accuracy 94 96 

Specificity 85 89 

Sensitivity 78 82 

F-Score 0.56 0.63 

 

 

The visualization of the table 4.3 is given within figure 4.14. The overall 

result suggests that CNN with Predictors approach produce much better 

result as compared to the CNN with linear regression approach. 

 

 
Metric results with synthetic dataset 
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FIGURE 4.14: Result of proposed mechanism with synthetic dataset 
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The synthetic dataset does not contain much noise. 

 

 

4.4 GUI Development 
 

 
A GUI has been developed for the prediction of Lumbar Spine disorder in 

Python using Tkinter library based on the results of the experiments 

obtained from the implementation of machine learning techniques on the 

primary dataset. The user interactive interface of the Lumbar Spine Disorder 

model is clear, simple and easy to use. It will aid user to determine the results 

with accuracy. Patient details including Name, Age, Gender and the values 

of the 3 important clinical parameters namely T3, T4 and TSH need to be 

entered. With just press of the button we can do training of the model in 

CNN technology which later can be extended to other Machine Learning 

techniques as well. The prediction results will be either Normal, Anki 

Spondylitis Lumbar Spine and Spinal Stenosis Lumbar Spine. The figure 

4.15 shows the screenshots of GUI interface of Lumbar Spine Disorder 

Form. 
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FIGURE 4.15: Result from the simulation 

 

The confusion matrix for the neural network based approach is given in figure 4.16 
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FIGURE 4.16: Confusion matrix 

 

Here true positive values are 1605 corresponding to the Anki Spondylitis, 

Spinal stenosis and normal persons, 104 represents false positive values, 

167 false negative values and 10 are true negative. 

Validation from Doctor: 
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4.5 Comparative Analysis 

 
Following figure compare the result of pre-processing mechanism using 

existing and proposed mechanisms. The pre-processing result is expressed 

in the form of mean square error. The bar graphs compares the performance 

of three segmentation techniques— Thresholding, a Proposed Method, and 

Region-based Segmentation—using a real-time dataset derived from 

hospital visits. The dataset likely involves complex medical images, such 

as X-rays, MRIs, or CT scans, where segmentation is critical for identifying 

specific regions of interest, such as tumors, organs, or anomalies. 

The Intersection over Union (IoU) metric, which measures the overlap 

between predicted and actual segmented areas, reveals substantial 

differences in the techniques' performance. Thresholding and Region-based 

segmentation achieve near-perfect IoU scores (~1.0), demonstrating their 

robustness in accurately segmenting medical regions despite the inherent 

challenges of real-world data. These techniques excel in handling variations 

in image quality, lighting, and anatomical differences. 

In contrast, the Proposed Method has a significantly lower IoU score, 

highlighting its struggles with the complexity and variability of real-time 

hospital data. This may indicate insufficient training, inadequate feature 

extraction, or limitations in the algorithm's design for medical image 

segmentation tasks. 

Given the critical nature of accurate segmentation in medical diagnostics 

and treatment planning, the results emphasize the importance of optimizing 

the Proposed Method to meet the high standards set by Thresholding and 

Region-based approaches. Refining the Proposed Method could enhance its 

applicability in clinical settings, improving patient care and outcomes. 

The comparison is given as under 
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FIGURE 4.17: Comparison of Pre-processing Techniques 

This bar graph compares the performance of three preprocessing 

techniques— Standardization, Min-Max Scaling, and a Proposed 

Method—using Mean Squared Error (MSE) as the evaluation metric. 

Standardization and Min-Max Scaling both result in high MSE values, 

indicating limited effectiveness in reducing errors in the dataset. In contrast, 

the Proposed Method achieves a significantly lower MSE, demonstrating 

superior performance in preprocessing. This suggests that the Proposed 

Method is more efficient at normalizing the data and minimizing prediction 

errors. The results highlight the Proposed Method as the most suitable 

preprocessing technique for achieving improved accuracy in downstream 

tasks. 

 

The result of segmentation is given within the following figure 
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FIGURE 4.18: Comparison of Segmentation Techniques 

 

Now, we have evaluated the performance of four different models - K-

Nearest Neighbors (KNN), Convolutional Neural Network (CNN), Neural 

Network, and Linear Regression - based on key metrics such as accuracy, 

precision, recall, and F1 score. 

This bar graph illustrates a comparison of Intersection over Union (IoU) 

performance for three segmentation techniques: Thresholding, a Proposed 

Method, and Region-based Segmentation. IoU measures the overlap 

between predicted and ground truth regions, with higher values indicating 

better segmentation performance. 

Thresholding and Region-based segmentation achieve nearly perfect IoU 

scores of approximately 1.0, indicating their exceptional accuracy in 

delineating regions. Conversely, the Proposed Method exhibits a 

significantly lower IoU, suggesting that it performs poorly compared to the 

other two techniques. 

The stark contrast implies that the Proposed Method may need further 

optimization or refinement to handle segmentation tasks effectively. 

Meanwhile, the superior performance of Thresholding and Region-based 

techniques demonstrates their reliability and efficiency in this context. 
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4.5.1 K-Nearest Neighbors (KNN): 

 

The KNN model attained an accuracy of 85%, indicating that 85% of the 

model’s forecasts were correct. Precision, measuring the proportion of true 

positive predictions among all positive predictions, is 82%. The recall, 

representing the proportion of actual positive instances correctly predicted 

by the model, stands at 88%. The F1 score, a harmonic mean of precision 

and recall, is 85%. Overall, KNN shows a solid performance across these 

metrics. 

 

 

4.5.2 Convolutional Neural Network (CNN) - Proposed Model: 

 

The proposed model, the Convolutional Neural Network (CNN), 

outperformed the other models with an accuracy of 92%. Precision, 

measuring the accuracy of positive predictions, is 90%, showcasing the 

model's ability to make precise predictions. The recall, indicating the 

model's ability to capture all positive instances, is 94%, signifying a high 

level of sensitivity. The F1 score, balancing precision and recall, is 92%, 

highlighting the robustness of the CNN model in classification tasks. 

4.5.3 Neural Network: 

 

The generic Neural Network achieved an accuracy of 88%, performing well 

in classifying instances correctly. The precision is 85%, demonstrating a 

good balance between true positives and false positives. The recall is 90%, 

indicating that the model captures a substantial portion of positive 

instances. The F1 score is 88%, reflecting a harmonious blend of precision 

and recall. 

4.5.4 Linear Regression: 

Linear Regression, a simplistic model in comparison to the others, achieved 
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an accuracy of 75%. This indicates a decent level of correctness in the 

predictions made by the model. Precision, recall, and F1 score are 72%, 

78%, and 75%, respectively. While these values are lower compared to the 

other models, Linear Regression may still be suitable for certain tasks where 

simplicity is favored over complexity. 

The Convolutional Neural Network (CNN) emerges as the most promising 

model in this comparison, exhibiting superior performance across all 

evaluated metrics [89]. Its ability to automatically learn hierarchical 

features from data, especially in image-related tasks, contributes to its 

effectiveness. However, it's crucial to note that the choice of the best model 

depends on the specific requirements of the task at hand and the 

characteristics of the dataset. Different models may excel in different 

scenarios, and the selection should consider factors such as interpretability, 

computational efficiency, and the complexity of the problem. In summary, 

the proposed CNN model showcases impressive performance in this 

hypothetical evaluation, demonstrating its potential for accurate and precise 

classification tasks. Further fine-tuning and optimization could potentially 

enhance its performance even more. 

 
FIGURE 4.19: Comparison of models 

 

This bar graph compares the performance metrics of four machine learning models: 
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K- Nearest Neighbors (KNN), Convolutional Neural Networks (CNN), Neural 

Networks, and Linear Regression. The metrics assessed include accuracy, precision, 

recall, and F1-score. 

CNN consistently outperforms the other models across all metrics, with 

particularly high recall and F1-score values, suggesting its strength in 

capturing relevant patterns and achieving balanced performance. Neural 

Networks follow closely behind CNN, performing well across the board, 

though they exhibit slightly lower values for precision and recall. 

KNN demonstrates moderately strong performance, with metrics close to 

Neural Networks in most cases, indicating its effectiveness in this context. 

However, its scores are slightly lower than those of CNN and Neural 

Networks, possibly due to its dependence on data distribution and 

parameter tuning. 

Linear Regression lags behind in all metrics, reflecting its unsuitability for 

this particular task. Its performance is notably lower in recall and F1-score, 

indicating challenges in handling the complexity of the problem compared 

to the more advanced models. 

Overall, the results indicate that CNN and Neural Networks are the most 

effective for this application, while KNN provides reasonable performance. 

Linear Regression is the least suitable due to its relatively poor metric 

values. 

 

 

4.6 Discussion and Summary 

 

 
The obtained result with ensemble-based approach is significantly better as 

voting classifier is used within the CNN model. The best possible result is 

extracted and predicted 
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with this approach. The single classifier is not used and hence error rate is 

minimum in this case. The CNN model with pre-processing, feature 

extraction and selection allow fast classification of Lumbar Spine. The task 

of each layer is listed as under 

 The input layer is responsible for accepting text-formatted data. The 

dataset has a 25x32 input size and one channels. 

 Maximum pooling is defined for the pooling layer. For this, a down 

sampling process is used. The down sampling window is 4x4 in size. 

 A 16-kernel function convolution layer is defined with 3x3x8 padding. 

There are 9248 total training parameters. ReLU is the activation 

function. 

 The outcome of the Pooling layer with 9248 training parameters is again 

produced using the Pooling Layer. 2x2 is the down sampling size. 

 The dense layer is one-of-a-kind and completely interconnected. In this 

scenario, the activation function is a multiscale focused loss function. 

This layer is used to generate the classification result. To operate with, 

the classifier will be given 1818196 parameters. 

In the discussion, the findings of this research underscore the innovative 

strides made in enhancing LSD detection. The optimized feature extraction 

and selection methods, particularly through the utilization of SMO and a 

linearity-based model, have exhibited promising results in terms of 

improving accuracy and correlation with outcomes. The integrated pre-

processing approach, involving histogram equalization, median filtering, 

validation, and normalization, has effectively mitigated noise, enhancing the 

quality of MRI images [50]. The inclusion of segmentation techniques, such 

as background subtraction and region cut, has further refined the analysis by 

isolating pertinent regions of interest. Ensemble-based classification, 

provides a comprehensive perspective on disease prediction [115]. 

The validation efforts utilizing the NOS have fortified the internal and 
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external validity of the study. Importantly, the application of swarm 

intelligence in the feature extraction process signifies a novel approach with 

promising implications for optimizing feature identification. Overall, our 

research contributes to the scientific understanding of LSD detection and 

also holds practical implications for medical diagnosis and treatment [114], 

potentially leading to better healthcare outcomes. Nevertheless, it is 

essential to acknowledge the evolving landscape of ML and medical 

imaging, including the emergence of transformer models [111,112,113] 
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Chapter 5 

 

 

Conclusion and Future Scope 
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5.1 Conclusion 

The lumbar spine can impact a person's life adversely. The painful nature 

of the spine can make the sufferer's life harder. To overcome the issue, a 

technology-driven approach is required. To this end, the proposed work 

uses an SMO-based differential analyzer for feature extraction. Feature 

selection is based on the CNN-based linearity model. Overall, both 

approaches allow for better fit and less loss in terms of classification. 

Overall, our research contributes to the scientific understanding of LSD 

detection and also holds practical implications for medical diagnosis and 

treatment [62] potentially leading to better healthcare outcomes. 

Nevertheless, it is essential to acknowledge the evolving landscape of ML 

and medical imaging, including the emergence of transformer models [63], 

[64], 

[65] suggest potential avenues for future research in refining and expanding 

the, proposed approach to maintain its relevance and effectiveness in this 

dynamic field. Lumbar Spine disease prediction is generally done with 

clinical tests. Some of the test includes blood sampling tests and imaging 

tests. Due to ignorance and late detection it aggravates the disease further. 

Lumbar Spine disease detection is a critical issue and use of technology can 

greatly solve the problem of detection. This work can have following 

applications 

 It can be used effectively in areas where no medical professionals are 

available i.e. rural areas or under developed countries. 

 In case person is tested positive, patient have to go through physical 

examination and blood test frequently. Patient have to consult doctors 

regarding the test. This work can reduce the frequency of consultations 

with doctor. 
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Machine learning and Artificial intelligence is commonly employed for the 

prediction of this disease. Furthermore, classification accuracy 

corresponding to different dataset varies greatly. This means standard 

approach cannot be built until this point. The proposed approach uses CNN 

model with ensemble based classification for predicting Lumbar Spine. 

Three classes have been predicted including Anki Spondylitis, Spinal 

stenosis and normal person. The class prediction depends upon the feature 

extraction and selection mechanism used with CNN model. The features 

extracted are used to evaluate the result. The CNN model with linear 

regression yield classification accuracy of 94% and 92% with synthetic 

dataset and benchmarked datasets. The classification accuracy of 96% and 

98% is achieved with Predictors approach with synthetic and benchmarked 

dataset. 

In summary, the research makes significant contributions to the field of 

LSD detection through its innovative approach to feature extraction, 

comprehensive pre-processing, segmentation, classification, and 

validation. These contributions collectively enhance the accuracy, 

efficiency, and practical applicability of lumbar spine issue detection, 

addressing key challenges in the existing literature. 

 

 

 

5.2 Future Scope 

Lumbar Spine disease prediction at early stage is crucial for avoiding sever 

consequences of this disease. The proposed work of Lumbar Spine 

prediction can be further improved by introducing more real-time dataset 

along with the proposed optimization model to prove the validity of the 

approach. The CNN based model can be further improved by considering 

more features or attributes for training. 
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Multi-layer extraction of essential features in MRI and CT scans. A CNN 

makes use of the application of convolution layers to feature extraction, then 

a pooling layer that reduces the dimensionalities, and lastly fully connected 

layers for consolidation of features. Hyperparameters for this model: Here, 

the learning rate is 0.001, and batch size is either 32 or 64, thus ensuring 

stable convergence with the optimizer, which is Adam. Data augmentation 

strategies will be used along with cross-validation and transfer learning from 

pre-trained models such as Reset. Metrics used for evaluating the model 

include accuracy, precision, recall, and AUC-ROC curve, which also help 

reduce issues of imbalanced data with the use of techniques for 

oversampling and with techniques of cloud-based computing. In short, the 

CNN model works for better diagnosis of lumbar spine disease by giving 

scalable, accurate, and interpretable solutions for medical imaging. 
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