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Abstract

Nowadays, the healthcare system plays a significant role in our daily life. As per

the growing population, it is a big challenge for the healthcare system to manage

and prevent the spread of Airborne diseases. Over the past few years, airborne

illnesses have significantly increased morbidity and disability rates globally. It is a

very tremendous task to monitor the patient regular basis. In the last few years,

AB coronavirus diseases spread at an alarming rate.

Airborne Diseases are a worldwide concern economically and socially. Such types

of diseases have sparked a big threat globally. These diseases are spread when

an infected person sneezing, talking, coughing, laughing, or singing. ABDs can

be spread directly or indirectly. Human contact and air droplets are the primary

means of communication for the spreading of airborne illnesses. Human-to-human

transmission can result from direct contact or indirect contact via an intermediate

object or by touching the surface. Tuberculosis, Coronavirus, Influenza, Measles,

Encephalitis, Diphtheria, and Chickenpox are commonly major airborne diseases.

Tuberculosis and Measles virus (rubella) require a long distance to transmit while

Whooping cough, Chickenpox, and Mumps virus are additional ABDs which can

transmit over a short route distance.

Airborne diseases are a vast area of research in which a large number of diseases

are covered. But the focus of this research is limited to coronavirus disease and

its variant Omicron as it has been one of the most prevailing during recent years.

This study aims to propose an efficient prediction model for diagnosing, moni-

toring, and identifying the coronavirus and its variant omicron cases at an early

stage. In 2020 coronavirus had spread in many countries that affected severely to

the person health, caused millions of deaths in results.

In the current time, it is a challenging task for the healthcare industry and govern-

ment agencies to accurately detect the disease at the initial stage. In the current

era of development, ML which is part of AI provides enormous services in the field

of healthcare. Obsolete healthcare technology is not able to monitor and prevent

the spread of such diseases efficiently. Therefore, in the current research work,
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an efficient framework is proposed for monitoring and preventing the spread of

airborne disease using machine learning approaches over spatio-temporal manner.

In this thesis, the deep learning part of ML, a SQueezeNet framework has been

used for predicting the coronavirus disease. The proposed approach has produced

97.4% accuracy and for four-class and 98.4% accuracy for three-class classifica-

tion respectively. The value of other statistical parameters in terms of specificity

is 91.0% and the f-measure consists of 95.1% which is much better than other

approaches. Moreover, for timely decision-making and the early detection and

monitoring the coronavirus patients. The current study uses the enormous poten-

tial of IoT-based technology for identifying omicron. This research has also been

presented a prediction model using fog-cloud computing for monitoring, diagnos-

ing, and predicting the omicron on time. The weighted naive bayes algorithm

has been used for the classification and analysis of the health state vulnerability

of an individual. In addition, in the proposed model Long Short-Term-Memory

and Enhanced temporal data-based Re-current neural network (LSTM-ERNN)

are utilized for combating and preventing the spread of such disease. The various

experimental results have shown the proposed system obtained a higher accuracy

of 98.7%, recall consists of 97.8%, a precision value 92.8%, and the f-measure

consists of 97.4%. Furthermore, the evaluation of the effectiveness of the predic-

tion model has been performed in terms of Root Mean Square error (RSE) and

Squared Pearson correlation coefficient (SPCRC) which has achieved less error

as compared with other prediction models. The experimental results concluded

that the presented system has produced better results when compared to other

state-of-the-art prediction models.
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Chapter 1

Introduction

1.1 Overview Of Airborne Diseases

Nowadays, healthcare industry plays a significant role in our daily life. As per

the rise in population and social interactions, healthcare systems face challenges

for managing the healthcare system. Airborne diseases (ABD) is constitute a

major threat all over the world, leads to sometimes death [1]. The prevalence of

airborne diseases increases the chronically ill people across the world. Influenza,

Tuberculosis, Measles, Encephalitis Coronavirus, and Mumps are deadly airborne

diseases which can be caused by bacteria, fungi or viruses [2]. Such diseases are

rapidly spread by tiny pathogens and transmits through:

(i) an infected person to another person;

(ii) or via through an environment events.

Many studies have shown that Airborne Disease diseases like Tuberculosis (TB),

SARS-CoV-2 (COVID-19), and Avian Influenza are serious illnesses that spread

quickly and have a negative impact on an individual’s health [3]. Human airborne

1
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Figure 1.1: Mode of Transmission of Airborne Diseases

diseases do not cause by air pollution or any gases. ABD is one of the infectious

disease which spreads rapidly by tiny pathogens in the in the air and transmitted

directly or indirectly [4][5]. Figure 1.1 shown the different possible transmission

media of the airborne diseases. The direct mode of transmission, particularly over

short distance due to massive infections, aerosol that can be generated [6]and re-

leased by human expiratory actions like laughing, coughing, singing, and sneezing

[7]. Human-to-human transmission of disease can result from direct contact with

an infected person or an indirect contact through an intermediate object [8][9].

In 2003, the world-wide epidemic of a progressive risk of releasing anthrax or

small-pox, H1N1 influenza epidemic in 2011, and Middle East Respiratory Syn-

drome (MERS) in 2013, has reiterated the potential serious threat to airborne

infection to human health [10]. ABD has been discovered in humans for a long

time. In North East Africa, smallpox epidemics have been reported [11].

In addition, increase of ABD people causes both natural and human activities to

increase it. Some ABD like Tuberculosis, Coronavirus, Influenza, and Encephalitis

requires continuous monitoring so that it spreads can be prevented on time [12].
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Figure 1.2 depicts the classification of the infectious diseases [13]. During the re-

search in the healthcare area, especially for monitoring and preventing the ABD

at the initial stage can provide better health quality to human lives. The ABD

increases, due to the rapid growth of industrialization which has become one of the

cause to increase the pollution level in the air by releasing the harmful gases, dust

particles which directly or indirectly affects the human health [14]. While the virus

is mainly concern with public health, ABD are the major challengeable threat as an

environmental issue [15]. Recently the pandemic of the coronavirus has put alert

all around the world. Viruses like COV-2, influenza transmits people-to-people

when they contact with each other and probably spreads when an infected person

sneezes or coughs through the air pathogens [16]. These diseases badly affect so-

cially and economically in concern to all over the world. ML based models are used

to improve the performance in diagnosing ABD and the accuracy of prediction for

screening both non-communicable and communicable diseases[13][14]. On Novem-

Figure 1.2: Classification of Infectious Disease

ber 11, 2021, the omicron is recognized as a variant of coronavirus (CorV) and its

first case was detected in Botswana [17]. The omicron(OMCRN)cases have also

been found in the United Kingdom, Italy, and Belgium. A high alert is announced
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in Europe as another sequenced case has been found in Hong Kong and South

Africa. The OMCRN is a heavily CorV variant also known as B.1.1.529 and is

now listed by the World Health Organization (WHO) as a variation of concern.

1.2 Background

In 2002-2003, severe acute respiratory syndrome (SARS) spread into approximate

38 countries and killed more than 800 people. In 2009-2010, influenza A (H1N1)

caused 17,000 deaths worldwide, whom were healthy people aged between 16 to 18

years. Avian flu incidence and calamitous events remain a serious threat to public

health [18]. In 2019, 87% of TB cases was the leading in results of caused 1.2

million deaths [11]. In 2019, an outbreak of Acute Encephalitis Syndrome (AES)

occurred in the northern region of the Bihar state of India [19]. The symptoms

of AES are similar to West Nile, Japanese virus, and Nipah viruses. In 2019, an

outbreak of Encephalitis occurred in the northern regions of the Bihar State of

India. The WHO declared the pandemic AES is a neurological disorder disease

that affects the spinal cord and the central nervous system of the human body

when a virus attacks the body [20]. In 2020, the pandemic of coronavirus (CorV)

had spread all over the world [21]. CorV is a viral disease that results in ill effects

on humans and is recognized as public health concern globally [22]. In 2021, a

report declared coronavirus as an airborne diseases. The objective of the current

research is to diagnose and prevent the spread of airborne disease such as CorV.

Table 3.1 depicts the major pandemics with their time-span. Every year number

of people are affected by AB disease. The mortality rate is increasing day by

day due to the spread of ABDs. It is a big challenge for the healthcare industry,

caretakers, and government agencies to diagnose and prevent ABDs at an early

stage. Therefore, the main objective of this research work is to design a novel

framework to monitor and prevent the spread of ABDs viruses.
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Table 1.1: Major Outbreak/Pandemics With Their Time-span

Pandemic
Name

Time-span Type Mortality toll

Smallpox 1520-onward Variola 55M

Flu 2000-2011 H1N1 Virus 20,0000

SARS 2002-2003 Virus 770

MERS 2015 Virus 850

AES 2019 Virus More than 7000

SARS-CoV-2 2019-onwards Coronavirus More than 5.1M

1.3 Types of Airborne Diseases

In this section, Figure 1.4 depicts the history of past pandemics and their time

span1. Table 1.2 describes the various category of diseases and respective de-

scription [23]. Some airborne diseases and their transmission media are discussed

Table 1.2: Various Category of Diseases and Their Respective Description

Category Description

Air-borne Disease Inhalation of pathogens including droplets
or nuclei transmission causes damage to the
respiratory system.

Diseases communicated
via contact

Such diseases spread primarily via direct
and indirect communication.

Diseases associated with
Healthcare

Infectious diseases communicated while
hospitalization or through healthcare ser-
vices, or via various types of surgical oper-
ations.

Others Risks associated with illness in general or a
particular form of illness contracted.

ahead:

(a) COVID-19

From 2020, millions of infections and thousands of global deaths are caused

1source:https://www.visualcapitalist.com/history-of-pandemics-deadliest/
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by rapidly spreading a virus severe acute respiratory syndrome coronavirus

(SARS-CoV-2) which belongs to the family of Coronaviruses, and it causes

the disease COVID-19 [9]. When a person coughs or sneezes, this virus is

spread through breathing droplets, which are largely considered airborne. Its

symptoms include cough, fever, shortness of breath, tiredness, and loss of

taste.

(b) Diphtheria

Diphtheria is one of the biggest causes of sickness and death mostly found

in children of age group below five years. This disease damages the breath-

ing system and can damage the heart, and nerves. In the last decade, very

few cases have been reported in the USA because of the widespread vaccina-

tion. Antiviral medicines are the treatment for common diseases in the air.

There is no treatment for certain diseases such as chickenpox but it is cur-

able. Some medicines and other supporting treatments may aid in alleviating

symptoms. Therapy for children with whooping toxin involves antibiotics and

often requires hospitalization. Diphtheria may be treated with antitoxins and

antibiotics if it may be seen in children.

(c) Tuberculosis(TB)

TB is transmitted by the air from an individual to another person. When

people coughing, sneezing or spitting with lung TB, they spread the TB germs

into the air. Only a few of these germs must be inhaled to get infected. In

most productive years, TB affects adults. However, all age groups are at risk

[24]. In 2019, 87% of TB cases was the leading cause of mortality from an

infectious disease caused 1.2 million deaths [25].

(d) Influenza

It communicates very quickly because it is contagious. Since it is infectious a

day before the signs of the disease appeara day before you notice the symptoms

of the disease. Since it is infectious a day before the signs of the disease appear.
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It remains for 5 to 7 days [26]. There are many strains to develop the flu [27].

Figure 1.3 depicts the exposure of the influenza viruses.

Figure 1.3: Influenza Viruses

(e) Measles

Measles, particularly in crowded conditions, is a viral disease and very con-

tagious disease [28]. Most people just get measles once in their lives. It is a

leading cause of death among children around the world and accountably led

to 140,000 deaths in 2018. Around 23 million deaths from 2000 to 2018 are

prevented by the measles vaccine. In the United States, the disease is less com-

mon and occurs in the most commonly unvaccinated people. In 2019, there

have been 1,282 cases. Twelve confirmed cases were reported on 2 March,

2020.

(f) Whooping cough(Pertussis)

Whooping cough is a respiratory illness. It causes swelling in the airways

which results in a persistent hacking cough. Every year, about 24.1 million

cases occur globally resulting in 1,60,700 deaths [29].

(g) Chickenpox

The virus, varicella-zoster, causes chickenpox. The development of the disease
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after exposure will take up to 21 days. Most of the people get chickenpox only

once in the life.

Therefore, global dialogue for diagnosing, forecasting, and predicting the ABD,

the various themes are taken into account.

Figure 1.4: History oF Past pandemics

1.4 Common Symptoms

The common symptoms of ABD are:

� High viral fever,

� Headache,

� Sneezing,

� Coughing,

� Speech or hearing problems,

� Muscle pain,
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� Vomiting,

� Damage respiratory system,

� Drowsiness, Tremors, Nausea,

� Unconsciousness, and

� Loss of memory.

Thus, to control and prevent such types of ABD, a strongly and smart health-

care system is required. In addition, increase of ABD people causes both natural

and human activities to increase it, rapid industrialization has also caused the

pollution level in the air, by releasing the harmful gases, dust particles into the

atmosphere badly affected the human life. With advancement in technology as

a root, machine learning algorithms may be applicable in the field of healthcare

industry to early diagnose the disease with accurately and efficiently. Machine

learning based framework incorporates to spatio-temporal data mining can help

for controlling, monitoring and preventing the ABDs on time [30]. Henceforth, this

framework helps to monitor disease continuously with accuracy, able to provide

several healthcare services which were difficult with under developed technology.

Therefore, this study aims to designs a novel based framework to control predict

and prevent for the spread of ABD virus and its effects.

1.5 Delimitation of the Study

Airborne diseases are a vast area for research and several diseases are covered in

this domain. Numerous researchers have endeavoured to find a suitable solution

for these diseases covering all the possible areas for research. Due to a lack of time

and inadequacy of financial resources, this study has been delimited to coronavirus

and its variant ”Omicron” out of various other airborne diseases like Tuberculosis,
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Chickenpox and Diphtheria. Further, this research can be used as the prototype

for other airborne diseases like Tuberculosis, Measles, and Diphtheria etc.

1.6 Problem Identification

Airborne diseases, such as Tuberculosis (TB), Severe Acute Respiratory Syndrome

Coronavirus 2 (SARS-CoV-2), and Avian Influenza, pose significant challenges to

public health globally, spreading rapidly and impacting a large volume of indi-

viduals. The identification and early detection of these diseases have become

paramount concerns for both the healthcare industry and government agencies.

With advancements in healthcare technology, there is a growing need for efficient

monitoring and prevention strategies to curb the spread of airborne diseases while

minimizing costs. Although various tests are available for detection, the regu-

lar screening for viral infections remains cumbersome. In 2020, the pandemic of

COVID-19 underscored the severe impact of airborne diseases on a global scale.

These diseases spread through respiratory secretions, such as coughing, sneez-

ing, or spitting, which can linger in the air or settle on surfaces, posing risks of

transmission through inhalation or contact with mucous membranes. Respiratory

inflammation, caused by airborne bacteria, pathogens, or fungi, can lead to severe

health complications, affecting not only humans but also non-human. Therefore,

effective strategies for early detection, prevention, and management of airborne

diseases are imperative to safeguard public health and mitigate the spread of in-

fections.

The reason behind this research is to diagnose the disease on time from which the

person is suffering. Due to an increasing number of patients day-by-day, it is a

big challenge for the healthcare system to diagnose the disease at the initial stage

and to control its spread. The proposed framework described in the research work

serves a crucial purpose in monitoring the health of individuals and preventing

the spread of airborne diseases. The presented framework incorporates various
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technological components and methodologies to achieve its objectives effectively.

The main significant of the presented framework are:

(i) Health Monitoring System: The framework likely includes a sophis-

ticated health monitoring system that collects data from various sources.

These data can be collected from vital signs, activity levels, and any reported

symptoms.

(ii) Data Analysis and AI: To make sense of the collected data, the framework

may leverage data analysis techniques and artificial intelligence algorithms.

These algorithms can identify patterns, anomalies, and early indicators of

potential health issues. Machine learning models can be trained to recognize

deviations from normal health parameters and prevent the spread of disease

transmission.

(iii) Real-time Alerts and Notifications: Upon detecting any concerning

signs or symptoms, the framework can generate real-time alerts and noti-

fications. These messages can be sent to individuals, healthcare providers,

or public health authorities, prompting timely action to address potential

health risks.

(iv) Contact Tracing and Epidemiological Analysis: In the context of

preventing disease spread, the framework may incorporate contact tracing

capabilities. By analyzing movement patterns and interactions with other

individuals, the system can identify potential exposure to contagious diseases.

This information is invaluable for conducting epidemiological analyses and

implementing targeted interventions to contain outbreaks.

(v) Privacy and Security Measures: Given the sensitive nature of health

data, the framework must prioritize privacy and security. Robust encryption
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techniques and strict access controls can be implemented to safeguard indi-

viduals’ privacy while still enabling effective health monitoring and disease

prevention efforts.

(vi) Scalability and Adaptability: A successful framework should be scalable

and adaptable to different populations, healthcare settings, and disease con-

texts. It should accommodate changes in technology, emerging infectious

diseases, and evolving public health guidelines, ensuring its relevance and

effectiveness over time.

In digital technology world, machine learning has emerged in the numerous domain

of fields and capable of tackling issues in the era of agriculture, medicine, finance,

economic and many more. Deep learning and Machine Learning approaches may

be applicable in the field of healthcare industry to early diagnose disease with

accurately and efficiently.

1.7 Machine Learning(ML)

Airborne diseases pose significant public health challenges worldwide, necessitat-

ing proactive measures for prediction and control. It is a sub-part of AI that

main focuses to develop models and algorithms which are capable learning from

and utilized that information to take decision and prediction based on data [31].

In recent years, this field has gained significant progress in many fields including

healthcare and medicine due to its ability to extract valuable features and take

decision making process efficiently [32]. ML has the ability of computers to learn

without being explicitly programmed. In ML, a function, model, or algorithm is

created to learn and perform extractions from existing datasets known as train-

ing datasets. Supervised learning is used to extract future events from training

datasets when past data is available. ML algorithms offer powerful tools for an-

alyzing complex data sets and making predictions, thus aiding in the prevention
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and management of airborne diseases. ML based models are used to improve the

performance in diagnosing ABD and the accuracy of prediction for screening both

non-communicable and communicable.

By leveraging machine learning prediction methods, healthcare providers can im-

prove diagnostic accuracy, optimize resource allocation, and enhance patient out-

comes by identifying at-risk individuals and intervening early in disease progres-

sion.

1.7.1 Machine Learning Approaches

ML consist three types of approaches i) Supervised, (ii)Unsupervised, and (iii)

Reinforcement techniques depicted in Figure 1.5.

(i) Supervised Learning - In supervised learning, the algorithm is trained on

a labeled dataset, meaning that each input is associated with the correct

output. The goal is to learn a mapping from inputs to outputs, allowing the

algorithm to make predictions on unseen data. Common supervised learning

algorithms include:

� Regression - Used for predicting continuous outcomes. Examples

include linear regression, polynomial regression, and support vector re-

gression.

� Classification - Used for predicting categorical outcomes. Examples

include logistic regression, decision trees, random forests, and support

vector machine (SVM).

(ii) Unsupervised Learning - In unsupervised learning, use unlabeled input

data to discover hidden patterns. Common unsupervised learning algorithms

include:
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Figure 1.5: Classification of Machine Learning

� Clustering- Grouping similar data points together. Examples include

K-means clustering, hierarchical clustering, and DBSCAN.

� Dimensionality Reduction - Reducing the number of features or vari-

ables in the dataset while preserving its important structure. Examples

include Principal Component Analysis (PCA) and Stochastic Gradient

(SC).

(iii) Reinforcement Learning - It consist combination of both supervised

learning (Labeled data) as well as Unsupervised learning (Without labeled

data). Examples include Q-learning, deep Q-networks (DQN), and gradient

methods.

By leveraging various data sources, including environmental factors, population

demographics, and disease transmission dynamics, ML algorithms can enhance

our understanding of airborne disease spread and facilitate early detection and

intervention strategies [33] [34]. Figure 1.6 depicts the various category of machine

learning algorithms for airborne disease prediction based on Spatio-temporal data
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Figure 1.6: Hierarchy of Machine Learning Prediction Algorithms

mining. Various Machine Learning Prediction Algorithms for Airborne Diseases

are discussed ahead:

1. Supervised Learning Algorithms

� Classification Models: Algorithms such as Support Vector Machines

(SVM), Random Forests, and Neural Networks can classify regions or

populations based on their susceptibility to airborne diseases. These

models can incorporate features like air quality, climate data, popula-

tion density, and previous disease outbreaks to predict disease preva-

lence or risk.

� Regression Models: Regression techniques like Linear Regression,

Decision Trees, and Gradient Boosting can forecast the spread of air-

borne diseases over time. By analyzing historical disease data alongside
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environmental and demographic factors, these models can provide in-

sights into future disease trends and inform resource allocation and

intervention strategies.

2. Unsupervised Learning Algorithms

� Clustering Algorithms: Unsupervised techniques such as K-means

clustering and Hierarchical clustering can identify patterns and clusters

within airborne disease data. By grouping similar regions or cases to-

gether based on disease characteristics and environmental factors, these

algorithms can help identify high-risk areas for targeted intervention

and surveillance.

� Anomaly Detection: Anomaly detection algorithms like Isolation

Forest and One-Class SVM can detect unusual or unexpected patterns

in disease transmission data. By flagging outliers or anomalies in disease

spread, these algorithms can alert public health authorities to emerging

threats or unusual transmission dynamics, facilitating prompt investi-

gation and response.

3. Time Series Forecasting

� Time series forecasting techniques, including Autoregressive Integrated

Moving Average (ARIMA) and Long Short-Term Memory (LSTM) net-

works, can predict future disease incidence based on historical data. By

capturing temporal patterns and geographically data in disease trans-

mission, these models can provide short-term and long-term forecasts

to support proactive public health measures and resource planning.

4. Reinforcement Learning

� Reinforcement learning algorithms, such as Q-learning and Deep Q-

Networks, can optimize decision-making strategies for disease control

and intervention. By simulating disease transmission dynamics and
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assessing the impact of different control measures, these algorithms can

recommend adaptive policies to minimize disease spread and the burden

on healthcare system.

Table 1.3 summarize the numerous ML algorithms based on their approaches. The

ML approaches such as clustering, classification and others, incorporates by using

Spatio-temporal techniques can be used to extract meaningful information and for

diagnosing ABDs [35]. The missing values and normalization on the experimental

data are done by using data mining techniques [36]. The various ML algorithms

are used for the classification of different ABDs. The Spatio-temporal based data

mining techniques such as Recurrent Neural Network and Convolutional Neural

Network have been used for the prediction of risk factors of ABDs such as Coro-

navirus, Tuberculosis, Encephalitis, Mumps, and others [37].

1.7.2 Various ML and DL algorithms

Various machine learning and deep learning algorithms are discussed below:

Support Vector Machine (SVM)

It is a supervised machine learning algorithm. SVM is a non-stochastic binary

linear classification technique that is utilized for the categorization of the input

data [38]. SVM is also used to determine the regression problems. It helps to

divide the data by producing a line called a hyperplane. Support Vectors are the

data points in each class that are nearest to the hyperplane, as determined by the

SVM algorithm [39]. The separation is shown by the hyperplane from the support

vectors so that the hyperplane is visible through them. The new data point will

be consisting either one of the two classes [40].

Random Forest Regression (RFR)

The RFR approach is utilized for the decision-making problems that generate var-

ious decisions from an input dataset. Such an algorithm divides the datasets into
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Table 1.3: Various Machine Leaning Algorithms

Approaches Methods
• Bayesian

� Naive Bayes

� Gaussian Naive Bayes

� Bayesian Network

� Bayesian Belief Network

• Clustering

� K-Means

� Hierarchical Clustering

� Expectation maximization

� Probability Clustering

• Decision Tree

� Classification and Regression Tree

� Conditional Decision Tree

� C 5.0

• Deep Learning

� Convolutional Neural Network

� Recurrent Neural Network

� Long Short Term Memory Networks

� Deep Belief Network

• Dimensionality Reduction

� Principal Component Analysis

� Stochastic Gradient

• Neural Network

� Perceptron

� Convulational Neural Network

� Recurrent Neural Network

• Regression

� Linear Regression

� Logistic Regression

• Ensemble

� Randon Forest

� Boosting

� AdaBoost

� Grandient Boosting Regression Tree

� Bootstrapped Aggregation(Bagging)
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various sub-parts before creating further sub-trees. The final output is created

by combining each decision’s regression tree which helps to predict a forecast and

produce more efficient and accurate outcomes. The output value of each input in

RFRR is the average of all values predicted by several decision trees. The problem

of overfitting is not handled by a decision tree algorithm as effectively as a decision

tree. There are several causes, but the most frequent one is overfitting caused by

each tree starting to build rules for the described class. The generalized outcome

will be more reliable as it gets a vote. However, a new data value is calculated by

mean, the predictions of the decision trees [41].

K-Nearest Neighbors (KNN)

The KNN algorithm is used for both classification and regression purposes [42]. To

classify new data, this algorithm finds the distance between it and all other points

in the dataset. It often uses Euclidean distance to find the distance between two

points. It then selects the k nearest neighbours and determines the predicted class

for the predicted value by averaging their target values [43]. The limitation of

kNN, it can be computationally expensive for large datasets and may not perform

well in classifications.

J48

A decision tree is used to extract the training dataset while taking a number of

characteristics and goals into consideration. It is the application of an algorithm

for classifying and determining data according to the attributes of the given data.

It is a decision tree that considers several qualities and ideals to obtain data from

the training set. It is the application of an algorithm to the classification and

determination of data according to the values of its attributes[44].

Artificial Neural Networks(ANN)
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ANNs is used in various fields such as pattern recognition, regression, and clas-

sification. Basically, it is utilized in numerous applications of various domains

including image and speech recognition, natural language processing, and predic-

tive modeling. Comprising interconnected neurons and input layers. It processes

the information through weighted connections and activation functions of the net-

work. Input data is fed into the network, propagated through hidden layers, and

then output is eventually produced. During training, ANNs adjust the connection

weights based on the input data and expected output, typically using algorithms

like backpropagation.

Long Short-Term Memory(LSTM)

LSTM is a type of recurrent neural network architecture that is designed to resolve

the vanishing gradient problem associated with recurrent neural networks. LSTM

is capable of storing long-term dependencies in data by maintaining a memory

cell that can store information for a long period of time. LSTM can be effectively

used in speech recognition, language modelling, and time series prediction. It con-

sists of various gates namely input gate, forget, and output to control the flow of

information into and out of the memory cell. It allows forget cells to selectively

remember or forget certain pieces of information. This mechanism enables LSTM

to learn long-term data dependencies and make to more accurate predictions.

1.8 Spatio-temporal Data Mining

Spatio-temporal (ST) applications are domains where data is collected on different

spatial (geospatial) locations at different points in time. It’s prediction consists in

trying to forecast the future value of the target variable for some location, based

on information on past values of this variable at that same location as well as

on nearby locations [45]. ST based prediction in healthcare involves using both
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spatial (Geographical-based) and temporal (time-based) data to forecast various

health-related outcomes [46]. This approach leverages data from diverse sources

such as e- records, medical imaging, wearable devices, environmental factors, and

socioeconomic indicators to make predictions about diseases, outbreaks, patient

outcomes, and more. The following are the key implications of ST-based predic-

tion:

(i) Data Collection- Relevant data is collected from various sources including

hospitals, clinics, wearable devices, environmental sensors, and public health

records. This data includes information such as patient symptoms-based

data, medical history, geographic locations, time stamps, environmental fac-

tors, and many more.

(ii) Data Integration- As data are collected from different types of resources so

such heterogeneous data are integrated into a unified framework by utilizing

various techniques such as data normalization and cleaning. Spatial data

may include geographic or regional coordinates while temporal data includes

timestamps, dates, or time intervals. Temporal data may be collected at

different time stamps from different locations [30].

(iii) Feature Extraction- Features are extracted from the integrated data so

that it can be used for prediction the disease in healthcare system. ST based

data mining techniques may be used for extracting time -spatial features such

as trends in patient vital signs over time [47].

Data segments and their temporal and geographical relationships are made

possible via time-series data extraction patterns [48].

(iv) Model Development- Machine learning and statistical models are trained

using the extracted features based on spatial-temporal data to make pre-

dictions. These models can range from traditional statistical methods like



Chapter:1 Introduction 22

linear regression to more complex techniques such as neural networks, spatio-

temporal models like spatio-temporal autoregressive models, or recurrent

neural networks (RNNs).

(v) Prediction and Evaluation- The trained model is used to predict health-

related outcomes based on spatial-temporal pattern data. The predictions

are then evaluated by using statistical metrics such as accuracy, precision,

recall, f-measure, or area under the curve (AUC).

(vi) Decision Support- The predictions generated by the model can inform

healthcare providers, caretakers, and stakeholders so that proper actions can

be taken promptly.

Moreover, Spatio-temporal based prediction in healthcare can provide potential

for monitoring, improving patient outcomes and diagnosing the diseases accurately

and efficiently through the integration of spatial-temporal data analytics.

1.9 Aim of the Research

According to World Health Organization(WHO), airborne diseases have many

harmful impact on the individual life’s. Recently in the past few years, Coron-

avirus has been perceived as a worldwide pandemic and badly affected all across

the world. Although the COVID-19 cases have been decreased but still it has

become remained a significant global health concern. The proposed work pro-

vides an efficient framework for monitoring the ABD over a spatiotemporal basis.

The outbreak of ABD and its spread to the nearest regions is a big preventing

challenge for healthcare and government agencies. The proposed framework helps

in monitoring and preventing the spread of ABDs with accuracy and an efficient

manner.
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1.10 Objectives

(i) To analyze the prediction performance of existing frameworks.

(ii) To develop an effective prediction methodology for ABD prediction over a

Spatio-temporal.

(iii) To Validate the predictive performance of the proposed methodology with

state-of-the-art prediction models.

1.11 Research Contribution

The inefficiency of traditional methods for diagnosing the disease with some ob-

solete methods has led to an increasing in the mortality rate. Due to inadequate

and inaccurate data, does not provide any help to identify the disease accurately

causing the inaccurate diagnosis of the disease in results. AI-based technology has

already seen several uses in the modern period, with significant advancements in

the field of healthcare. Since its beginning, this technology has advanced quickly.

ML-based DL technology has put their potential with significant advancements

such as in the field of healthcare for several uses in the recent period. This tech-

nology has progressed quickly in various domains such as in the healthcare system

for diagnosing diseases accurately and timely. The current study incorporates a

machine-learning approach providing a novel framework for diagnosing and iden-

tifying airborne diseases. In this present work, DL which is a sub-domain of ML

CNN-based prediction model has been utilized for the classification and identi-

fication of the coronavirus disease. The main contribution of this research is as

follows:

1. A CNN-based SQueezeNet model is presented for the classification and di-

agnostic the Coronavirus disease at early stage.
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2. To enhance the efficiency of proposed framework, the presented study focuses

on binary and multi-class classification from three obtained datasets.

3. An augmentation is performed to the imbalance problem of the dataset. In

addition, the advantage of transfer learning is applied to solve the problem

of overfitting and speed of convergence.

4. To enhance the research work, the current work has also proposed a pre-

diction model for monitoring, identifying, and preventing the spread of the

omicron( variant of coronavirus).

5. For the classification accuracy, weighted naive based algorithm has used

to determine the omicron severity index of an individual. to increase the

predictivity efficiency, LSTM-ERNN based prediction model has been used

for diagnosing and predicting the omicron.

6. To explore the validation of the entire system, the presented model has

evaluated with various statistical parameters and errors.

7. The experimental results have shown the proposed system outperformed

for coronavirus and omicron in terms of accuracy, specificity, recall, and

f-measure.

1.12 Research Methodology

This section provide the step-by-step information that are utilized for diagnosing

the ABDs. It is a process to describe the researcher work performed in this study.

The flowchart of proposed methodology is depicted in Figure 1.7.
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Figure 1.7: Workflow Diagram of Research Methodology

1. To accomplish the first objective, the researcher explored the various research

papers, collected from the online, web of Science, and Google Scholar and

focused on machine learning approaches for diagnosis and preventing the

spread of communicable airborne diseases.

2. To achieve the second objective, the datasets were collected from UCI repos-

itory for identifying the coronavirus disease. In addition, data preprocessing

in which data cleaning and augmentation process has been performed for

analyzing the data. Furthermore, a novel framework for the monitoring and
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prediction of airborne disease is developed.To illustrate the efficacy of the

suggested model, it has assessed in comparison to other state-of-the-art ap-

proaches.

3. Finally to achieve third objective, the proposed model has been evaluated

with numerous statistical parameters and outcomes are compared with the

state-of-the-art other prediction models.

1.13 Motivation

With the advancement in technology embedded with ML which is sub-part of Ar-

tificial Intelligence has been successfully adopted by numerous healthcare industry

to achieve certain tasks such as prognosis, monitoring, and diagnose the disease

on time [49]. In this domain, continuous regular monitoring of an individual is not

only a challenging area but also requires a real-time based application framework

to control and prevent the spread of the disease. Some ABD like Tuberculosis,

Influenza requires continuous monitoring so that it spreads can be prevented on

time. During the research in the healthcare area, especially for monitoring and

preventing the ABD at the initial stage can provide better health quality to human

lives. By diagnosing the ABD disease, and predicting the spread of such infectious

diseases are really a challenge in the real-time system. However, this work helps

to provide an efficient solution for monitoring and predicting the spread of ABD

in real-time, which badly affects human health.

1.14 Scope of the Study

ABD is a prospective application domain which badly affects human life regularly.

In the digitalized era, health problems are increases day by day. By the growth of
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industrial pollution rapidly increasing the harmful dust particles and social inter-

action, and many more hazards increase the diseases at an alarming rate. Many

countries have declared ABD disease as a major threat to human life, which badly

affects human life. ABD may altogether restrict the limit of a person as per the

everyday manner. Its frequency adversely impacts an individual’s instructive and

social fulfillment. The reason behind the study will address the critical challenges

to predict the ABD, which are considerably more hazardous for a human being,

Government and healthcare agencies.

1.15 Thesis Organization

This thesis is organized into six chapters as shown in Figure 1.8

Figure 1.8: Chapter-wise Thesis Organization

Chapter 1 : Introduction This chapter introduce about the airborne diseases,

its types, common symptoms, effects, and its communicable resources. Moreover,

this chapter also describe the various machine learning techniques and methods

spatio-temporal data mining that are pervasive in a healthcare system.

Chapter 2 : Literature Review The researcher can gain more context and

a deeper understanding of the domain area with the help of this chapter. After

addressing the many research gaps that exist in the pertinent field of study, it

goes on to outline the most current algorithms that have been devised to solve the
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problem. Various AI existing techniques and machine learning prediction analy-

sis approaches which are used by researchers in the current domain of healthcare

system. This chapter is derived from the following paper:

� Sapna Kumari, Munish Bhatia “Machine Learning Techniques For Public

Health System: A Scientometric Review”, 2022, 2nd International Confer-

ence on Computer Science, Engineering and Applications

� Sapna Kumari, Munish Bhatia “A Systematic Analysis on Airborne Infec-

tious Virus Diseases: A Review”. ”1st International Conference on Innova-

tions in Data Analytics (ICIDA 2022)“

Chapter 3 : Problem Formulation This chapter discussed the proposed method-

ology of the research works. The presented work consists two research works one

for classification of coronavirus disease and second research work for Analysis,

Monitoring and Identifying Omicron (Variant of Coronavirus).

� Sapna Kumari and Munish Bhatia “A cognitive framework based on deep

neural network for classification of coronavirus disease” “Journal of Ambient

Intelligence and Humanized Computing”, Springer 2022

� Sapna Kumari, Harpreet Kaur, Prabal Gupta entitled “A Cognitive Effective

Framework for Analysis, Monitoring and Identifying Variant of Coronavirus”

in ”The Journal of Supercomputing”, Springer 2024

Chapter 4 : Research Methodology For Coronavirus This chapter dis-

cussed the first research work, the proposed methodology for the identification of

coronavirus. The numerous layers have been utilized by the presented framework

to achieve the objectives described in this chapter. The detail of each layer and

step-by-step process of the presented model is described in various subsections of

this chapter. Moreover, this chapter also contains the experimental setup, dataset
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collection sources, data pre-processing, feature extraction, data and classification

analysis techniques, and evaluated results and performance comparison for the

research work have described in depth. This chapter is particularly derived from:

� Sapna Kumari and Munish Bhatia “A cognitive framework based on deep

neural network for classification of coronavirus disease” “Journal of Ambient

Intelligence and Humanized Computing”, Springer 2022

Chapter 5 : Research Methodology For Omicron This chapter discussed the

second research work, the methodology process for the identification of Omicron.

The presented model consists layered architecture and the detail of each layer

is described in various subsections of this chapter. Moreover, this chapter also

describe the data collection source and showed the outcomes of the implemented

model. The outcome of the presented model performance has been compared with

other state-of-the-art models. This chapter is particularly derived from:

� Sapna Kumari, Harpreet Kaur, Prabal Gupta entitled “A Cognitive Effec-

tive Framework for Analysis, Monitoring and Identifying Variant of Coron-

avirus”, in ”The Journal of Supercomputing”, Springer 2024

Chapter 6 : Conclusion and Future Scope This chapter contains the con-

clusion of the results, to accomplish the task of the research works. The chapter

concludes the thesis with future study showing the direction to improve the sug-

gested approach.



Chapter 2

Literature Review

This chapter shows the existing work done by various researchers. Many Research

is on-going in this field, but still, many technical issues need to be resolved in

order to accuracy, performance, and efficient solution for medical applications.

2.1 Literature Review Based on Infectious Dis-

eases

[50] described that the presence of bioaerosols has been suspected as the cause

of various human diseases covering not only infectious/respiratory which leads to

cancer. Bioaerosols are also found in most 649 enclosed environments as various

internal sources that are generally associated with human activities. To prevent

the increase of aerosols cleaning and maintenance activities can play a vital role

to increase indoor air quality .

Sareen et al. [51] proposed a framework to healthcare services using RFID tech-

nique for monitoring and controlling the outbreak of Ebola virus Patients. Further,

the authors used temporal network analysis for analyzation and described the cur-

rent state of the patients. The experimental results predict more accuracy of the

30



Chapter:2 Literature Review 31

data for analyzing the outbreak.

Sood and Mahajan [52] developed a model to forecast the trajectory of a Chikun-

gunya virus outbreak. Additionally, the authors provided a symptom-based anal-

ysis of the West Nile virus and Zika. Additionally, the scientists suggested a fuzzy

method that uses a real-time application system to identify infected people and

send a warning message to medical professionals.

Hassan et. al. [53] proposed a conceptual design for patient monitoring based on

medical sensors to collect data for predicting and controlling the dengue outbreak.

The author discussed the indoor and outdoor sensor parameters but not focused

on architecture design .

James et al. [54] presented a descriptive study for workers and laypeople. By

taking various cases of Airborne infections, authors made questionnaires in which

ten questions for staff and twelve questions for laypeople had prepared. They con-

cluded based on a survey that more awareness is required to staff and laypeople

for preventing infections.

Shanthamallu et al. [55] introduced various machine learning and learning modal-

ities, including supervised, unsupervised methods, and deep learning paradigms.

Authors also discussed applications of machine learning algorithms in various

fields, including pattern recognition, sensor networks, anomaly detection, Inter-

net of Things (IoT), and health monitoring .

[56] proposed an IoT-Cloud based wireless technology for the analysis of seizures.

Selected features are input to a k-means classifier to detect epileptic seizure states

in a reasonable time. The author used the cloud for storage, processing after ana-

lyzing the data and by using the GPS technique to send alert to the mobile of the

patient with efficiency and accuracy. The performance of the model was tested

on Amazon EC2 cloud and performance was compared in terms of execution and

accuracy.

Tuli et al. [57] introduced Healthfog, a cutting-edge fog-based smart healthcare

solution that uses deep learning and IoT to diagnose cardiovascular diseases. In



Chapter:2 Literature Review 32

addition to managing patient health data that is effectively retrieved from a vari-

ety of sensor devices, the model that is being presented offers healthcare services.

It is used with deep learning to create a real-time healthcare prediction applica-

tion. In a fog computing environment, the system is monitored using the FogBus

framework. The suggested system’s efficiency is evaluated in terms of training,

testing, and power consumption.

[58] discussed the definition of aerosols, consider the ‘aerosol transmission’ in the

context of some infectious agents that are well-recognized to be transmissible via

the airborne route. Further authors discussed the environmental factors and also

explained the various prevention methods like the type of personal protective

equipment (PPE) for intervening from the potential mode of transmission.

Sweileh et al. [59] discussed the various health-related literature” related to climate

change and “infection-related literature”. A bibliometric analysis was performed

on 4247 documents and the results have shown Documents in infection-related

literature had a higher h-index than documents in the health-related literature.

The author concluded that more research on health especially in the direction of

infectious disease is required .

Bhatia et al. [19] suggested a framework for real-time probabilistic vulnerability

prediction based on health status analysis. Additionally, the authors conduct 14-

day simulations data on a number of individuals with varying qualities in order to

assess the applicability of the suggested framework.

Bhardwaj et al. [60] discussed the role of ML algorithms in enabling Iot based

healthcare applications. Authors conducted a comparative study of ML classifiers

for the detection of Influenza. This study focused on detecting the level of cardio-

vascular disease in young one by using a Naive base classifier. Furthermore, these

algorithms can predict the spread of contagious disease effectively.

Sood and Mahajan [61] suggested a unique remote control method to identify and

prevent the mosquitoes borne disease. The authors of the suggested work concen-

trated on early mosquito borne disease infection detection. Data extraction and
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collecting are done using a fast automated keyword extraction approach. Infor-

mation is processed and stored in the fog-cloud region. Data are categorized as

infectious or non-infectious using a decision tree.

Sukhralia et al. [62] investigated the invasion of arthropod-borne viruses that

cause illness in public health. The main focus of this paper was the common

families of mosquito-borne arthropod-borne viruses that pose a threat to mankind

viruses including Zika virus, Japnese Encephalitis, and the Nile virus.

Sood et al. [63] proposed a novel framework for monitoring and determining the

level of health. The primary purpose of this framework is to forecast the disease’s

severity. The authors’ severity study was centred on the health of the students.

The experiment’s data gathering and classification techniques for identifying the

health vulnerability were done using the UCI repository.

2.2 Scientometric Review

Scientometrics is the quantitative assessment of scientific and technical publica-

tions. In 1969,Mulchenko and Nailmoy were firstly developed the term sciento-

metric [64]. It provides a statistical evaluation of the advancements in science

and technology and is the cornerstone upon which future research goals must be

chosen and addressed. It promotes the growth and diversification of the field of

study [65]. Furthermore, it offers analytical metrics for assessing a study topics

and related subfields quantitative scientific performance [66]. It includes observing

publishing patterns, citation trends, keyword co-occurrence analysis, and different

quantitative metrics from 2000-2020. This review analysis determined the quanti-

tative aspects of the science using various bibliometric approaches to evaluate the

development of research, Geograhical based analysis [67], social relevance towards

the global health system [68]. This study explore from the web of science database

from time span 2000-2021.

Google Scholar, Web of Science, Scopus are the three primary sources used for
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bibliometric studies [69]. In this review, data are collected from Web of sci-

ence core collection due to its reliability. Several data visualisation tools, such

as VOSviewer [70], CiteSpace [71], Gephi [56], and CiteNetExplorer are readily

available [72]. VoS viewer which is a java based tool that consist visualization and

mapping exploration, has used for visualization analysis of keyword co-occurence

in the current study.

The database is searched for the query TI=(”airborne diseases” OR ”climate

change and airborne diseases” OR ”communicable infectious disease ” OR ”global

healthcare”) in advance search field [73]. A total of 11,304 literature data found in

the domain of global health literature in this domain. Duplicate and other types

of data including book chapters and conferences have been removed. According

to the refined retrieve strategies, a total of 9,602 data records have been retrieved.

2.2.1 Findings and Discussion

Next sub-section described the analysis of various countries which are actually

contributed for the global health specially for the infectious communicable disease,

keywords and their co-occurence, and other bibliometric metrics.

2.2.2 Publications Growth and their Cumulative Publica-

tions

The analysis represents the growth pattern of publications over the years to reflect

the knowledge in a particular field of study.

A total of 11,304 literature were retrieved including 9623 articles, 498 proceeding

papers, and 1183 review papers, on the whole, the scientific production in the

year 2000-2020. Among these articles, 410 were published in 2011, 457 in 2014,

509 in 2017, and 795 in 2020 publications related to climate change and airborne
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Figure 2.1: Annual Growth Rate

infectious disease.Table 2.1 shows the list of publications that were published year-

on-year. Figure 2.1 shows the annual publication of every year in which it depicts

that in 2008 publication share was 5.41%, in 2019 it increases 6.27%, and in the

year 2020, the publication increased by 1.45%.

Table 2.1: Publications and their Growth Rate

Year Publications In(%)
2000 391 4.07
2001 440 4.58
2002 402 4.19
2003 457 4.76
2004 484 5.04
2005 455 4.74
2006 487 5.07
2007 495 4.82
2008 533 5.41
2009 388 4.04
2010 391 4.07
2011 410 4.27
2012 377 3.93
2013 422 4.40
2014 457 4.76
2015 504 5.25
2016 492 5.12
2017 509 5.30
2018 486 5.06
2019 502 6.27
2020 795 7.72
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2.2.3 Geographical Distribution Analysis

The contribution of several countries in a certain field of study is represented

through geographic distribution analysis. Table 2.2 shows the list of the top 20

active countries in publishing the documents towards the health and AIVD litera-

ture that has been dominated by European countries. However, the USA(America)

led with 1832 (28.46%), followed by UK(England) with 1284 (19.95%). The ten

countries had published the documents in the range of 200- 400 and eight countries

published the documents 40-60 in the health field. Mapping research collabora-

tion has shown that the USA (link strength=69) and England (link strength= 67)

located in the middle of the map with the strongest link strength shown in Figure

2.2. For each country, the node side represents the document percentage with

Table 2.2: List of Top 20 Productive Nation

Sr. no. Country Frequency Documents (in %) Citations ACPD
1 USA 1832 28.46 138759 75.74
2 England 1284 19.95 73154 56.97
3 France 368 5.72 22639 61.52
4 Spain 324 5.03 17237 53.20
5 Canada 323 5.02 19229 59.53
6 Taiwan 272 4.23 13460 49.49
7 Italy 223 3.46 10570 47.40
8 Switzerland 220 3.42 15559 70.72
9 Belgium 164 2.55 8796 53.63
10 Australia 157 2.44 11331 72.17
11 Japan 135 2.10 7708 57.10
12 Germany 104 1.62 5839 56.14
13 Scotland 73 1.13 3949 54.10
14 South Africa 67 1.04 3713 55.42
15 Thailand 55 0.85 3197 58.13
16 Peoples R China 54 0.84 2778 51.44
17 Netherlands 52 0.81 3005 57.79
18 India 46 0.71 3130 68.04
19 Sweden 42 0.65 2326 55.38
20 Uganda 42 0.65 2502 59.57

ACPD - Average Citation Per Document

international researchers. Large node size indicative of greater collaboration with

that country.
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Figure 2.2: Visualization Map of Research Collaboration of Active Countries

2.2.4 Analysis of Keywords Co-occurence

Keywords has an significant role in scientific research. It abstractly defines the

content present in scientific writing, represents the analyzing requirement of key

topics, and aspects. It also helps to determine the research topics in a particular

area. The current study retrieved 270 keywords from 4599 author publications

having a minimum occurrence of 5 times in the past (2000-2020) years [74]. The

VoSviewer takes only those keywords that match with the criteria of the minimum

number of occurrences (MNK). Table 3 depicts that the total number of keywords

(TNK) with a fixed value of MNK to get a co-occurrence network of selected key-

words (SK). In Figure 2.3, the VoSviewer network map shows that each keyword

represents by a node and the total Links between nodes are 2215. The bigger

size of the node represents the higher frequency of a keyword. The less distance

between two nodes indicates the stronger co-occurence between the two keywords.

Table 2.3 shows the list of top 15 keywords that match with the criteria maximum

number of occurrences five times in the publications. The keyword HIV (200)

occurred the maximum number of times followed by epidemiology (129), and tu-

berculosis (104), and other keywords having in the range 20-70 to the author’s
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Table 2.3: List of the top 20 Keywords with their Occurrences

Id Keyword Occurrences Total link
strength

1 HIV 200 346
2 Epidemiology 129 249
3 Tuberculosis 104 166
4 Antiretroviral Therapy 63 105
5 Surveillance 56 96
6 Risk Factors 49 96
7 Outbreak 43 98
8 HIV Infection 43 62
9 Mortality 39 92
10 Aids 34 74
11 Diagnosis 34 67
12 Mrsa 33 39
13 Staphylococcus Aureus 32 50
14 Infection Control 31 48
15 Drug Resistance 30 45

Figure 2.3: Co-occurence of Keywords

papers. The keywords that have the same meaning and plural of keywords are

ignored during analysis in the network visualization of the map.

To minimize bias, find the research gaps, and synthesise the study various sys-

tematic literature reviews has been utilized in this thesis. There are numerous

metods to perform systematic reviews [75]. For such purposes, It includes an or-

ganised review that focuses on commonly used methods, concepts and structures

[64], Theme-based reviews [65][66], and a Meta-Analysis review [76], Bibliometric
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reviews [77], and Structured reviews [73].

2.3 Literature Review to Diagnose Diseases Us-

ing ML/DL Approaches

Nowadays, machine learning is a progressive study area that performs tasks with-

out explicit programming. An algorithm, model, or function is developed in

machine learning to execute extractions from pre-existing datasets[78]. ML is

a branch of Artificial Intelligence that leverages statistical models and systems to

learn from data in order to predict future sample attributes to complete specific

tasks. DL which is a subset of machine learning that has significant approach

for detection of disease through medical imaging [79]. As a result, the medical

community has emphasized the need to focus on the advancement of diagnostic

technology [80].

Nayak et al. [81] Eight convolutional neural network pre-trained models were

compared by the authors. With an accuracy of 98.33%, the results show that

ResNet-34 fared better than the other cutting-edge models in the classification

of COVID-19 from typical occurrences. Recent studies have demonstrated CNN’s

capacity to use model performances to resolve difficult tasks including object iden-

tification, segmentation, and classification.

Jain et al. [82] used Chest x-ray and CT images deep learning techniques for

diagnosing lung-related problems. Further, the authors compared 3 deep learning

models with their performance.

Afshar et al. [83] suggested a framework model based on Capsule Networks for

using X-ray images to diagnose Covid-19 disease. Several convolution layers and

capsules are used to overcome the problem of class imbalance. Further, the au-

thors have shown that COVID-CAPS performs satisfactorily on lesser trainable

parameters in experimental investigation.
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Ioannis et al. [84] employed an evolving neural network to automatically de-

tect COVID-19. Specifically, a neural network has been used to apply the trans-

fer learning process to the classification of COVID-19-induced pneumonia and

common pneumonia, with an accuracy of 93.4%. Hemdan et al. [85] created a

COVIDX-Net model that takes X-ray pictures into account. The COVIDX-Net

model was trained using seven distinct CNN models, and it was verified using 50

X-ray images (25 normal and 25 COVID-19 cases).

Zhang et al. [86] offered a broad deep learning methodology for automatically iden-

tifying and evaluating regions that are highly susceptible to contracting COVID-

19. The scientists performed a segmentation step using a DL-based approach in

order to achieve this. After that, using predetermined measures, the contaminated

regions in the CT scan were examined and measured.

Ramalingam et al. [87] proposed Heart disease prediction using machine learn-

ing techniques in which machine learning algorithms have been applied to various

medical datasets to automate the analysis of large and complex data. The authors

used various datasets for experimental results but the accuracy attained by model

was not affected for each dataset.

Xu et al. [88] proposed a pre-trained Convolutional neural network to extract fea-

tures using the CT images. These features are subsequently fed to next CNN layer

to classify them into three classes. The experiment result has shown an overall

accuracy of 86.7%.

Farooq and Hafeez [89] proposed a ResNet-based system for identification of CorV.

The model’s accuracy has remained constant at 96.2%.

Sood et al. [90] provides a scientometric review of the literature on COVID-19

study using ICT assistance. Artificial intelligence and medical imaging, mobile

technology, ubiquitous computing, big data analytics, social media platforms, and

printing technology are the six main categories into which ICT has been divided in

this article. Using a variety of empirical techniques, including co-citation analysis,

publishing and citation behaviour analysis, participating nations, and knowledge
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mapping of scientific literature using the visualisation tool CiteSpace, it thoroughly

investigates the function of these technologies in COVID-19. In addition, it offers

a visual method for locating research hotspots, evolving trends, developing paths,

cluster analysis, and possible future directions in medical informatics.

2.4 Comparative Study Based on the Accuracy

Using ML approaches

The majority of the papers focused on forecasting of recent pandemic disease

coronavirus. Researchers has used the images data for diagnosing the CorV. Table

2.4 depicts the comparative study based on dataset and their accuracy.

2.5 Literature Review based on Medical Report

Generation Using ML

many medical based analysis puts an important role in many research domain.

Numerous researchers have contributed significantly for healthcare data analysis

for real-time services and medical report generation systems [104] [105].

Chan et al. [103] described a model to detect pneumothorax in the small medical

image. The authors used the SVM method to detect the symptoms of lung dis-

eases using pattern analysis methods. The authors employed texture segmentation

to represent the defective lungs in the proposed detection model. The proposed

model was obtained higher accuracy as compared to other models.

Bai et al. [106] discussed the COVID-19 Intelligent Diagnosis and Treatment As-

sistant Program based on the Internet of Things. The main goal of the authors has

to enable different levels of COVID-19 diagnosis and treatment by using medical

technology.
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Table 2.4: Comparative Literature study for diagnostic Coronavirus

Literature Datatype Method Findings

kaya et al.[91] Kaggle datasets
(100 patients)

ResNet50 Accuracy:96.5%

Zhang et al. [92] Github (905 Pa-
tients)

CNN and ML Al-
gorithms

Accuracy:92.1%

Ozturk et al. [93] Github (1000 pa-
tients)

CNN Model Accuracy:
96.9%

Islam et al. [94] Shenzhen Dataset Ensemble Accuracy: 91%

Wang et al. [95] Repository (13045
patients)

Deep CNN Model Accuracy: 98%

Alcantara et al. [96] Local Dataset CNN Accuracy:
90.1%

Eudrado et al. [97] Repository dataset
(13,569 patients)

EfficientNet Accuracy:
94.1%

Hernandez et al. [36] Local dataset (800
patients)

ML algorithms Accuracy:
97.12%

S. Ying et al.[98] Dataset (200 pa-
tients)

ResNet-50 Accuracy:
86.1%

Li et al. [99] Local dataSet (480
patients)

COVNet Accuracy:
96.2%

Shi et al. [100] Local dataset
(1658 patients)

Random Forest
method

Accuracy:
87.9%

MR Saybani et al.
[101]

Local Hospital
dataset (150
patients)

Support Vector
Machine (SVM)

Accuracy:
98.33%

Tang et al. [102] Dataset (176 pa-
tients)

RF-based model Accuracy:
97.9%

J chen et al. [103] Local dataset (255
patients)

Random Forest al-
gorithm

Accuracy:
96.3%

Yildirim et al. [107] proposed a deep-transfer learning approach for automated

diagnosis of diabetes mellitus. Dorj et al. [108] proposed an intelligent and rapid

classification system of skin cancer using ECOC SVM, and a deep convolutional
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neural network.

In [109] discussed a computer-aided method that can help doctors categorize blood

tumours, liver cancer, and several forms of breast cancer that are visible in pho-

tographs. The authors also intended to provide a framework for classifying these

three types of disorders.

In the context of computer vision, For unsupervised re-identification of non-textual

material, Zhou et al. [110] presented a multi-feature extraction using an adaptive

graph learning model. To create a single learning model, the authors also in-

clude adaptive graph learning and multi-feature dictionary learning. Convergence

is demonstrated using the optimisation technique. To demonstrate the superior-

ity and efficacy of the suggested strategy, the experiment has been run on four

datasets.

Alqudah et al. [111] used the CNN based model to detect COVID-19 infection by

classifying chest X-ray images from normal, bacterial, and viral pneumonia cases.

Ucar et al. [112] proposed an efficient decision-making system for COVID-19. The

authors used an AI-based structure design in addition to its light network that

tuned for identification of COVID-19 with Bayesian network.

Li et al. [113] proposed an optimization algorithm is adopted to effectively solve

the clustering problem by using one parameter required in the learning process.

Chang et al. [114] proposed a novel compound rank-k projection algorithm for

bilinear analysis. In the proposed algorithm, the authors used the multiple rank-k

projection models to find the best optimization solution.

Luo et al. [115] proposed an unsupervised feature selection to produce a faith-

ful feature subset from the geometry structure of the original feature space by

maintaining the intrinsic structure accurately. To achieve the subset, optimal re-

construction graph and selective matrix techniques are used simultaneously. Fur-

thermore, the experiments are conducted over several data sets to verify the effec-

tiveness of the proposed unsupervised feature selection algorithm.

Ren et al. [116] discussed the characteristics of the Neural Architecture Search as
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algorithms, its issues and also provided the comparative analysis for their research

work in the paper.

Yu et al. [117] proposed the Adaptive Semi-supervised Feature Selection (ASFS)

for cross-modal retrieval. In the proposed model, the authors used an efficient

joint optimization algorithm to update the mapping matrices and label matrix for

non-labeled data. Experimental results have shown the superiority of the proposed

model.

In [118], the authors discussed adaptive optimum similarity matrix learning into

the feature selection technique for chosing significant features. The authors de-

veoped a semi-supervised feature analysis framework for video semantic identifica-

tion for the detection of disease.. Moreover, authors have been shown fine-tuned

parameters with other methods to achieve higher accuracy.

2.6 Comparative Study For Diagnostic Coron-

avirus Based on DL models

Table 2.5 depicts the comparative study, strength and weakness for diagnosing

coronavirus based on their models used in their research work.

2.7 Research Gaps

A research gap indicates a particular field which means something is never ex-

plored. The various researchers have worked in the field of medical but still more

research is required to provide a healthy life to an individual. Many research and

papers have mainly focus on trends and primitive topics but after all some points

are never explored. In the field of Machine learning and Data Science Field, some

research gaps are still exist as following:
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Table 2.5: Strengthen and weakness comparison study of the selected Models

Authors Models Strength Weakness

[119] ncovnet VGG-16 consist
convolutional layers
and five trainable
dense layers for
identification of
CorV.

As the training loss
value was still higher
after the training is
completed. The net-
work was not trained
until convergence.

[120] ResNet50 Authors used
ResNet-50 as the
feature extractor
and SVM for the
classification

Authors uses few
number of images
for classification and
not implemented
the model for large
datasets.

. [121] CovXNet multi-perceptron
was used, with the
group of convo-
lution layers for
classification

After 45 epochs,
training convergence
was unstable. The
only fact is that each
class has only 310
images, making over-
fitting easy to detect
the coronavirus.

[122] ResNet To create synthetic
data, it uses a deep
convolutional gen-
erative adversarial
network.

The study use the
synthetic data and
does not trained the
network individually
for each class.

[123] COVID-Net Authors has applied
pooling approach to
extract features of
various scales

For COVID-19 cases,
the experiment in-
cludes X-ray few im-
ages for the class de-
tection performance.

1. Most of the researchers have focused only on improving the accuracy of the

machine learning-based prediction model but not focused on other factors

such as specificity, execution time, etc. The health, sector needs more re-

search in medicine using AI and ML.

2. Majorities of the studies extensively explored the machine learning prediction

models for diagnosing the disease but they did not discuss the prediction

model techniques over the Spatio-temporal based data mining.
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3. There is still a potential to work in the healthcare field where there is the

urge to provide one common platform for the early detection, classification

and identification of airborne diseases. The one platform will be helpful for

accurately diagnosing airborne diseases.

4. Some obsolete technologies do not help diagnose diseases accurately. Due

to the lack of resources in some rural areas, monitoring the patient is cost-

effective. So, a cost-effective and efficient model can be helpful for monitoring

and diagnosing patients timely. In addition, an alert generation message can

sent to stakeholders if any abnormality is found so that any treatment can

be taken promptly.

Therefore, an efficient ML prediction model over the spatio-temporal tech-

nique will improve the accuracy of the ML models.

2.8 Conclusion

This chapter provides a systematic review that is reinforced by bibliometric re-

search, and it is an important endeavor to provide the most comprehensive per-

spective on the evolving aspects towards the global health system especially related

to airborne diseases. The main goal of this study is to provide insights to mon-

itor, identify, and prevent the spread of airborne diseases using various machine

learning approaches. This chapter insight and discusses the various existing ML

approaches utilized in various types of research for diagnosing diseases. Many re-

searchers have done much work to diagnose airborne disease but there are many

limitations. In addition, this chapter explored research gaps relevant to existing

approaches. Most of the researchers have focused only on improving the accuracy

of the machine learning-based model but not focused on other factors such as

execution time and statistical parameters NPV and PPV.



Chapter 3

Problem Formulation

3.1 Overview

Nowadays Airborne Diseases have sparked a big threat globally. These diseases

are spread through air via tiny particles. Bacteria, fungi, or viruses spread these

infectious diseases, but they are all transmitted through airborne contact by tiny

pathogens. The direct mode of transmission, particularly over short distance due

to massive infections aerosol that can be generated and released by human ex-

piratory actions like laughing and sneezing. Such types of diseases are spread

when an infected person sneezing, talking, coughing, laughing, or singing. ABDs

can be communicable directly or indirectly [124]. ABDs like TB cause thousands

of deaths per year, which are increasing in the mortality rate. Human contact

and air droplets are the primary means of communication for the spreading of

airborne illnesses. Human-to-human transmission can result from direct contact

or indirect contact via an intermediate object or by touching the surface. Tu-

berculosis, and measles virus (rubella) require a long distance to transmit while

whooping cough( Bordetella pertussis), Chickenpox(Zoster virus), Mumps virus,

and Measles (rubella virus) are additional ABDs which can transmit over a short

route distance (5m to 50m range) [125]. The current research work presented a
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hybrid framework for early diagnosing and preventing such types of diseases so

that a proper treatment can be taken promptly if any abnormality occurred.

3.2 Background

In 2002-2003, severe acute respiratory syndrome (SARS) spread into approximate

38 countries and killed more than 800 people. In 2009-2010, influenza A (H1N1)

caused 17,000 deaths worldwide, whom were healthy people aged between 16 to

18 years. Avian flu incidence and calamitous events remain a serious threat to

public health [18]. The outbreak of encephalitis had affected the northern region

of India. The symptoms of encephalitis are similar to West Nile, Japanese virus,

and Nipah viruses. The WHO declared this outbreak as a neurological disorder

disease that effects human spinal cord and the central nervous system when a virus

attacks the body. Table 3.1 depicts the major pandemics with their time-span.

Every year number of people are affected by AB disease. The mortality rate is

Table 3.1: Major Outbreak/Pandemics With their Time-span

Pandemic
Name

Time-span Type Mortality toll

Smallpox 1520-onward Variola 55M

Flu 2000-2011 H1N1 Virus 20,0000

SARS 2002-2003 Virus 770

MERS 2015 Virus 850

AES 2019 Virus More than 7000

SARS-CoV-2 2019-onwards Coronavirus More than 5.1M

increasing day by day due to the spread of ABDs. It is a big challenge for the

healthcare industry, caretakers, and government agencies to diagnose and prevent

ABDs at an early stage. Therefore, the main objective of this research work is to

design a novel framework to monitor and prevent the spread of ABDs viruses.
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3.3 Problem Identification

In the last few years, many people have lost their lives due to airborne diseases such

as coronavirus. In 2020, the pandemic of coronavirus was spread to more than 185

countries. The novel coronavirus has investigated more than a billion of confirmed

cases and thousands of people died. Moreover, In 2019, the outbreak of Acute

Encephalitis Syndrome (AES) occurred in the northern region of Bihar (India).

More than seven thousand people were killed due to this disease. Henceforth,

a prediction model based on spatiotemporal information is utilized to manage

medical resources in order to facilitate effective health-oriented decision-making

and information delivery to an individual [126].

Nowadays, it is a very big challenge for the healthcare industry and for government

agencies for accurate detection of the disease at the initial stage. In the current

era of development, ML which is part of AI giving enormous services in the field of

healthcare. Obsolete healthcare technology was not able to monitor and prevent

the spread of such diseases efficiently. Many tests are available for detection, but

it is cumbersome for viral detection regularly. The reason behind this research

is to diagnose the disease on time from which the person is suffering. Due to an

increasing number of patients day by day, it is critical to develop a model that

could rapidly diagnose the disease at earlier and prevent its spread. ML which is a

sub-part of artificial intelligence, has advanced rapidly, becoming an indispensable

approach for resolving complex problems including speech recognition, computer

vision, and natural language processing. Therefore, in the current research work,

an efficient framework for monitoring the health of an individual and preventing

the spread of airborne disease focused on coronavirus and its variant using machine

learning approaches over spatio-temporal manner is proposed.
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3.4 Deep Learning based Methods

Deep learning is an emerging technique that has been extensively utilized for pre-

diction. The current presented work consisting various deep-learning neural net-

work algorithms and machine learning models for diagosing the patients, suffering

from airborne disease. DL can be supervised, semi-supervised, or unsupervised

as ML. DL techniques include Convolutional Neural Network (CNN), Deep Belief

Network (DBN), Deep NN, and Recurrent Neural Network (RNN). Some deep

learning neural networks are ahead:

1. Recurrent Neural Network (RNN) - RNN is a type of artificial neural net-

work designed to effectively model sequential data by capturing temporal

dependencies. Unlike feedforward neural networks, which process inputs in

a single pass without any internal memory, RNNs possess internal memory

that allows them to remember past information and incorporate it into the

current computation. Figure 3.1 represents the conceptual view of recurrent

neural network.

Figure 3.1: Architecture of Recurrent Neural Network

2. Convolutional Neural Network (CNN) - CNN is a type of artificial neural

network designed specifically for analyzing visual data. It has proven to

be extremely effective in tasks such as image recognition and classification,

object detection, and even in more complex tasks like image segmentation
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and facial recognition. Mainly three significant layers are included by the

CNN namely; (i) Convolution layers, (ii) Pooling layers (PLs), and (iii)Fully

Connected and activation function layer

3.5 Methodology

Research methodology is a way to find the solution of research problem systemat-

ically. It is a procedure used by researchers to present their work, data extraction,

and explanation of the phenomenon. The researcher has taken the methodology

process for solving the problem. Figure 4.1 described the step-by-step methodol-

ogy process to achieve the objectives.

In this thesis, the research work is divided into two parts; the first part described

the framework which is utilized for the identification of Coronavirus.

The second part of presented work described the another research work that helps

to diagnose and identify the another airborne disease Omicron which is variant of

coronavirus.

3.6 Data Preprocessing

Data preprocessing is a crucial step in machine learning (ML) pipelines. It in-

volves transforming raw data into a format suitable for training ML models. The

following various techniques used in data preprocessing are discussed ahead;

1. Data Cleaning - Missing data can adversely affect the performance of ma-

chine learning model. [127]. The strategies that are used for handling missing

values include:

� Imputation - Filling missing values using statistical methods like

mean, median, or mode.
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Figure 3.2: Workflow of the Research Methodology

� Removing Outliers - Detect and handle outliers in the data. Outliers

can be treated by trimming, transforming, or removing them based

on statistical methods that significantly deviate from the rest of the

dataset.
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� Noise Removal - Simply removing rows or columns with missing val-

ues.

2. Data Transformation - Transforming data to make it more suitable for

modeling. It includes the following techniques:

� Feature Scaling (Normalization and standardization)- Scale the

features to a similar range to avoid dominance by certain features during

model training. Common scaling techniques include standardization

(subtracting mean and dividing by standard deviation) scaling numeric

features to have zero mean and normalization (scaling features to a

range between 0 and 1).

� Feature Encoding - Convert categorical variables into numerical rep-

resentations that can be understood by machine learning algorithms.

This can involve techniques such as one-hot encoding, label encoding

or ordinal encoding.

(i) One-hot Encoding - Converting categorical variables into binary

vectors.

(ii) Label Encoding- Encoding categorical variables as integers.

� Feature Engineering - Creating new features from existing ones or

transforming existing features to better represent the underlying pat-

terns in the data. This can involve operations such as polynomial fea-

tures like square root to stabilize variance and logarithmic transforma-

tions (transforming skewed data distributions to be more symmetric).

3. Feature Selection - Selecting the most relevant features can improve model

performance and reduce overfitting. Techniques for feature selection include

uni-variate feature selection, recursive feature elimination, and feature im-

portance ranking based on models like decision tree or random forest. The

common methods are include:
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� Selection - Identify and select the most relevant features that con-

tribute the most to the prediction task. This can be done using tech-

niques such as correlation analysis, feature importance ranking, or model-

based selection methods.

4. Dimension Reduction - Reduce the number of features while preserving

the most important information to improve model performance and reduce

computational complexity. Techniques like Principal Component Analysis

(PCA) is commonly used for dimensionality reduction.

5. Data Splitting - Split the dataset into training, validation, and testing

sets to evaluate model performance.

(i) Training Set - It is used to train the model.

(ii)Validation Set - It is used to tune hyperparameters and assess model

performance during training.

(iii) Test Set - It is used to evaluate the final model performance.

Common division in the ratio of 70-30, 80-20, or 60-20-20 for training, vali-

dation, and test sets, respectively.

6. Handling Imbalanced Data - In classification tasks, imbalanced class

distributions can lead to biased models. It deals with datasets where one

class is significantly more prevalent than others. It include the following

techniques:

� Resampling - Oversampling the minority class or under sampling the

majority class to balance the dataset.

� Synthetic Data Generation - Generating synthetic samples for the

minority class using algorithms specifically designed for imbalanced

data like SMOTE (Synthetic Minority Over-sampling Technique).
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7. Normalization - Normalizing the data ensures that different features have

similar statistical properties. This can involve techniques like Z-score nor-

malization or min-max scaling.

8. Augmentation - Augmentation can overcome and to prevent the prob-

lem of over-fitting that enhance the accuracy of the proposed model. The

data augmentation technique is applied to increase the insufficient data in

training. This technique includes the flipping (horizontal flipping), scaling,

shearing, and zooming. It is used to generate additional training examples

by applying random transformations or perturbations to the existing data.

This helps increase the diversity of the training dataset and improve model

generalization.

Data preprocessing is essential for ensuring that the data is in a suitable format

for improving model performance, and avoiding issues such as overfitting.

3.7 Machine learning and deep learning Approaches

This section described a brief overview of some ML and DL approaches which has

described ahead:

Artificial Neural Networks (ANN)- ANNs is utilized in various tasks such

as pattern recognition, classification, and regression. It processes information

through weighted connections and activation functions. Input data is fed into the

network, propagated through hidden layers, and eventually produces an output.

Support Vector Machine (SVM)- It is a supervised non-stochastic binary lin-

ear classification ML technique that is utilized to categorize the input data. It

solves the regression problems. It helps to categorize the data by forming a line

known as a hyperplane.

Random Forest Regression (RFRR)- RFRR is the best approach for the

decision-making algorithms that create various decisions from an input dataset.



Chapter:3 Problem Formulation 56

Such an algorithm divides the datasets into various sub-parts before creating fur-

ther sub-trees.

K-nearest neighbors (KNN)- Such algorithm is used for both classification and

regression tasks. To classify a new data point, the algorithm calculates distances

between it and all other points in the training dataset often using Euclidean dis-

tance.

Support Vector Regression (SVR)- It is a regression algorithm based on sup-

port vector machine. It aims to find a function that predicts continuous output

values for given input values. Feature scaling is crucial in support vector regression

to enhance model performance by normalizing the data. Support vector regression

involves support vectors, margin, and kernel functions for effective regression.

3.8 Conclusion

This chapter described the problem formulation and research methodology used

in this thesis for identifying and diagnosing the airborne disease.



Chapter 4

Research Methodology for
Coronavirus

4.1 Introduction

This chapter described the first research work that is related for diagnosing the

coronavirus. In 2020, the pandemic of coronavirus has spread all over the World.

Coronavirus is an airborne disease that in results ill effects on humans are recog-

nized as public health concern globally. The main objective of this research work

was to diagnose and prevent the spread of such disease timely. Spatio-temporal

based deep learning model is used for detecting such disease so that the prevention

measures could be taken on time. Deep learning is an emerging technique that

has an extensive approach to prediction. In this thesis, the presented framework

has used for the identification of patients that has been suffering from coronavirus

so that necessary action can be taken promptly.

4.2 Research Methodology

This section described a deep learning based framework that has been utilized

for the identification of Coronavirus. The step-by-step methodology process is
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described in Figure 4.1 for solving the problem.

Figure 4.1: Workflow of the Research Methodology
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4.3 Research methodology for the identification

of coronavirus

The proposed methodology for the identification of coronavirus is summarized in

Figure 4.2. In the first phase, data are collected from the publicly available GitHub

Repository. Then, data are pre-processed to remove redundancy and augmented

approach is used to remove the data imbalance and solve the problem of over-

fitting. The data extraction method is used for extraction features and used by

the learned weights [128]. Next, datasets are divided into training and testing.

Finally, the suggested model has tested with the dataset, to evaluate the model

performance. The various statistical parameters has been evaluated in terms of

accuracy, specificity, recall, and f-measure to explore the efficiency of the proposed

model.

It includes the following steps:

1. Chest X-ray images from the datasets will be processed,

2. Then data augmentation will be apply.

3. Using pre-trained six models ResNetV2, GoogleNet, VGG2, ResNet152,

AlexNet, and DenseNet512 were applied as transfer learning to detect coro-

navirus.

4. Next, Data is splitted into training and testing in the ratio 80:10:10.

5. After splitting of dataset, the deep learning based SQNet classifier is applied

to diagnose the coronavirus class.

6. In the next and last phase the performance of implemented framework eval-

uated in terms of Accuracy, Recall, Precision, and F-measure Values.

Image Pre-processing - As the image input size varies, one of the significant

phases in data pre-processing was to resize the X-ray images. Pre-processing used;
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Figure 4.2: Step-by-Step Representation for the Identification of Coronavirus

1. Reshaping the image i.e. horizontal flip=true, scaling factor (1/255), shear

range = 1/5, zoom range=1/5. The input of the whole network has 227x227

dimensions and consists of RGB channels. All images are resized to 227x227x3

dimensions in COVID-datasets.

2. Next, apply the image to an input of the pre-trained models.

3. Further, fetch the output of the last convolution layer of the given model.

4. Then flatten dimensions with reducing n dimensions to n-1.

5. Finally apply the SQNet model for the classification.
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In the pre-processing step, it is required to label the data since the learning tech-

nique of convolution neural network fits into administered learning in machine

learning. The pre-processing technique is implemented to increase the perfor-

mance of the proposed system by speeding up the training time.

Image Augmentation - It could be possible that every problem does not have

enough data, especially in medical-related issues. Sometimes collecting medical-

related data may be time consuming and expensive. To solve these kinds of diffi-

culties, augmentation can be applied. Augmentation can overcome and to prevent

the problem of over-fitting that enhance the accuracy of the proposed model. The

data augmentation technique is applied to increase the insufficient data in train-

ing. This technique includes the flipping (horizontal flipping), scaling, shearing,

and zooming.

In this work, the research work comprises into different phases namely, (i) Data

Collection, (ii) Data pre-processing and apply augmentation, (iii) Data division

(Training and Testing Phase) and classification process, and (iv) finally the eval-

uation phase of building.

4.4 Step-by-Step Approach for the Identification

of Coronavirus

This section presents a brief overview of the research framework which consists of

the layered architecture based on the deep conventional neural network. In this

thesis, the deep CNN based SQueezeNet model has been used for identifying the

suspected cases of coronavirus disease. Figure 4.3 depicts the conceptual view of

CNN based model to diagnose the CorV disease. The CNN comprises 3 different

layers: (i) Convolution layers, (ii) Pooling layers (PLs), and (iii) Fully Connected

and activation function layer. A brief description of each layer is described ahead:
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4.4.1 Convolutional Layers

The core building blocks of CNNs are convolutional layers. As CNN is a multi-

layer, each layer is responsible for extracting image features which are passed to

the next layer. These layers apply a series of filters or kernels to the input im-

age. With these filters, such layers are used to extract low and high-level pattern

characteristics. Each filter in the CNN layer is utilized for the feature extraction

process. Convolution involves sliding these filters over the input image, performing

element-wise multiplication and summation operations to produce feature maps.

The learning parameters of each layer consist 3 Ö 3 shaped matrix kernel which is

used to transform the input matrix. When an image is passed through a filter, the

value from filters creates a feature map. The stride parameter is used for adjusting

the number of steps for shifting across the input matrix [129]. The output of the

CNN layer is calculated by using the following formula:

Zk
j = f

(
N∑
m=1

wk−1
j ∗ yk−1

m
+ bkj

)
(4.1)

where, Zk
j is feature map as output in a layer.

wk−1
j indicates the jth filter and yk−1

m represents the feature map in k-1 layer

respectively.

bkj indicate the bias of the jth feature map at kth layer.

N represents the total number of features at (k − 1)th layer.

(*) indicate the vector convolution process.

4.4.2 Pooling Layers

After convolution, pooling layers are often used to diminish the spatial size and

number of feature maps while retaining the most important information. The Max

pooling (MXP) and Global average (GA) pooling methods are used to reduce the

dimensionality and complexity in this work. MXP is basically used inbetween two
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Figure 4.3: Conceptual view of the proposed Model

convolution layers which separate the input. GA pooling selects the highest value

as output in feature map by utilizing the matrix given by the neurons as output.

The GA pooling determine the average to reduce data into a single dimension

[130]. The flattering layer gathers data into a single vector and forward it to the

fully connected layer.

4.4.3 Fully Connected Layers(FCLs)

One or more fully connected layers may be added at the end of the network.

These layers act as classifiers, taking the high-level features extracted by the con-

volutional layers and making predictions based on them. After each convolutional

operation, an activation function ReLU (Rectified Linear Unit) is applied element-

wise to introduce non-linearity into the network. Moreover, the softmax function is

used as the output to predict the output image into a probability distribution over

the different classes. In FCL, all neurons are fully connected to all activation func-

tions in the previous layer. Both ReLU and Softmax function are mathematically

represented as:
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ReLU(z) =

0, if z < 0.

z, if z ≥ 0.

(4.2)

Softmax(zi)=
exi∑c

j=1 e
xj (4.3)

where xi represents the inputs and c indicates the number of classes.

4.5 Transfer Learning

Transfer learning (TL) is a machine learning technique where a model trained on

one task is transformed for another related task. Rather than starting the learning

process from scratch, TL used the gained knowledge to solve one problem and ap-

plies it to a different related problem. There are various ways to perform transfer

learning such as feature extraction and fine-tuning.

Nowadays, TL approach is more useful in the field of medical applications. The

primary benefit of using the TL strategy is that it involves fewer computations

and it allows data training with a smaller number of datasets. TL is the pro-

cess of creating a new model using calculated network layer weights by applying

knowledge from an existing pre-trained model [131]. Therefore, TL is used to

train newer models in the destination domain using the knowledge, weights, and

features, acquired from the source domain [132].

In this work, TL is often used with CNN in the way that all layers are kept ex-

cept the last one, which is trained for the specific problem. Deep learning models

often need a lot of data. Labeling this data by experts is both costly and time-

consuming. The biggest advantage of using the TL method is that it allows the

training of data with fewer datasets and requires less calculation costs. With the

transfer learning method, which is widely used in the field of deep learning, the

information gained by the pre-trained model on a large dataset is transferred to

the model to be trained. This eliminates the requirement of having a large dataset

and also reduces the training time.
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Figure 4.4: Architecture of the Proposed Work

In this work, TL has been used to achieve the information provided by the pre-

trained models, transferred on a large dataset to be trained to the model. Using

pre-trained six models ResNetV2, GoogleNet, VGG2, ResNet152, AlexNet,and

DenseNet512 were applied as transfer learning to detect coronavirus.

4.6 Proposed Framework (SQNet) For the Iden-

tification of Coronavirus

In this thesis, the deep CNN based SQueezeNet model has been used for predicting

the CorV disease [133]. In the presented work, a deep CNN-based SQNet model

is utilized to predict the CorV disease. SQNet framework comprises of convolu-

tion layers, MAX pooling, GA pooling layer, fire levels, and softmax output layer.

Figure 4.4 represents the architecture of the proposed approach. The Stride (s),

filter size (K x K), and length(L)is used for the feature map respectively. The

input image consists of RGB channels with the dimension size 227 x 227. To make

the input images more generalize, convolution is used. CNN’s first layer convolves

the input’s small area and weights using 3 Ö 3 kernels. SQNet uses the fire layers

which comprises of (i)squeeze and (ii) expansion stages between the convolution

layers. In the squeeze phase, the size 1 Ö 1 filter and in the expansion phase, the

sizes 1 Ö 1 and 3 Ö 3 filters are used. Figure 4.5 represents the squeeze and expan-

sion phase of the SQNet architecture. The total number of convolution channels
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Figure 4.5: Squeeze and Expansion Phase of Fire Layer

equals to the number of input tensors(Hx W x C). Both the squeezing and expand-

ing stages consist the ReLU. The squeezing process reduces the depth, whereas

the expanded phase increases it for retaining the same feature size. Finally, the

expanded outputs are stacked in the dimension of the input tensor by utilizing the

merging operation.

The proposed model follows numerous steps for predicting the CorV disease. After

the initial step, the data goes through the expansions, and its depth is increased

to the output tensor. Finally, the resultant f(y) of the squeezing process with the

kernel(W), feature maps(FM), and C specify channels of different tensors respec-

tively, which can be mathematically represented as:

f(y) =
∑FM

fm=1

∑C
c=1 W

f
c ∗ xfmc (4.4)
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Where f(y) is an output ∈ RN .

Let Xi be input X of layer i with a size of (Wi, Hi, Ci) ∈ RN where W repre-

sent to the height, H defines the height, and C indicate the channel respectively.

Moreover, Table 4.1 described the detail description of proposed model with the

dropping rate of 0.5. The feature map is diminish into a single value in the net-

Table 4.1: Detailed Architecture of the Presented Model

Layer Layer Type Activation Stride Output shape

Conv 2d Conv+ReLU 3x3 2 198x198x32

pool1 MaxPooling 3x3 2 198x198x32

Fire Conv+ReLU(expand+merge) 1x1 1 128x128x32
(Conv+ReLU(expand+merge))/2 3x3 1 128x128x64

pool2 MaxPooling 3x3 2 128x128x64

Fire Conv+ReLU(expand+merge) 1x1 1 56x56x32
(Conv+ReLU(expand+merge))/2 3x3 1 56x56xx64

pool3 MaxPooling 3x3 2 99x99x128

Fire Conv+ReLU(expand+merge) 1x1 1 99x99x128
(Conv+ReLU(expand+merge))/2 3x3 1 28x28xx128

pool4 MaxPooling 3x3 2 56x56x64

Fire Conv+ReLU(expand+merge) 1x1 1 28x28xx256
(Conv+ReLU(expand+merge))/2 3x3 1 14x14xx256

Conv 2d Conv+ReLU 3x3 1 14x14x128

pool Global Average Pool - - 1x1x3

Output SoftMax - - 1x1x3

work by Max pooling and Global average pooling which helps to converts the

feature maps into a single value. In the last layer, the Softmax activation function

produces multi-class probability distributions. Multiclass classifiers are used to

classify images into a collection of categories. These are also referred to as out-

put layers in neural networks. For the classification process, the classifier needs
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unique features. Consequently, the feature extractor output is converted into a 1-

dimensional feature vector for the classifiers. Flattening is the process of creating

a single, lengthy feature vector from the convolution operation that the SQNet

layer uses for its last classification step.

4.7 Experimental Design

The current section describes the experimental setup for the proposed framework.

For result generation, the suggested model was implemented in a Matrix labora-

tory (MATLAB) toolkit. The experiment for coronavirus was conducted running

in MatLAB environment on computer system with the speed of 3.3@GHz, Intel

Xeon E5, Quadro M4000 8GB GDDR6 graphic card , and memory capacity of 512

GB. The experimental results of proposed system are compared with state-of-the-

art(SOA) models.

4.8 Dataset Collection and Classification

The present chapter provides detailed information about data collection and meth-

ods used in this research work. This chapter also explains the sources from where

data has been collected. The following methods are explored and analyzed to

complete the task which are given in the further sections.

4.8.1 Data Collection Approaches

Data collection is the process of collecting data, quantifying, and evaluating it

through the use of a set of verified standard methodologies. This task is ac-

complished using extraction and collection of the necessary data for analysis as
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accurate data is the primary substantial part of the analysis. The main objective

of data collection is to collect comprehensive and authentic data and analyze it

to make key decisions. After the collection of data, it undergoes a data cleansing

process and processing process to ensure that it is genuinely useful. The data-

gathering technique is categorized into two types (i) Primary data collection (ii)

Secondary data collection methods. Each method is discussed as follows:

1. Primary Data Collection Method - A primary data collection is the

first source where data is obtained directly from a specific experiments, sur-

veys, observations, or clinical reports. The primary data collection is further

defined as:

� Quantitative Data Collection Method: It is based on mathematical cal-

culations and collected in a variety of forms such as questionnaires,

correlation, and regression analysis techniques. This method is less ex-

pensive and more efficient than qualitative data collection technique as

it cannot be easily altered by a human being.

� Qualitative Data Collection Method: There are no mathematical com-

putations at all. Non-quantifiable components are intrinsically tied to

this methodology. Case studies, observations, questionnaires, and in-

terviews are a few types of qualitative data collecting techniques. The

various techniques for collecting this type of data are: data sources on

Internet, Interview method, and observation method.

2. Secondary Data Collection Method - The term ”secondary data” means

the data is already used in another research. In this case, it signifies that the

data is already available from secondary sources such as newspapers, books,

and journals. It might be previously published data or previously unreleased

data. Published data can be from government publications.
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In the research work for coronavirus, the publicly available dataset collected from

open source repository GitHub is utilized.

4.8.2 Data Sources for Coronavirus

The details of the datasets sources have been described in this current section. The

three different datasets which comprises X-ray images of infected, non-infected,

bacterial and viral pneumonia class. These datasets consists chest X-ray images

mostly from patients suffering from SARS, CorV, MERS, and Pneumonia col-

lected from the GitHub publicly available website shared by Dr Cohen [134]. In

addition, 165 images are selected from the “covid-chestxray-dataset” Dataset 1.

The Experiment has been performed on three datasets namely (a) Cov-Dataset1,

(b) Cov-Dataset2 (iii) and, Cov-Dataset3.

4.8.3 Dataset Classification

In research work, to diagnose and identify the coronavirus these datasets

(a) Cov-Dataset1,

(b) Cov-Dataset2

(iii) and, Cov-Dataset3 are utilized in the experimental study.

The distribution of images per dataset is described in Table 4.2. The collected

Table 4.2: Number of images in each dataset

Datasets Healthy Bacterial COVID-19 Viral

Cov-Dataset1 2860 – 126 –

Cov-Dataset2 – 2228 126 –

Cov-Dataset2 – – 126 3517

1source:https://github.com/ieee8023/covid-chestxray-dataset/blob/master/metadata.csv
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datasets consist of a total of 8731 images with 7662 patients of disease-infected

cases, 2860 Normal, 2228 Bacterial pneumonia, 3517 Viral, and 126 CorV disease

cases.

4.9 Research Outcomes

As described above, the research framework for coronavirus comprises the layered

architecture. The datasets are collected the from the UCI that were obtained from

the GitHub repository. The datasets for coronavirus consist of X-ray images of

MERS, SARS, Viral, and Bacterial Pneumonia patients. The CNN-based SQNet

model applied to categorise the data into possible categories Normal, COVID-19,

Bacterial pneumonia, or Viral pneumonia. A total of 8731 images consisting of

three benchmark datasets were analyzed for the prediction of CorV patients. More-

over, the omicron datasets consits of 9525 disease-infected cases, 2851 healthy, and

2500 other cases.

Furthermore, the effectiveness and accuracy of the proposed system are discussed

in this chapter. In addition, the prediction efficacy of the implemented framework

is explored with many statistical metrics like accuracy, precision, f-measure, and

recall. To enhance the prediction performance, the presented work was evalu-

ate with various statistical errors and to evaluate the efficiency of implemented

framework has compared with other prediction models.

4.9.1 Statistical quantitative Parameters

The current subsection shown the quantitative-wise performance of the proposed

approach in terms of accuracy, truthfulness (TR), faultless (FLT), specificity, f-

measure. Additionally, the statistical measure Matthew correlation coefficient

(MCR) are also evaluated for the performance of the proposed model. These

metrics perform the following functions:
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1. Accuracy - It is used to determine the overall classification performance of

the proposed model. It shows the ratio of the correct predictions through

classification from a total dataset.

Accuracy = Number of correct Prediction/ Total number of Predictions

2. Precision - It determine the frequency of positive class occurring in the

model. In this thesis, it specifies the rate of correctly predicted the actually

disease infected.

3. F-measure - It calculate the harmonic of recall and precision. It is appro-

priate for calculating imbalanced data performance.

� TR - specify the actual rate of classification of the dataset.

� FLT - specify the true rate of negative data.

4. MCR - It specify the quality-wise classification performance.

5. Negative predictive value (NPV) - defines the probability of how truly

classified the result that not affected with the disease actually. NPV increases

shows that there will be more true negatives for each false negative.

4.9.2 Confusion Matrix

A confusion matrix is a tool to evaluate the classifiers. It shows the relationship

between true positive and true negative. In confusion matrix, the four parameters

can be expressed as:

1. True Positive (TP) - represents the number of truly identify instances

with the disease. Those instances where predicted class and actual class

both are positive called TP.

2. True Negative (TN) - identify the total number of truly instances with

another disease. In other words, those instances where predicted class and

actual class are both are negative named as TN.
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3. False Positive (FP) - defines the number of wrongly instances with disease.

In simple words, those instances where a predicted class is positive, but

instances are negative is called FP.

4. False Negative (FN) - defines the number of incorrect instances other than

disease. In other words, those instances where a predicted class is negative,

but the instances are positive, is known as FN.

Figure 4.6 represents the confusion matrix in which each row state the actual class

and each column represents the predicted value of each class.

Figure 4.6: Confusion Matrix

According to the confusion matrix, the performance evaluation parameters are

calculated as:

ACR = NTRP +NTRN

NTRP +NTRP +NFLP +NFLN
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TR/PPV = NTRP

NTRP +NFLP

FLT = NTRP

NTRP +NFLN

SPFC = NTRN

NTRN+NFLP

MCR = (NTRP ∗NTRN )−(NFLP ∗NFLN )√
(NTRP +NFLP )∗(NTRP +NFLN )∗(NTRN+NFLP )∗(NTRN+NFLN )

F −measure = 2 ∗ TR∗FLT
FLT+TR

NPV can be calculated by the formula:

NPV = TN
TN+FN

(1)

Here NTRP , NTRN , NFLP , NFLN represented the number of truly classified, num-

ber of correctly define snegative cases, number of incorrectly defines positive cases,

number of incorrectly defines negative cases with the disease respectively. By using

such evaluation metrics, the classification method of the proposed model enhances

the performance and effectiveness to determine the coronavirus AB disease. Figure

4.7 represents the confusion matrix of 4-class distribution of dataset Cov-dataset2

.

4.9.3 Performance Analysis

Validation is the process of ensuring that the results obtained from experiments

meet our expected outcomes and appropriate. The difference between the pre-

dicted outcomes and actual results is called the training error.
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Figure 4.7: Confusion Matrix(4-class distribution)

4.9.3.1 Training, Testing, and Validation implementation For Coron-
avirus

This approach is most commonly used to validate the machine learning model.

In this method, a dataset can be subdivided into (i) Training (ii) Testing and

(iii)Validation. The most common approaches for training and testing are 70:30,

80:20, or 80:10:10 of a dataset. In this validation test, the main dataset is divided

into K =5 folds for validation. In each iteration, each fold is selected as a test

dataset to evaluate the predicted model.

In this research work, augmentation approach is applied to the raw dataset for

fine-tuning as well as for end-to-end training. Figure 4.8 depicts the original im-

ages means before augmentation. In the training phase, the data augmentation

approach with hyperparameters and their range has utilized as described in Table

4.3.

The original dataset (before augmentation) and augmented dataset (after augmen-

tation) has been depicted in Table 4.4. After augmentation, all images data are
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Figure 4.8: Images Before Augmentation

Table 4.3: Hyperparameters and Their Values

Hypeparameters Values

Scaling 1/255

shearing 1/5

Zooming 1/5

Flipping/Rotation Horizontal

scaled to 227 Ö 227 pixels for the obtained datasets. Figure 4.9 depicts the few

images after augmentation by using hyperparameters. In the presented experimen-

tal, the k = 5-fold cross-validation is used to increase the validation performance

as well as to achieve a robust result. Further, the obtained dataset is sub-divided

into 80%, 10%, and 10% for training validation, and testing purposes respectively.

Training Accuracy - defines a how much data that is actually trained.

Validation Accuracy - is linked to training data that are actually trained.

Cross Entropy - described about loss function. It defined how finely the loss
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function has trained.

Table 4.4: Distribution of datasets Before and After Augmentation

Classes pre aug-
mentation

After
augmen-
tation

Train Validation Test Train Validation Test

COVID-19 86 - 40 1580 114 113

Normal 1875 - 985 1580 114 113

Bacterial 1716 - 512 1580 114 113

Viral 2814 - 701 1580 114 113

For the purpose of evaluation performance, The training and validation datasets

are used by the proposed model. To achieve the optimization result, the adap-

tive moment estimation (ADAM) optimizer was utilized during the training of the

data. The proposed model learn rate 0.001 at the starting of training which was

Figure 4.9: After Augmentation

decreased after two epochs. The cross-entropy loss function was utilized during

training process.
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Table 4.5: Results of Statistical parameters (Four-class classification(in %)

Classes/Metrics ACR TR FLT SPFC F-measure MCR

COVID-19 96.71 96.2 94.13 99.6 95.12 62.7

Normal 98.6 93.4 98.52 97.4 96.71 58.09

Bacterial pneu-
monia

97.5 87.21 86.7 94.1 88.51 56.11

Viral pneumo-
nia

97.7 86.1 83.2 94.3 88.3 56.2

Average 97.8 92.7 91 96 92.7 56.0

4.9.3.2 Result Analysis

To evaluate the classification performance of the proposed model, the important

parameters metrics accuracy, truthfulness, faultless, specificity, f-measure, and

statistical measure Matthew correlation coefficient has been computed by the uti-

lization of confusion matrix. The average accuracy, specificity, f-measure, and

MCR can be seen in Table 4.5.

4.9.3.3 Research Outcomes

1) As seen in Figure 4.10, the suggested model acquires a higher accuracy of 97.4%,

ResNet has an accuracy of 91.1%, and GoogleNet has an accuracy of 90.9% for

the obtained datasets. The average accuracy has been achieved by the suggested

model consisting of a value of 97.4%.

2) In terms of specificity analysis, the suggested model has a higher value of 93.65%

than ResNet (90.9%), and VGG2(91.2%). Consequently, the provided model has

obtained a higher value than other models with an average specificity consisting

of 96% which is significantly superior.

3) The evaluation of the effectiveness of the suggested model also includes the

analysis of the f-measure. As it can be seen in Figure 4.12, the provided model
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Figure 4.10: Accuracy

Figure 4.11: Specificity

obtains a high value of 95.12% as compared to other approaches. Based on the

evaluation analysis from the datasets, it is demonstrated that the suggested model

is more effective and efficient.
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Figure 4.12: F-measure

4.9.4 Prediction Efficiency

Prediction efficacy measures the precision of the proposed approach in the predic-

tivity of disease.

As seen in Figure 4.13, the proposed model has obtained an average higher accu-

racy of 97.8% that represented the validation accuracy of the proposed model. A

Figure 4.13: Proposed Model Accuracy Curve

higher recall (FLT) value represented the lesser number of false negatives (FLN)

that is an encouragement to achieve better outcomes. The implemented model
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Table 4.6: Number of cases used during Testing

3-Class Number of
cases

CorV-infected 45

Normal 76

Pneumonia cases 128

has been achieved average recall value 91.0% can be seen in Table 4.5 from the

obtained datasets. Figure 4.14 has been shown the loss values for both training

as well as testing with dropout rate 0.5.

The model was tested according to the distribution cases depicted in Table 4.6

Figure 4.14: Model Loss Curve

for possible classification after utilizing the fine-tuning approach. The batch set

of size 36 was used in the training phase for 100 iterations. The mean subtracting

approach has been used to normalize all the images during the training phase.

It was noticed that the performance achieved for pneumonia class not much better,

compared to other classes. So, pneumonia and viral class were combined into a

single class. The average accuracy obtained by the predictive model 98.47% which

has increased as it can be seen in Table 4.7. The average computational time
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Table 4.7: Outcomes of Various Metrics for 3-class classification(in %)

Classes ACR TR FLT SPFC F-
measure

MCR

COVID-19 99.22 98.1 88.9 94.0 98.5 71.8

Normal 98.7 93.2 86.51 90.1 97.41 58.09

Pneumonia 97.52 91.2 93.4 91.3 89.51 56.11

Average 98.4 94.2 89.6 91.8 95.1 61.9

Figure 4.15: Confusion matrix for 3-classes Classification

for the implemented model on CPU was 0.347s and for GPU it was 0.152s. The

confusion matrix for 3-class categorization has been shown in Figure 4.15.

4.10 Objective Function Evaluation

In this thesis, the deep SQNet model includes a validation step in addition to

optimisation during the training phase. The objective function of the optimisation

process for the objective function has displayed in Figure 4.16. As it can be seen
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Figure 4.16: Objective Function Evaluation Analysis

in Figure 4.16 at the end of ninth iteration, the minimal observed aim to develop

the best model has been achieved. The suggested model’s performance boost is

increased by about 20 times using the augmentation strategy.

4.11 Predication Efficiency Result with MCR

As a measure of the quality of binary classifications, a machine learning approach

that employs the MCR has been utilized. It can be mathematically calculated

using the following formula:

MCR = (NTRP ∗NTRN )−(NFLP ∗NFLN )√
(NTRP +NFLP )∗(NTRP +NFLN )∗(NTRN+NFLP )∗(NTRN+NFLN )

(2)
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Figure 4.17: MCR Evaluation

Figure 4.17 has shown that the MCC for CorV class consist of a higher accuracy

value of 71.8% from the obtained datasets for the prediction of coronavirus ABD.

4.12 Comparative Study With Other Research

Works

The use of DL techniques in images classification procedures can aid in the early

detection of illness. In terms of the deep neural network, CNN techniques out-

perform traditional diagnosis methods in terms of accuracy and efficiency. Deep

SQNet is presented as a fast, reliable, and efficient COVID-19 diagnostic tech-

nique in this thesis. The presented approach classifies the images into Healthy,

Pneumonia, Viral, and COVID-19 categories.

Li and Zhu [135] present a COVID-Xpert architecture based on DenseNet for

identifying three-class chest X-ray images.In their work, the presented model had

achieved an overall accuracy of 89.0% by using transfer learning. Wang and Wong

[136] discussed the COVID-Net architecture for COVID-19 diagnosis, and the
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Table 4.8: Comparative Studies

Metrics Class Methods Datasets Augmentation/
Transfer
learning

SPFC
(%)

Recall
(%)

Accuracy
(%)

Afshar et
al.[83]

4 CapsuleNet Public Fine-tuned 96 90.1 95.7

Song et
al.[98]

2 DRE-Net Private Transfer learn-
ing

- 93 98.5

Li and
Zhu[135]

3 DenseNet Repository No 92 87 88.9

Ionnis et
al.[84]

2 VGG-19 Public Transfer learn-
ing

96.2 - 93.4

Ozturk et
al.[93]

3 DarkNet Public No 90 92.1 87.1

Hariri et
al.[137]

3 sgdm Public Transfer learn-
ing

- - 98

Das et al.
[138]

3 Xception Public Transfer learn-
ing

96.9 97.1 97.4

Wang et
al.[136]

2 ResNet50 Public Transfer learn-
ing

92.1 91 97.8

Narin et
al.[91]

2 nCoVNet50 Public Transfer learn-
ing

89.1 98.0 88.8

Presented
System

4 SQNet Repository Both 96.0 91 98.4

primary model in their study is based on the customized CNN. The model archi-

tecture is improved via machine-driven design. Experiment results provide overall

accuracy, COM, and COR scores of 92.2%, 88.7%, and 91.3%, respectively. The

COVIDx dataset utilized is also shared and collected by the authors. Farooq and

Hafeez [89] proposed a ResNet-based system for identification of COVID-19. The

model’s accuracy has remained constant at 0.962. Table 4.8 depicts that the pro-

posed SQNet model has achieved a higher accuracy value of 98.4% when compared

to other models.



Chapter:4 Research Methodology 86

4.13 Strength and Weakness Comparative Study

With Other Recent Works

The presented SQNet model demonstrates competitive performance compared to

recent studies, achieving an accuracy of 98.4% for multi-class classification. The

presented approach has contributed to its robust performance for COVID-19 clas-

sification using chest X-ray images. However, like other complex models, it may

require significant computational resources and further validation to ensure its ef-

fectiveness across diverse datasets. Table 4.9 has shown the strength and weakness

comparison key points with other research works.

4.14 Discussion

In this work, a deep learning based CNN-based SQNet framework has implemented

for effectively and accurately classifying the coronavirus cases from healthy, pneu-

monia cases by using obtained datasets. The implemented model has provided

accurate diagnostics for binary as well as multi-class classification for the predic-

tion of coronavirus. This chapter summarizes the researcher efforts to test and

validate the prediction model for coronavirus. The datasets were obtained from

Github repository. Moreover, the performance measure metrics have been eval-

uated for classification accuracy obtained from the various datasets. Numerous

statistical parameters such as accuracy, precision, recall, and f-measure are ana-

lyzed for the implemented system. The implemented model has achieved higher

accuracy 97.8% for multi-class classification.

4.15 Conclusion

In this chapter, the workflow of the deep SQNet model for identifying and diag-

nosing the coronavirus are discussed. Precisely, the various essential aspects such
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Table 4.9: Strength/Weaknesses

Authors Model
Used

Techniques
used

Strength Weakness

Verma et
al. [139]

VGG-16
with
SVM

Segmentation
and aug-
mentation

Utilized lung segmenta-
tion to focus on classifi-
cation and acheived 98%
accuracy.

A relatively small dataset
with 470 COVID-19 im-
ages, Overfitting problem
due to the limited dataset
size.

Khan et
al. [140]

VGG-16
and
VGG-19

Transfer
learning,
fine-tuning
and has
acheived
94.8%
accuracy.

Effectiveness of transfer
learning for small-sized
datasets. This approach
achieved optimal classi-
fication performance in
detecting COVID-19

Not much better perfor-
mance for multiclass clas-
sification.

Samir et
al. [141]

ResNet18 Data aug-
mentation,
transfer
learning

Applied transfer learn-
ing and leveraging pre-
trained models for im-
proved performance has
acheived 94.1% accu-
racy.

The Performance was
dependent on the pre-
trained models.

Kulkarni
et al.
[142]

CNN
and
Transfer
Learn-
ing

Image pro-
cessing,
multiclass
classifi-
cation
and has
acheived
94.8%
accuracy.

Compares multiple
models to identify the
best performance for
classification.

Transfer learning mod-
els may not be fully
optimized for specific
datasets.

Mwendo
et al.
[143]

Various
Deep
Transfer
Learn-
ing
Models

Transfer
learning
techniques

Provides a compre-
hensive review of deep
transfer learning ap-
plications in detecting
COVID-19, pneumonia,
and tuberculosis.

Lacks of specific perfor-
mance metrics for indi-
vidual models.

Presented
System
[133]

SQNet Fine-
tuning,
data aug-
mentation

Achieved high accuracy
for binary and multi-
class classification for
COVID-19 when com-
pared to other models.

It may require signifi-
cant computational re-
sources and further val-
idation to ensure its ef-
fectiveness across diverse
datasets.

as dataset collection, sources, and classification are also discussed in this chapter.

Further, the experimental setup, implementation, prediction model efficiency, and

research outcomes have also been described in this chapter.



Chapter 5

Research Methodology for
Omicron

5.1 Introduction

This chapter represented the another research work that helps for the identifi-

cation of other airborne disease Omicron which is variant of coronavirus. For

such purpose, an efficient machine learning prediction model has implemented for

identifying and diagnosing the omicron patient suffering from such disease.

5.1.1 Background

On November 11, 2021, the omicron (OMCRN) is recognized as a variant of coro-

navirus (CorV) as the first case was detected in Botswana. The OMCRN cases

have also been found in the United Kingdom, Italy, and Belgium. A high alert

is announced in Europe as another sequenced case has been found in Hong Kong

and South Africa. The OMCRN is a heavily CorV variant also known as B.1.1.529

and On November 26, 2021 the World Health Organization (WHO) listed by as

a variation of concern. The WHO announced naming the variant Omicron after

Greek Letters to avoid public confusion and stigma. The structure of OMCRN

has more mutations on its spike protein. In South Africa, approximately 280 cases

88
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Table 5.1: Symptoms-based Analysis

Symptoms and their Nominal values

Severe Value Type

· Shortness of breadth

· Chest pain

· Loss of speech

· Confusion

Mild

· Fever

· Cough

· Tiredness

· Loss of Taste/ smell

· Irritated Eyes

Less

· Diarrhea

· Rashes on skin

· Discoloration of fingers/ Toes

· Sore Throat

· Body pain

· Head ache

No, Moderate, Less, High, Very High

No, Moderate, Less, High, severe

Yes, No, Moderate

No, Moderate, Less, High, Very High

No, Normal, Less, High (Sudden), Severe

No, Yes, Less

No, Yes

No, Yes

No, Yes, Less

No, Yes, Less

No, Less, High

No, Yes

No, Yes, Less

No, Moderate, Less, High, Severe

No, Yes, Less, High, Severe

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

Text

of Corv per day were found before the detection of OMCRN. The United States

and Australia have found many confirmed cases of the variation of Corv. The UK

Health Security Agency stated that more than 75 new cases had been discovered in

England, raising the total number of verified cases. In many nations, the OMCRN

is the dominating variant of concern throughout the fourth wave. It is currently

the most common Corv variant, causing more than 99% of COVID-19 infections

in some states and a massive surge in hospitalizations.The symptoms of OMCRN

are divided into 3 categories: Severe, Mild, and Less as shown in Table 5.1.
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5.2 Layered Architecture

This section gives a layered architecture of the proposed framework. It comprises

different layers namely Data Sensation and Pre-processing Phase (DSAPP), Data

Classification Phase (DCP), Data Filtering Phase (DFP), Data Prediction Phase

(DPP), and Visualization and Decision-Making Phase (VADMP).

5.2.1 Data Sensation and Pre-processing Layer

This layer is amenable to aggregate data that may be related to health data from

the various IoT devices. The proposed system acquires the personal and health

related parameters of a person.

Pre-processing - The Data sensation layer collects health parameters such as

fever, chest pain, headache, body pain, cough, rashes on the skin, vomiting, nau-

sea, loss of taste, sore throat, irritated eyes, and shortness of breath via smartphone

or web-based application. The individual will register themselves via mobile ap-

plication and give data related to the health attributes in the form of ’Yes’ or

’No’ and the environmental data are collected from the numerous surroundings

environments. A global positioning system is used to determine the exact location

of an individual embedded in their smartphone via its navigating tracking system.

Table 5.2 represents the category of datasets and their attribute values. Further,

Table 5.2: Categorization of Data Sets

Category of Dataset Attributes Format

Health Data Fever, Chest pain, Confusion, and Disori-
entation of fingers, Appetite, Headache,
and Sore throat

Text data

Meteorological Data Humidity, High(Maximum) and Low (Min-
imum) temperature

Text data

Location Data Infectious areas/ Risk suspected regions Frequency-
based non-
textual

the collected data are sent to the fog layer where it will be analyzed for further
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processing into the possible classification of omicron-infected (IN-OMCR) or un-

infected (UIN-OMCR) class. For security concerns, all data can be protected

through Secure Socket(SSL) and Transport security Layer(TSL) Protocol. Fur-

thermore, Amazon EC2 can be used for storage of data to increase the efficiency

and accuracy. The acquired information is transmitted to the fog layer via fog

computing devices for pre-processing and classification purposes. The categorized

data are transmitted to the cloud layer for monitoring, in-depth analysis and alerts

will send to the concerned stakeholders if any abnormalities found.

5.2.2 Data Classification Phase(DCP)

After the acquisition of health-related parameters from various IoT devices or

biosensors, it can pass to fog computing devices for analysis at the fog layer. The

DCP layer is responsible for evaluating effective data analysis over such devices.

Fog computing devices plays a critical role in real-time data processing by handling

computations closer to IoT devices before sending processed data to the cloud.The

categorized data are transmitted to the cloud layer for monitoring, for further

usage, and in-depth analysis. Moreover, such devices generate on prompt decisions

by analyzing the various attributes. Since IoT sensors generate heterogeneous and

large amounts of data in real-time applications, Raspberry Pi can be used for data

acquisition from such types of devices in the real-time based application scenario.

In DCP, fog layer is responsible for data filtering, analyzing, and classification

before in-depth processing at cloud. Based on healthcare, the following datasets

are formulated by incorporating event-oriented data and data is pre-processed via

an efficient parameter extraction mechanism.

1. Health-oriented based Data - Such data set includes various vital symp-

toms consisting of Fever, Chest pain, Confusion, Disorientation of fingers,
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Headache, and Sore throat. Various human body wearable sensors and bio-

sensors are embedded in the body of an individual to acquire such types of

data.

2. Meteorological Data - Environmental and natural conditions-based data

are categorized in this dataset such as high and low temperature and humid-

ity. Numerous sensors like climate and temperature sensors can be placed

around surroundings for acquiring data.

3. Geographical-based Data - It finds the location of risky areas. Global

positioning systems (GPS) can be used to collect such types of data.

Moreover, these events-based datasets play a vital role in diagnosing an infected

omicron patient.

5.2.3 Data Filtering Phase(DFP)

As stated previously, the primary function of the data classification layer is to

classify the datasets based on Weighted Naive bayes(WNB). WNB is a probabilis-

tic classifier that works based on the Bayes theorem for categorization purposes

[144]. For further assessment Omi-health Severity Index(OHSI) measure and these

datasets are categorized into IN-OMCR(infected) and UIN-OMCR (non-infected)

classes. These classes are described as:

1. IN-OMCR Class - In such a class, it contains those values which is not

lies in between the normal range. In other words, data attributes like high

fever, high blood pressure, sore throat, shortness of breadth, and chest pain

belong to this class. This category of dataset comprises those attributes that

directly or indirectly effects the person health.
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2. UIN-OMCR Class - In contrast, it contain those data values which lie

within the normal limit. These data values are used to determine an indi-

vidual health condition and non-vulnerable to human health.

5.2.3.1 Mathematically Analyzation

Let D= {d1, d2, d3, ........................, dn} be n data points, C = {c1, c2} be set of

different classes. The likelihood function P(y/cj) and y ∈ D for given the classes.

o The probability of observing a set of characteristics can be calculated as[145]:

P (cj/y) = arg max
cj∈C

[
P (cj)∗Π2

j=1P (cj/yi)

Πn
i=1P (yi)

]
(1)

In all the denominator is constant so it can be removed from eq(1). Then perfor-

mance of weighted NB by assigning different weighting to each attribute can be

written as:

P (cj/y)= arg max
cj∈C

[
P (cj)×

n∏
i=1

P (cj/yi)
Wi

]
Wi∈(0,1)

(2)

A positive number which is given to all attributes known as weight wi. WNB

is used for determining the probabilistic value of each parameter, based on the

vulnerability scale known as Omi-health Severity Index.

Definition 1: Omi-health Severity Index (OHSI)

The probabilistic value is used to measure the OMCRN-infected health severity of

a person at the time δt. If the probabilistic value of a person lies in between the

the threshold value given by an expert, then it is safe, otherwise, an alert message

is to be generated to the stakeholders.
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5.2.3.2 Time-series Based Data Extraction

After filtering the attributes, the spatio-temporal (SPT) based data mining tech-

nique is used to extract the OMCRN health data at time window δt [46]. Both

geographical and temporal data can help to improve the performance accuracy

and predict the probability of an infected person on time. The approach which is

used for SPT-based feature extraction called as SPT granularity.

Definition 2: Spatio - temporal Granularity :

The temporal-granularity GT and spatial(S) elaboration over the temporal domain

of S
GT
temporal = <Gdi,ESj > ∀ i=12,3....,m , j=1,2,...,k. Each data value repre-

sented by di of kth event at time window δt where tj ∈ [t,t+δt][146].

Figure 5.1 represents the SPT Granularity at time window δt. The information

that is retrieved based on SPT must be stored as instances in the data sets[147].

For n attributes the omicron vulnerability score will be evaluated. Algorithm 1

(Table 5.3) defines the step-by step procedure to evaluate the OMCRN scale of

vulnerability (Osov). If the valve of Osov value lies with in limit it means per-

son belong to safe UIN-OMCR class otherwise a person is not safe and belong

to IN-OMCR class. So, a warning alert message will be generated(as explain in

algorithm 2).

5.2.4 Data Prediction Layer(DPP)

The main goal of DPP is to determine the prediction analysis effectively. The

prediction layer is utilized for the identification of a person suffering from OMCRN

and it used temporal data for predictive analysis. For such purpose, an enhanced

temporal data-based recurrent neural network (ERNN) in collaboration LSTM is

utilized. ERNN is mainly made of input components, hidden units with neurons,

and one output unit. It consists further comprises Monitoring, Training, and

Prediction phases which are ahead:
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Figure 5.1: Spatio-temporal Data Granularity

5.2.4.1 Monitoring Phase

In this phase, ERNN will assign different values to each attribute and then allocates

weight on the importance of each attribute. On the basis of training, such phase

stores its significant parametric value that can be used for prediction at the fog

layer.

Let Rt={r1, r2, r3, .., rn} be the n input data, where rt ∈ Rk of the weighted matrix

Wht at time t. The hidden layer HDt represented the system state memory at

time t as:

HDt = ψHD(σt) where

σt=WhRt + Whh hht−1+ bs0 (3)

Here Wh ∈ Rdxd , Whh ∈ Rdxk , bs0 ∈ Rd updated during training phase. σ and

ψ(.) are nonlinear activation functions.
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Table 5.3: OMCRN Severity of Vulnerability determination

Algorithm 1 Vulnerability Scale value determination procedure

Input: consider Di = {d1,d2, d3..... dn} be the data points for associated OHSI
values at various parameters (prior probability of OMCRN-related attributes)
and Ow1, Ow2,Ow3,...,Owm are associated weights.
Step 1. Initialize Osov to NULL
Step 2. Compare each data value with the predefined threshold value.
Step 3. if OHSId1 > threshold value Then add Ow1 * OHSId1 to Osov.
Step 4. if OHSId2 > threshold value Then add Ow2 * OHSId2 to Osov.
Step 5. if OHSId3 > threshold value Then add Ow3 * OHSId3 to Osov
Repeat for n data values
Step 6. If OHSIdn > threshold value Then add Owm * OHSIdn to Osov.
Step 7. Osov = Ow1*OHSId1+Ow2*OHSId2 +.......+Owm*OHSIdn

5.2.4.2 Training Phase

The training phase helps to diminish the error till the desired tolerance which was

produced during monitoring phase. To achieve such goal, the ERNN consists of

two processes feed-forward and to update the weight of each parameter, the back-

propagation process is used.

LSTM-ERNN Model

In ERNN, when data is transmitted backwards, the problem of vanshing gradient

appered. To solved the gradient problem, the LSTM is used which has the ability

of faster convergence and diminish the problem of exploding gradients.

The proposed LSTM-ERNN model consists of hidden layers as a memory cell for

storing information for a long period of time and the rest of the architecture is

similar to existing RNN. Figure 5.2 depicts the individual neuron structure of the

LSTM-ERNN with memory cell(ct) at time t and hht represents the hidden state.

LSTM cell ct include various gates namely Input (IG), Forget (FG), and Output

(RG) gate.

To enhance the prediction accuracy results, the proposed model used the LSTM.

At each time step t, inputs (rt , hht−1, ct−1) are sent to three gates which generates
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Figure 5.2: Schematic view of LSTM-ERNN

signals that can be evaluated using following equations:

F t
G = σ(Wf × [hht−1, rt] + bf ) (4)

Input Gate (IG)

IG is responsible to determine and add new information through activation func-

tions. It is used to generate parameters and to update information by using the

following equations[145].

ScI = tanh(Wi × [hht−1,rt] + bc)

ScR = ft ∗ Sct−1

R + IRG ∗ ScI IRG= σ(Wi*[hht−1 ,rt]+ bi) (5)

where,

ScI is current input. IRG denotes the result of IG Wi and bi denotes the independent

weight and bias of IG respectively.

Output Gate (RG)

It calculates the final output of the current state to complete the forward propa-

gation calculation of the network by using the formula:

RG = σ(Wf × [hht−1, rt] + bf ) ∗ tanh(ScR) (6)

where tanh(r) = 1−e−2r

1+e−2r (7)



Chapter:5 Research Methodology 98

5.2.4.3 Prediction Phase(PP)

This layer is utilized for the predictability of Osov in an associative time window

is calculated. Mathematically, it is expressed as:

P (Osov) =
t∑
i=1

αthht (9)

where, αt = exp(S(hht,γ))
T∑

t=1
exp(s(hht,γ))

such that S(hht, γ) is a mapping function, αt is a

normalized value that refers to the whole network at time t.

5.2.5 Visualization and Decision Making Layer(VADMP)

This layer is utilized as a presentation layer for a person in order to facilitate the

provision of healthcare services effectively. The primary function of this layer is

to provide the user to depict the Osov outcome via a hand-held device or a Liquid

crystal panel or a smartphone for efficacy. In addition, to display the parameters

numerically, visualization is incorporated with the SPELLMap technique. It inte-

grates the spatial and temporal data to perform analysis. In order to enhance the

visualization, the different colour coding schemes is used for the representation the

effect of omicron. In the presented study, the U-matrix depicted method is used

for prediction indication of the proposed model. It is depicted as follows;

Osov (Low) – > Green Colour

Osov (Medium) – > Yellow Colour

Osov (High) – > Red Colour

The process of the colour coding with U-matrix mapping is shown in Figure 5.3.

The red color indicate a high Osov value whereas green color indicates a low Osov

value. Yellow colour indicate the medium Osov value.

It’s important to note that data can be transmitted between the fog computing

device and the display screen via a variety of wireless communication protocols

such as Bluetooth, Wi-Fi, or ZigBee. In addition, along with the vulnerability pre-

diction technique, the alert message procedure has included to increase the facility
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Figure 5.3: LSTM-ERNN with U-matrix

Table 5.4: Steps for generation of alert signal

Algorithm 2. Warning Signal Generation Procedure
Input: Current category(catg) of a person, parameters, Probability value of numerous attributes, and
Pre-defined threshold values.
Step 1. Take present category(catg),various OMCRN health parameters at the present time window of
a patient.
Do
For j = 1 to n parameters
Step 2. If (Attribute (j) > threshold-value)
2.1 If (catg == IN-OMCR ) Then
2.2 Person is unsafe and go to step 4.
Else
Step 3. If (catg == UIN-OMCR)
Step 4 Calculate Osov.
4.1 If P(Osov) > Pre-defined-threshold-value Then
4.2 Send warning message to a patient or caretakers or hospitals.
End Do
Step 5. Goto Step 2.
Step 6. Present output to SPELLMap (for display).

for an individual suffering from omicron so that action can be taken promptly. Al-

gorithm 2 (Table 5.4) shows the visualization procedure including to send an alert

generation.

5.3 Predictive Mining

Predictive mining has been able to explore the knowledge available in the health-

care domain to improve decision-making and anticipate future trends or events

more accurately [148]. It helps in designing of a prediction model to support de-

cisions. The main task of this approach in the classification involves assigning
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a category to a new observation or instance after the model has learn from the

training set. It is also known as supervised learning. After training, the classi-

fication model performs testing on the data. The predicted values are compared

for knowing values i.e., the accuracy of classification is measured. Accuracy is the

evaluation criteria of a classification model wherein the percentage of observed

classification values are compared with the actual classification.

5.4 Experimental Setup

This section describes the experimental setup for the proposed system. For en-

hancing the another research work, the suggested prediction model for Omicron

was implemented. For this purpose, the experiment was performed in MATLAB

on Intel Core i7 Quad-core CPU with 3.2@GHz processor and RAM of 4 GB for

training and testing. Further, the numerous evaluation metrics are compared with

state-of-the-art models of the proposed system.

5.4.1 Dataset Source

The data is to be collected from the open-source repository GitHub1. It consists

of symptom-based data for the two possible classes (i) UIN-OMCR(non-infected)

and IN-OMCR (Infected) class. In the given dataset, various parameters such

as fever, sore throat, chest pain, sex, cough, headache, tiredness, and shortness of

breath are considered. The collected dataset consist of 9525 disease-infected cases,

2851 healthy, and 2500 non-confirmed cases.

1source:https://github.com/nshomron/covidpred
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5.5 Results and Performance Analysis

5.5.1 Training and Testing Implementation

This subsection how a dataset is split into training and test dataset for building

prediction model for Airborne disease. The investigator has split dataset into two

parts in the ratio of 80:20. The first part is a training set while the second part is

of test dataset which has shown in Figure 5.4.

Figure 5.4: Dataset distribution

5.5.1.1 Performance analysis of Classification

The presented model is evaluated using 4 quantitative statistical metrics in terms

of Accuracy(ACR), Precision(PRC), Recall(REC), and F-measure(FM) to eval-

uate the classification performance of the proposed system. The MatLab envi-

ronment is used for experimental purposes. Table 5.5 depicts the classification

analysis performance of the proposed model. The experimental result exhibits

that the suggested model has achieved higher accuracy when it is compared to

other classifiers models such as Support vector machine (SVM), ANN, K-Nearest

Neighbor (KNN), and Random Forest Tree (RFRT) [149][150].

.
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Table 5.5: Classification Performance

Performance Pa-
rameters

ACR (in
%)

REC (in
%)

PRC (in
%)

FM (in %) MCRC

ANN 95.8 95.2 92.5 93.5 0.95

SVM 96.1 96.1 92.3 94.3 0.95

KNN 96.9 95.4 92.1 95.6 0.96

RFRT 97.3 96.2 92.2 94.7 0.97

Proposed 98.7 97.8 92.8 97.4 0.99

Figure 5.5: Efficacy of Proposed Model (a) Accuracy (b) Recall (c) Precision
(d)F-measure

1. Figure 5.5(a) depicts that the proposed model has achieved higher accuracy

of 98.7% as compared to ANN (95.8%), SVM ( 96.1%), KNN (96.9%), and

RFRT 97.3% respectively.

2. Figure 5.5(b) depicts the presented model has obtained a recall value of

97.8% which is much better than other models such as ANN consists of

95.2%, SVM consists of 96.1%, KNN consist of 95.4%, and RFRT 96.2%

respectively.
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3. Moreover, Figure 5.5(c) depicts that the proposed model has obtained a

precision value of 92.8%, that is better than ANN, RFRT, and KNN.

4. Furthermore, Figure 5.5(d) has shown value of FM 97.4% of the proposed

model which is higher as compared to SVM (94.3%), ANN consists of 93.5%,

and RFRT consist of 94.7%.

As a result, it can be concluded that the classification performance of proposed

model has achieved more efficiency than others.

Confusion Matrix

The confusion matrix shows the relationship between true positive and true neg-

ative. It provides the ability for understanding the flawed of proposed model in

addition to the TP and FP. Figure 5.6 a,b,c and d depicts the confusion matrix of

SVM, ANN, and the proposed model respectively.

Training Accuracy and Loss Curve

In LSTM-ERNN the proposed modal consist of 12 neurons at the input layer and

the 1 neuron at output layer during training and testing. The Fully Connected

Layers of the ERNN model contain 15 nodes in the 1st hidden layer, 10 nodes

in the 2nd hidden layer. The ADAM optimizer was used for the ERNN model

along with the activation functions. Figure 5.7 represented the validation loss and

accuracy of every epoch during training and testing of the proposed model. The

learning rate of the implemented model was 0.001 and it achieved 0.1 dropping

out rate for regularization of the processed information.

To explore the performance analysis, the presented model is compared with an-

other classification models at different instances. Table 5.6 depicts the performance

of presented model and also shown the comparison with other models in terms of
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Figure 5.6: Confusion matrix of a) SVM b) ANN c) RFRT d)Proposed

Figure 5.7: Proposed model Loss(Left) and Accuracy(Right) Curve

various parameters at different instances.

1) As it can be seen in Figure 5.8(A, B,C, and D), the reported value of recall is

increasing as the data instances are increasing. Figure 5.8 (A) represented that at

1500 data instances highest recall value was 95.7%, at 4500 instances recall value

increased to 96.8% of the proposed classifier.

2) Moreover, it can be seen for other metrics such as precision and f-measure.

Figure 5.8(E,F, G, and H) have shown the different values the precision values at

1500, 2500, 5500, and 6000 are 90.7%, 91.1%,92.4% and 92.8% respectively. It can
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be noted that the precision of the proposed classifier has achieved a higher value

of 92.8% as well as instances increases.

3) Similarly, Figure 5.8 (I,J,K, and L) have shown the obtained value for f-measure

of the proposed classifier that has achieved a higher value of 97.4% as well as in-

stances increases.

Figure 5.8: Performance efficiency at different instances

5.5.1.2 Prediction Efficiency

The performance of the proposed model is evaluated using various statistical pa-

rameters such as precision etc. In addition, to enhance the performance of pro-

posed model, Root Mean Square error (RSE) and Squared Pearson correlation

coefficient (SPCRC) are computed for error rates in prediction. As demonstrated
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Table 5.6: Classifications Efficiency

Model Proposed(in %) SVM(in %) RFRT(in %)

No. of Instances REC PRC FM REC PRC FM REC PRC FM

500 92.4 90.2 91.3 90.3 90.4 89.1 90.2 91.2 92.4

1500 93.9 90.7 92.5 90.8 91.6 90.2 91.8 91.7 90.2

2500 93.2 91.1 91.6 92.4 90.8 92.5 93.4 90.2 91.7

3500 93.4 91.7 94.4 93.7 90.4 93.2 92.5 91.3 92.6

4500 94.6 92.1 95.3 93.2 91.1 93.4 94.1 92.5 91.8

5500 95.7 92.4 96.3 93.5 90.5 93.9 93.7 91.1 93.3

6000 97.8 92.8 97.4 94.1 91.7 94.3 94.2 91.7 94.2

in Table ?? the proposed framework achieves least error in terms of RSE amd

SPCRC. The suggested model is contrasted with three models, namely Artificial

Neural Network (ANN), Support Vector Regression (SVR), and Random Forest

Regression (RFR).

1) As it can be noticed that in Table 5.6 the reported value of presented model

Table 5.7: Analysis using Statistical Errors

Models SPCRC RSE

ANN 0.81 1.8

SVR 0.91 1.5

RFR 0.73 1.7

Proposed 0.51 1.1

consists of precision 92.8%,recall value consist of 97.8% respectively at different

instances. Thus, it can be seen that the classification efficiency of the proposed

classifier has a higher as compared to SVM and RFRT.

2) In addition, it can be seen in Figure 5.9, the proposed model has obtained

less error in terms of RSE(1.1±0.20%) and SPCRC (0.51±0.42%) as compared to

ANN, SVR, and RFR. As a result, the implemented model has enhanced predic-

tion results with a tolerable error rate.



Chapter:5 Research Methodology 107

Figure 5.9: Error Rate of Presented Model

5.5.1.3 Prediction Time Efficiency

In this subsection, prediction time efficiency is measured incorporate with the la-

tency time to explore the efficiency of the proposed model for alert generation.

It is the time difference between performance analysis(PRanly) and generation of

respective alert(GENalrt) to display result.

It can be calculated by using following formula:

LTime = PRanly - GENalrt

The Figure 5.10 represented the prediction time efficiency, which has been cal-

culated by the utilization of latency time. Moreover, it can be observed that the

evaluated time of the proposed prediction model is less as compared to other mod-

els like SVR, ANN, and RFR.

In Figure 5.11, it can be seen that the prediction performance time of the pro-

posed model is 0.51s which is less as compared to other ANN, SVR, and RFR.

Figure 5.11 represents that the evaluation time for creation of warning alert mes-

sage. It can be concluded from the analysis results that the presented approach is

cost-effective and helps for combating the AB disease.

At the end of this chapter, it can be observed that the presented prediction model

has been performed efficient in terms of statistical evaluation metrics when com-

pared with numerous SOA of other models.



Chapter:5 Research Methodology 108

Figure 5.10: Prediction time Efficiency

Figure 5.11: Alert Generation time

5.5.2 Comparison with Other Models

The outcomes received from LSTM-ERNN is compared with other models such

as CNN, Stacked-LSTM, and Autoregressive integrated moving average(ARIMA)

which is a time series model as shown in Figure 5.12. It can be observed that

ARIMA performs better in predicting the OMCRN as compared to stacked-LSTM.

However, the implemented model perform better than the other models as depicted

in Table 5.8.
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Table 5.8: Comparative Prediction performance analysis with other models

Models MCRC NPV PRC ACR

Stacked-LSTM 0.92 0.95 0.94 0.95

CNN 0.91 0.96 0.93 0.94

ARIMA 0.92 0.94 0.92 0.96

Proposed 0.93 0.97 0.96 0.94

Figure 5.12: Comparison with Other models

5.5.3 Comparative Study With Others Recent Work

Using machine learning algorithms has gained progress in the early diagnosis of

such types of illnesses. DL techniques such as Recurrent neural networks and con-

volutional neural network techniques outperform for diagnosing ABDs in terms of

statistical parameters. Li et al. [135] present a deep-based architecture for iden-

tifying coronavirus patients. The experiment results have shown the presented

model has obtained 89.1% accuracy via transfer learning. Jaiswal et al. [151]

presented a DenseNet201 deep learning model for the classification of the Coron-

avirus variant using transfer learning. The experimental results have shown that

the accuracy obtained by the presented model was 97%.

In the current thesis, the classification algorithm and LSTM-ERNN prediction

Model has presented as a fast, reliable, and efficient technique to diagnose the

OMCRN. Furthermore, the current work has shown the presented classification
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model has achieved higher accuracy (98.7%) when compared to other models such

as ANN, SVR, and Random forest tree. Table 5.9 depicts the comparison of the

presented work with other works.

By comparative studies, it can be concluded that the presented model achieves

98.7% accuracy, outperforming existing studies such as DenseNet201 (97%) and

CNN-based models (96.8%). The use of LSTM-ERNN enhances real-time predic-

tion performance, leading to better results and can provide a faster response time

in healthcare decision-making.

5.6 Discussion

In this work, a a predictive model has implemented for effectively and accurately

diagnosing, monitoring and predict the omicron airborne disease. by using ob-

tained dataset. A prediction model LSTM-RNN has been implemented to diag-

nose, monitor and predict the omicron (coronavirus variant) cases. By experimen-

tal results, it can be observed that the proposed model has obtained the higher

accuracy 98.7% as compared to other prediction models. Furthermore, the per-

formance evaluation results have shown that the predictive model has achieved

better results in terms of precision, f-measure, and recall when it compared to

other state-of-the-art models.

5.7 Conclusion

This chapter discussed the distinct layers of the model. Each layer has performed

their task to achieve objectives. Precisely the various significant aspects such as

data collection, data classification, spatio-temporal based feature extraction, and

prediction are discussed in this chapter.
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Table 5.9: Comparison with Recent works

Authors and
References

Model/Tech-
nique

Temporal
Analysis

Key Features Accuracy

Song et al. [98] Deep Learn-
ing(CNN model)

No COVID-19
identification
via transfer
learning

89.1%

Panwar et al.[119] CNN based deep
learning model

No X-ray-based
COVID-19 fast
detection

97.1%

Jaiswal et al. [151] Transfer Learning,
DenseNet201

No Classification
of COVID-
19-infected
patients

97.1%

Manocha et al.
[152]

Machine learning No Prediction
framework for
COVID-19
detection

92.8%

Hertel and Ben-
lamri [153]

Deep learning
based CON-SNET
model

No Omicron vari-
ant detection,
real-time clas-
sification,
decision-making
phase

96.8%

Saputra and
Bernarte [154]

Machine Learning No Naive Bayes
Spread pre-
diction of the
Omicron variant
in Indonesia

84.4

Presented System
[155]

ML and Deep
learning Algo-
rithms

Yes Omicron vari-
ant detection,
decision-making
phase

98.7%



Chapter 6

Conclusion and Future Scope

6.1 Conclusion

With the exponential development and intensification of the process of global in-

tegration, public health is gaining attention nowadays. The airborne diseases have

increased the mortality rate day-by-day which is primary challenged problem all

over the world. It is a big task for the healthcare industry to diagnose the disease

timely. Nowadays, The prevalence of airborne diseases has become a global health

concern. Last few years, airborne diseases posed a great threat across the world.

In 2020, the WHO declared the pandemic COVID-19 as an airborne disease that

can be spread by tiny pathogens in the air via directly or indirectly. The pan-

demic COVID-19 badly influenced the nation socially and economically. Hence,

such type of diseases have been badly affecting the individual health, development

of the country, and also increasing the mortality rate at alarming rate. Most of

the researchers have worked on such diseases but still there is working going for

the detection of such diseases at an early stage. There is a huge potential in the

area of early detection of airborne disease are required. The investigator has found

that there is no platform available for diagnosing and identifying the coronavirus

at an early stage. Therefore, the current study motivated to develop of a pre-

diction model that enables to predict the coronavirus ad its variant at an early

112
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stage as well as accurately classifying the same so that a decision-making action

or treatment can be taken on time. Finally, this chapter provides an overview of

the work done, summarizing the work carried out, making overall conclusions, and

identifying future directions for research and development. This chapter provides

the overview of the presented work which can be concluded as;

Chapter 1 described the outline of presented study. The aim of study, prob-

lem statement, motivation, objectives, research gaps, and workflow of proposed

methodology are discussed in this chapter. Chapter 2 described the various ex-

isting techniques which are reviewed for diagnosing the airborne diseases. The

comparative study of the existing techniques are analyzed and research gaps are

presented in this chapter to achieve the first objective. Chapter 3 provides the

problem formulation and deep learning / machine learning methods to achieve the

objectives. Chapter 4 provides detailed information about first research work

i.e related to identification of coronavirus. Precisely the various significant as-

pects such as data collection, data classification, data mining, feature extraction

methodology, and prediction are discussed in this chapter. In this chapter, the

dataset collection and classification, dataset sources are discussed. In this chap-

ter, outcomes concerning classification efficiency, prediction efficiency, predictive

effectiveness, prediction performance analysis are discussed in detail. Chapter

5 provides detailed information of second research work i.e related to Omicron.

Precisely the various significant aspects such as data collection, data classifica-

tion, data mining, feature extraction methodology, and prediction are discussed

in this chapter. It also explains the sources from where data has been collected.

Result outcomes, classification efficiency, prediction efficiency, predictive effective-

ness, prediction performance analysis are discussed in this chapter. Chapter 4 and

5 have achieved the objective two and three of the current research work.

The proposed system consists of a layered approach to monitor and prevent the

spread of the airborne diseases coronavirus and omicron. In the presented work,

a CNN-based SQNet prediction model has been presented for the prediction of
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coronavirus.

In addition, to classification and predictivity the omicron cases, a LSTM-ERNN

prediction model has been evaluated. To validate the model, a large number of

experiments have been conducted and the results have compared to other state-of-

the-art prediction models. Additionally, to evaluate the performance analysis of

the proposed model several statistical measures such as accuracy, precision, recall,

and f-measure are evaluated.

The main key aspects of the implemented system for coronavirus is as follows:

1. The average predictive accuracy achieved by SQNet model has (97.8%) for

four-class and 98.4% for three-class classifications for diagnosing the coron-

avirus respectively which has higher as compared to other models.

2. The transfer learning approach is utilized to solve the problem of imbalance

data and overfitting.

3. The experiment was performed on 5-fold cross-validation for the obtained

datasets with an acceptable dropout rate.

4. The suggested model also includes the analysis of the f-measure that has

achieved a higher value of 95.12% comparative to other SOA approaches.

5. In addition, the specificity analysis of the predictive model has consists

higher value of 93.65%.

Moreover, to enhance the research work for other ABD, the LSTM-ERNN predic-

tion model has also been conducted for monitoring and diagnosing the omicron.

The main key aspects of the implemented system for omicron is as follows:

1. The proposed prediction model has achieved 98.7% accuracy for identifying

and predict the omicron over spatio-temporal data mining.
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2. Moreover, the LSTM-ERNN prediction model has also been conducted for

monitoring and diagnosing the omicron. The presented model has evaluated

by various statistical metrics such as precision, recall, and f-measure. The

experimental results have shown the recall value consists of 97.8%, the value

of precision 92.8%, and f-measure consists of the value 97.4% of the presented

model.

3. Moreover, the prediction efficiency of the predictive model has evaluated for

Root Mean Square error and Squared Pearson correlation coefficient. The

outcomes have shown the proposed model has obtained less error.

4. Additionally, an alert message is to be generated to the stockholders if any

abnormality found.

Therefore, it is concluded that the proposed system has much better for diagnosing

the ABDs.

6.2 Future Directions

Research is an evolutionary process, and the completion of one research problem is

the beginning of many upcoming works. The outcomes of the thesis pave the way

for future research and provide a researchers and society to make well-informed

suggestions in the field of the healthcare system. The following section provide

the various future direction in the domain of healthcare system;

1. To successfully address real-world challenges in healthcare and diagnostics,

an improved model and also conducted for other airborne disease in the

future.

2. The proposed model could be implemented for large dataset to enhance the

accuracy and for making the model more robust.
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3. The primary aim of the current research is to create an effective model

for combating such diseases. In order to demonstrate a real-world based

application, Such approaches will be investigated in more detail for other

airborne diseases also.

4. As the security concern, data security and ethical data is another important

domain for exploration.

5. The outcomes of this study might help researchers for monitoring and diag-

nosing the airborne diseases on timely.

6. This study also helpful for the society as it provides machine learning based

model to prevent the spread of airborne diseases and identify such types of

disease timely which could help to provide a healthy life to an individual.
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