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ABSTRACT 

The healthcare industry has become a leading sector with a prompt need for efficient 

services for the patient such as patient-centric related services delivery, management 

of the health records, and facilitation of efficient, fastest, and reliable healthcare 

systems. Recently, the medical industry has been transformed, and there has been an 

extreme convergence towards digitalized healthcare offerings owing to the advance, 

engrossment, incorporation, and dependency on the digital advancements that include 

the Information and Communication Technology (ICT) sector, known as the digital 

healthcare. The health industry is pitching for more upgradation, an energetic 

environment, professional enhancements, and sprightly to deliver and support the 

purveying technologies-enabled healthcare offerings. Digital healthcare innovations 

facilitate prompt healthcare services regardless of geographical boundaries and time. 

In recent years, cardiovascular illnesses have become the main cause of mortality and 

disability across the globe. Cardiovascular diseases comprise an inclusive variety of 

ailments affecting the heart and blood arteries, including hypertension, Coronary 

Artery Disease (CAD), heart failure, and strokes. 

Many novel and advanced technologies have been integrated to bring the digital 

revolution in various sectors including healthcare. The healthcare sector is 

transforming into digital healthcare with the involvement of digital technologies. In 

the healthcare sector, a drastic change has come in the last few years due to the 

involvement of Artificial Intelligence(AI), blockchain, Cloud of Things (CoT), cloud 

computing, robotics, Internet of Things (IoT),  and more advanced innovative 

technologies. Cloud computing and  IoT are growing technologies at the global level. 

Their adoption and use are expected to be more and more pervasive, making them 

important components of digital services.  

 Recently, Machine learning (ML) has considered as a transformative technology 

being utilized in every sector such as healthcare, education, and many other sectors. 

In the healthcare domain, ML offers tools and digital technologies for enhancements 

in diagnosis, predictions, patient care, and treatments. Machine learning offers 

significant innovations for data analysis without human interaction. ML is becoming 
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more crucial for healthcare professionals to predict meaningful and relevant results 

from patient health information. In the process of evaluating complicated and diverse 

medical data, ML algorithms have shown a great deal of promise for finding 

significant patterns and making correct predictions. The development of such skills 

has opened the way for the creation of intelligent CVD analysis models, which aid 

medical practitioners in making informed choices, boosting diagnosis accuracy, and 

optimizing patient care. Machine learning algorithms are extensively used for 

decision-making as well as prediction systems. Various ML approaches are used to 

improve performance such as classification, prediction, and function approximation 

related to machine learning. In recent times, there is a growing trend for combining 

machine learning approaches as an ensemble for solving various issues. Considering 

other machine learning methods, ensemble learning has shown particularly promising 

outcomes. This approach combines the predictions produced by numerous models to 

enhance both performance and resilience.  It is a part of data science and is used for 

data analysis based on features to predict the outcomes and make decisions to achieve 

the objectives. Machine learning has emerged as an advanced approach in healthcare 

offerings that is being used to detect the cardiovascular diseases (CVD). 

The developments of machine learning (ML) and AI approaches in the healthcare 

sector have transformed the area of medical diagnostics and presented new prospects 

for early identification of CVD and precise prediction of its progression. AI in 

healthcare brings the potential of health diagnosis and treatment of patients. AI helps 

with image analysis of medical as well as health monitoring. 

There has been research work carried out for CVD prediction and classification using 

digital approaches such as ML, and several models have been proposed that focus on 

CVD prediction and diagnosis However, such models lack subtle recommendations 

and suggestions for treatments. 

Driven by the need for an effective CVD identification and classification, the thesis 

proposes a PCard model, that is used to predict the prospective occurrence and the 

probability of the presence and absence of cardiovascular disease using different 

machine learning algorithms. It uses k-nearest Neighbors, Support Vector Machine, 

Logistic Regression, Multi-Layer Perceptron, and Deep Forest for the CVD 
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prediction. A recommendation component has been integrated with a prediction 

system in PCard, where the patients are provided with valuable recommendations for 

their diagnosis based on the level of CVD predictions. The proposed PCard model has 

been tested and trained using the CVD data cardio_train taken from the Kaggle 

repository, and the experimental results indicate that the model achieves an accuracy 

of 98.5% compared to individual machine-learning approaches. 

The PCard model uses ensemble learning that capitalizes on the complementary 

capabilities of many machine learning algorithms. It tends to improve the diagnostic 

accuracy and reliability by utilizing an ensemble approach The ensemble approach 

used in PCard enhances the model's capacity to deal with the complexity and 

variability that are inherent in CVD datasets and samples.  This model allows us to 

analyze different features and diseases that are related to cardiovascular disease 

diagnosis.  

The proposed model uses ML approaches for the prediction of CVD problems. It is an 

ensemble machine learning model used to detect the absence and presence of CVD 

and predict the associated risk levels. The proposed model not only helps to diagnose 

CVD but also facilitates the level-based segregation for CVD risks, such as high risk, 

low risk, or medium risk. 

Additionally, the proposed model is also centered on the development of an online 

CVD analysis model for better CVD diagnostics as well as the potential of ML 

algorithms in real-time. The proposed model is based on ML algorithms such as k-

nearest Neighbors (KNN), Logistic regression (LR), random forest (RF), Multi-Layer 

Perceptron (MLP), and Support vector machine (SVM). The purpose of using these 

algorithms is for the ensemble of classifiers to utilize the capabilities of each method 

and produce a diagnostic mechanism that is more reliable and accurate. The model 

involves data preprocessing, feature selection, and an ensemble of various ML 

algorithms for the CVD prediction.  

The research work has been conducted on the cardio_train dataset available in the 

Kaggle repository having 70,000 patient records and 11 attributes. In the first stage, 

the model is trained using an ensemble approach using different ML algorithms, and 
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second stage, the results are compared with the existing ensemble-based proposed 

model, such as the MLP model proposed in 2022 with an accuracy of 82.47% and 

87.5%, the EHDPS model achieved an accuracy. In contrast, the PCard model 

achieved an accuracy of 98.5%. 
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CHAPTER - 1 

INTRODUCTION 

The healthcare industry has become a leading sector with a prompt need for efficient 

services for the patient such as patient-centric related services delivery, management of 

the health records, and facilitation of efficient, consistent, and fastest medical sector. 

Recently, the medical industry has been transformed, and there has been an extreme 

convergence towards digitalized healthcare offerings owing to the advancements, 

engrossment, incorporation, and dependency on the advancements such as the 

Information and Communication Technology (ICT) sector, known as digital healthcare. 

Consequently, the healthcare industry is pitching for more upgradation, an energetic 

environment, professional enhancements, and sprightly to deliver and support the 

purveying technologies-enabled healthcare offerings. Digital healthcare innovations 

facilitate prompt healthcare facilities regardless of geographical borders and time. This 

chapter serves as a technological enhancement in the healthcare sector. 

  Technological enhancements in the medical services and sector help monitor, identify, 

and treat human diseases. It influences our daily routine and impacts our future in 

providing health-related services such as telemedicine, mHealth, artificial intelligence, 

electronic health records, sensors, and other devices that impact digital transformation. 

Digital transformation has already shaped the healthcare industry with technology 

enhancement and more transformations will impact the industry with more advancements 

in virtual reality and augmented reality. 

   This chapter has been divided into 9 sections, where Section 1.1 enlightens on 

cardiovascular disease and its ailments. Section 1.2 gives a detailed description of the 

Cloud of Things. Section 1.3 highlights the significance of digital healthcare with its 

technologies, while Section 1.4 defines the basics of Machine Learning, ML-based 

models, and healthcare analytics. Section 1.5 discusses the problem statement guiding the 

requirement of the proposed work. Section 1.6 lists the objectives for the proposed work. 
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Section 1.7 pens down the research questions related to the research work. Sections 1.8 

and 1.9 cover the thesis contributions and thesis organization, respectively. 

1.1 Introduction 

In recent years, cardiovascular illnesses, also known as Cardiovascular diseases (CVD), 

have become the main reason for mortality and disability across the globe. 

Cardiovascular illnesses comprise a broad variety of ailments that affect the heart and 

blood arteries, such as hypertension, Coronary Artery Disease (CAD), heart failure, and 

strokes [1]. 

   As per the report of the World Health Organization (WHO), CVDs have become the 

cause of around 17.9 million deaths annually, which accounts for 31% of all fatalities that 

occur throughout the globe [2]. The cardiovascular system, including the heart and its 

blood vessels, can be affected by various issues that can hinder its proper functioning, 

which are also known as CVD. These are also called heart diseases, which include 

different entities such as CAD, Peripheral Artery Disease (PAD), aortic atherosclerosis, 

and Cerebrovascular Disease [3].  

   CAD, also known as coronary heart disease (CHD), is a coronary artery blockage 

where the major vessels struggle to supply proper flow of blood as well as sufficient 

oxygen level to the heart. The word cerebrovascular is derived from two parts: "Cerebro‖ 

means the brain‘s large part, and ―vascular‖ is the arteries or veins. Cerebrovascular 

disease includes stroke and transient ischemic attack (TIA) that affect the flow of blood 

as well as blood vessels in the brain. The PAD is a situation in which arteries reduce the 

blood flow to arms and legs [4]. All these CVD problems pose major threats to human 

life, thereby mandating effective analysis and treatment. Economically, the cost of CVD 

treatment goes beyond the loss of human life since it also places a significant financial 

burden on healthcare systems, society, and people [5]. Thereby, an early diagnosis is 

essential for efficient treatment and management of CVD. This enables medical 

practitioners to react swiftly, therefore, preventing future problems and improving patient 

outcomes.  
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Historically, the diagnosing process of CVD has often used a mix of clinical 

examinations, diagnostic imaging procedures, and laboratory investigations [5]. 

However, these methods often have disadvantages, such as subjectivity, high costs, and 

time-consuming procedures, which may lead to delays in diagnosis. However, the recent 

diagnosis and treatments indicate that the correct and timely identification of CVD is 

very necessary for the successful treatment and management of cardiac disorders. A lot of 

conventional methods have been used for CVD diagnosis including angiography[12], 

Cardiac Catheterization[10], Computerized Tomography [11], Electrocardiogram[6], 

Echocardiogram [8], Heart CT scan [11], Holter monitoring[7], Magnetic Resonance 

Imaging (MRI)[13], and  Stress test [9]. However, the conventional methods of diagnosis 

involve extensive dependencies on tests that are both expensive and inefficient, which 

may cause a delay in both the diagnosis and therapy [14]. 

   Recently, many novel and advanced technologies have been integrated to bring the 

digital revolution in various sectors including healthcare. The healthcare sector is 

transforming into digital healthcare with the involvement of digital technological 

advancement and innovations. This drastic change has come in the last few years due to 

the involvement of Artificial Intelligence (AI), blockchain, cloud computing, Internet of 

Things (IoT), Cloud of Things (CoT), robotics, and more advanced innovative 

technologies. Technological innovations as listed above extensively utilize the 

capabilities of cloud computing and IoT. Cloud computing and IoT are growing 

technologies at the global level. Their adoption and use are expected to be more and 

more pervasive, making them important components of digital services.  

   Currently, the developments of Machine Learning (ML) and AI approaches in the 

healthcare sector have transformed the area of medical diagnostics and presented new 

prospects for early identification of CVD and also precise prediction of its progression. 

AI in healthcare brings the potential of health diagnosis and treatment of patients while 

involving image analysis of medical records as well as active health monitoring [15].   

   Machine learning offers significant innovations for data analysis without human 
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interaction [16]. ML is becoming more crucial for healthcare professionals to predict 

meaningful and relevant results from patient health information. In the process of 

evaluating complicated and diverse medical data, ML algorithms have shown a great deal 

of promise for finding significant patterns and making correct predictions. The 

development of such skills has opened the way for the creation of intelligent CVD 

analysis models, which aid medical practitioners in making informed choices, boosting 

diagnosis accuracy, and optimizing patient care [16]. 

Machine learning algorithms are extensively used for decision-making as well as 

prediction systems. Various ML approaches are used to improve performance such as 

classification, prediction, and function approximation related to machine learning [17]. In 

recent times, there has been a growing trend for combining machine learning approaches 

as an ensemble for solving various issues. As compared with machine learning 

methodologies, ensemble learning has shown particularly promising outcomes [18]. This 

approach combines the predictions produced by numerous models to enhance both 

performance as well as resilience.  

1.2 Cloud of Things 

A novel paradigm where an integration of cloud and IoT is termed as Cloud of Things 

[19]. CoT provides a way to manage massive volumes of data with its complexity and 

IoT helps in creating an extended portfolio of services that can be provided with the use 

of sensors. It is expected that in the current year, 50 billion things will be interconnected 

via the Internet which will generate a massive amount of data thereby demanding larger 

storage space [20]. To handle such things, CoT will predict the things as a service to 

handle such circumstances via APIs.  

CoT helps in providing and offering the various services associated with the healthcare 

sector including data monitoring, patient data storage, patient health data processing, data 

analysis, and visualization capabilities with the integration of IoT devices, and also 

enables the feature of communication and collaboration among patients and healthcare 

professionals [21]. CoT promotes smart healthcare applications and health-related 
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services that promote the extensive use of the cloud through things such as sensors, 

which opens various issues as well as opportunities [22, 23]. It develops advanced 

communication between health analysis devices and also handles ever-increasing data 

demands [24, 25].   

The incorporation of digital technologies such as cloud computing and IoT has brought 

various benefits to the healthcare sector [19]. Due to the technological integration, there 

is a  drastic change in the medical field that has brought by improving the quality of 

healthcare services and reducing the time for healthcare offerings. Cloud computing 

helps healthcare industries to increase efficiency by automating operations, online record 

storage, offering health apps, and conclusively reducing the acquisition and operation 

costs. 

 The fast-growing IoT and cloud-enabled data processing help to provide better 

opportunities to develop smart and interconnected healthcare systems [26]. 

1.3 Digital Healthcare 

Digital healthcare, often referred to as eHealth or digital health, is a broad and evolving 

field that involves the use of technologies such as CoT, ML, AI, and other digital tools 

for providing digital healthcare services. Digital healthcare enhances the delivery of 

healthcare services, improves patient outcomes, and streamlines healthcare processes 

[27]. Digital healthcare comprehends of variety of technologies and applications [19, 28], 

as shown in Figure 1.1. The various technologies related to digital healthcare are CoT, AI 

and ML, Blockchain, and health analytics. Figure 1.1 also depicts the various associated 

applications related to technologies that include EHR, Telemedicine, Telehealth, robotics, 

Digital Therapeutics, etc. 
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Figure 1.1  Digital Healthcare Technologies 

I. Cloud of Things (CoT) 

CoT provides patient care facilities in terms of real-time health data analysis [19] and 

monitoring that helps to improve the healthcare services at local as well as global level 

healthcare industries.  

o mHealth (Mobile Health): mHealth is related to the medical and public health 

services that refer to the mobile devices, such as smartphones and wearables, to 

monitor health, provide health information, and support medical care. Mobile apps 

can track vital signs, medication adherence, and fitness activities [29]. 

o Electronic Health Records (EHRs): EHRs replace paper-based medical records with 

digital versions. They allow healthcare providers to access and update patient 
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information easily, leading to better coordination of care and reducing errors at the 

global level as data is stored and analysis is performed in the cloud [30]. Cloud 

computing helps with data storage, analysis, and visualization of the data with remote 

accessibility as well as control.  

o Health Information Exchange (HIE): HIE is defined as the digital transformation of 

medical reports. It enables the security for patient health information among 

healthcare organizations and providers during transformation. It facilitates continuity 

of patient care and reduction in duplication of tests and procedures [31]. 

o Remote Patient Monitoring: An IoT devices are used for real-time data collection of 

patient's health. It is particularly useful for monitoring patients with chronic 

conditions [32]. 

II. Artificial Intelligence and Machine Learning 

The advanced technologies such as AI and ML approaches are used to support with 

diagnostics, treatment recommendations, drug discovery, and predictive analytics. They 

can help healthcare providers and professionals make more accurate and timely decisions 

[16]. AI can include the following: - 

o Robotics in Healthcare: Robots are being extensively employed in the healthcare 

sector. They can assist with surgeries, patient care, and medication dispensing the 

healthcare procedures [16]. 

o Virtual Reality (VR) and Augmented Reality (AR): These technologies are used for 

pain management, medical training, and therapy. They can create immersive 

healthcare experiences [16,19]. 

III. Blockchain in Healthcare 

Blockchain technology helps for the enhancement in the security and health data integrity 

of healthcare data, ensuring that patient records are tamper-proof and easily traceable. 

o Healthcare Compliance and Cybersecurity: With the digitalization of healthcare data, 

ensuring compliance with regulations like HIPAA and robust cybersecurity measures 

are essential to protect patient information.  

o Digital healthcare holds the promise of improving healthcare accessibility, quality, and 

efficiency while reducing costs [36]. 
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IV. Health Analytics 

Health analytics provide the way for diagnosis and analysis of patient data for providing 

better health services using telemedicine and telehealth services [33]. Such services are 

described below: 

o Telemedicine and Telehealth: Telemedicine use the concept of ICT technologies that 

involves the use of telecommunications technology to provide remote medical services 

such as medical care. It includes virtual doctor visits, remote monitoring, and 

teleconsultations, making healthcare more accessible to patients, especially in rural or 

underserved areas [33].  

o Health Analytics and Big Data: Data analytics methods are used by healthcare 

organizations for healthcare analytics, and big data tools to large datasets, identify 

trends, and make data-driven decisions for improving patient care, population health 

management, and cost control [34]. 

o Digital Therapeutics: These are software-based interventions that treat or manage 

medical conditions. They can be used independently or in conjunction with traditional 

treatments and medications [35]. 

o Patient Portals and Engagement Tools: Patient portals give patients access to their 

health records, appointment scheduling, and communication with healthcare providers. 

Engaging patients in their care can lead to better outcomes [19]. 

o Genomics and Personalized Medicine: Advances in genomics and DNA sequencing 

enable custom-made medicine, where interventions as well as treatments are tailored to 

genomic makeup [19]. 

Overall, the Healthcare sector is boosting up with the integration of the above 

technologies to provide the services and treatment in digital ways such as EHR, PHR, 

and MRI, etc. With the amalgamation of digital technologies such as CoT, ML and AI in 

the healthcare sector , it is known as digital healthcare or Healthcare as a Service (HaaS) 

[28]. HaaS involves a wide number of services that include as shown in the Figure 1.2 

[37]: 
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Figure 1.2 HaaS Services 

o Patient-centric care: HaaS typically involves advanced technologies such as cloud 

computing for patient data storage and management in the form of electronic health 

records( EHRs), mhealth and clinical images. Cloud-based storage helps healthcare 

professionals and doctors to access patient information at the global level. 

Additionally, HaaS emphasizes the patient-centered data that allows the patients to 

control their health information as well as engaged them in decisions related to their 

health. 

o Telemedicine and remote monitoring: HaaS provides a way to consult healthcare 

professionals with patients through telemedicine at the remote level. It provides the 

facility of the patient health monitoring through connected devices such as wearable 

watch and IoT devices. 

o Data analytics and insights:  By collecting and analyses of a large amount of the 

patient‘s health data, HaaS provide the valuable insights for healthcare professionals 

for better health treatment and lead for the better decision making and health care. 

1.4 Machine Learning 

Machine Learning (ML) is considered as a branch of Artificial intelligence (AI) that 

helps the machine to analyse the past data and also helps for model building as well as 

prediction using historical data. The ML algorithms are trained using the large volume of 
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the data. It usually explores the dataset, constructs the data model, and helps for the 

prediction as well as generates the rules for recommendations [38]. Figure 1.3 shows the 

general machine-learning process [39]. 

 

Figure 1.3 General Machine Learning Process 

Machine learning approaches are classified as supervised learning (SL), unsupervised 

learning (USL), and reinforcement Learning (RFL). Supervised learning is like a 

supervisor in which the model is being trained using well-labeled data, like the presence 

of a teacher to teach the students in the class. In supervised learning, labeled data is used 

for model training using classification and regression methodologies [40]. Whereas 

Unsupervised learning is a way in which a machine works with the data without 

supervision, the model is being trained without labeled data using clustering and 

Association. Reinforcement learning acts as feedback-based learning using agents [41]. 

Table 1.1 shows the comparison between types of Machine Learning. 
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Table 1.1 Comparison Between Different Types of Machine Learning 

Sr 

No 
Criteria 

Supervised 

Learning 

Unsupervised 

Learning 

Reinforcement 

Learning 

1 Definition A model trained by 

labeled data. 

A model trained 

without labeled data. 

Interactively works with 

the environment.  

2 Type of Data Data having 

labeled data. 

Unlabeled data is used Undefined data 

3 Associated 

Problem 

Used for 

classification and 

regression 

Used for Clustering 

and Association 

Used for Exploitation as 

well as exploration 

4 Supervision Supervision 

required 

No supervision 

required 

No supervision is  

required 

5 Algorithms Linear regression, 

SVM, KNN, LR, 

Naïve Bayes 

K-means, C-means, 

Apriori  

Q-Learning, SARSA 

6 Prospective 

Applications 

Evaluation of risk Recommender System Healthcare 

 

1.4.1 Machine Learning Models  

ML is the branch of AI that specifically emphasizes the advancements of ML algorithms 

and statistical-based models to enable the computer to perform specific tasks and 

activities. There are various ML models [42] that are being used for prediction and 

analysis as shown in Figure 1.4. ML models are the core of any prediction system that 

allows one to learn from the data and helps in decision-making and prediction.  
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Figure 1.4  Machine Learning Models 

1. Classical ML Models: Classical ML models are the fundamentals for the data science 

used for the prediction. Such models build the foundations for many advanced 

techniques and are used across many industries to solve a myriad of problems. A 

comprehensive detailed description of classical models is discussed in Table 1.2 

below: 

Table 1.2  Classical ML models 

Model Types Description Use cases Advantages 

Linear Models 

[55] 

Regressions The model is 

proposed to initiate 

the linear association 

between the input and 

output variables as a 

linear equation where 

the input variables 

are considered as 

Continuous 

Values 

Predictions 

 Simple to 

implement 

 Interpretable 

 Fast to train 
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Model Types Description Use cases Advantages 

features and the 

output variables are 

predicted as targets. 

Such models are used 

for the predictions. 

Logistic 

Regression 

[56] 

Classification The proposed model 

is  for the prediction 

of the probability in 

binary outcomes such 

as 1/0, and yes/no 

using logistic 

functions. Such 

models are mostly 

used for detection. 

Binary 

classification 

 Output 

probabilities 

 Easy to 

interpret 

Support Vector 

Machines [57] 

Classification SVM separates the 

different classes and 

creates complex 

decision boundaries. 

Text 

classification and 

image 

recognition 

 Effective in 

high-

dimension 

spaces. 

 Robust in 

overfitting 

Decision Tree 

[58] 

Classification 

and regression 

The model splits the 

data into branches or 

subsets to make 

decisions based on 

the input values such 

as features. 

Risk assessment 

and loan 

approval 

 Handles no-

linear data 

 Easy to 

interpret 
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Model Types Description Use cases Advantages 

Principal 

Component 

Analysis[59, 

60] 

Dimensionality 

Reduction 

The model 

transforms the data 

into new coordinate 

systems and reduces 

the dimensions. 

Data 

compression and 

noise reduction 

 Reduces 

computation

al costs 

 Noise 

removal 

Random forest 

[61] 

Classification 

and regression 

Random forest is an 

ensemble of multiple 

decision trees to 

improve the 

performance and 

overfitting reduction. 

Predictions  Reduce 

overfitting 

 Handling of 

high-

dimensional 

data 

K-Nearest 

Neighbors 

(KNN) [62] 

Classification 

and regression 

KNN makes the 

classification of the 

data point based 

about the classes of 

the neighbors. 

Recommendation 

system and 

pattern 

recognition 

 Simple 

 Non-

parametric 

Naive Bayes 

[63] 

Classification The naive Bayes 

classification is 

created using the 

Bayes theorem, 

which assumes the 

features' 

independence. 

Text 

classification and 

spam detection 

 Fast 

 Suitable with 

high-

dimensional 

data 

K-Means 

clustering[64] 

Clustering K-Means clustering 

is considered for the 

partitioning of the 

Customer 

segmentation and 

image 

 Simple 

 Scalable 

with large 
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Model Types Description Use cases Advantages 

data into different 

clusters that is 

represented by the 

mean of its point. 

compression datasets 

Gradient 

Boosting 

Machines 

(GBM) [65] 

Classification 

and regression 

GBM builds an 

ensemble of weak 

models to improve 

the performance. 

Ranking, 

Classification, 

and Regression 

 High 

prediction 

accuracy 

 Handles mix 

data types 

 

2. Ensemble Methods:  Ensemble learning is a machine learning model that combines 

two or more learners to produce a better prediction model. The main purpose is to 

integrate the predictions of multiple models to improve performance. A detailed 

description of ensemble methods [66] is discussed in Table 1.3 given below: 

Table 1.3 Ensemble Learning methods 

Ensemble 

method 

Description Algorithms used Use cases Advantages 

Boosting 

[67] 

In boosting, 

various ensemble 

models are 

trained , each 

model address 

the specific 

errors related to 

the models 

output of the 

AdaBoost,  

Gradient Boosting, 

XGBoost, 

LightGBM, 

CatBoost 

Binary 

classification, spam 

detection, image 

recognition, House 

price prediction, 

customer behavior 

prediction, 

Anomaly detection 

 Reduces both 

bias and 

variance 

 Lead to high 

accuracy 
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Ensemble 

method 

Description Algorithms used Use cases Advantages 

preceding one. 

The final model 

is weighted. 

Bagging 

[68] 

Bagging trains 

the multiple 

models in 

parallel on 

different training 

data subsets. The 

final prediction 

model is made 

using regression 

and classification 

of the predictions 

of all the models. 

Random forest Fraud Detection, 

Spam detection, 

sales forecasting, 

Customer 

segmentation 

 Reduce 

variance 

 Prevent 

overfitting 

Voting [69] In voting, the 

predictions of 

multiple models 

are combined 

together by 

regression and 

classification. 

VotingClassifier Customer Churn 

Prediction 

 Simple to 

implement 

 Performance 

improvement 

Stacking 

[70] 

In stacking, base 

learners (multiple 

models) are 

trained and their 

predictions are 

StackingClassifier Prediction of Real 

Estate 

 

 Pattern 

capturing 

 Improve the 

performance 
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Ensemble 

method 

Description Algorithms used Use cases Advantages 

used for higher-

level models as 

input features to 

make the final 

predictions. 

 

3. Neural Network and Deep Learning:   Neural networks and deep learning are the 

subfields of machine learning that enable expressive advances in digital areas such as 

speech recognition, natural language processing, and computer vision. A neural 

network consists of layers of connected neurons, where each neuron represents 

mathematical operations and functions. There are various methodologies related to 

neural networks and deep learning, which are discussed in Table 1.4 below: 

      Table 1.4: Neural Network and Deep learning methods    

Methods Description Algorithm used Use cases Advantages 

Autoencoders 

[71] 

Autoencoders 

are artificial 

neural networks 

used as 

unsupervised 

learning for 

efficient coding. 

Backpropagation  Fraud and 

anomaly 

detection 

 Noise 

removal 

 Data 

compression 

 Labeled data 

not required 

Perceptrons 

[72] 

Perceptrons are 

artificial neural 

networks used 

as building 

Perceptron based 

weighted, Linear 

regression 

 Pattern 

recognition 

 Classification 

 Computational 

Efficiency 

 Adaptability 
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Methods Description Algorithm used Use cases Advantages 

blocks for larger 

neural 

networks. 

Neural 

Network [73] 

Neural Network 

is a machine 

learning 

algorithm class 

consisting of 

layers of 

interconnected 

neurons to learn 

the patterns. 

Backpropagation  image 

recognition, 

 autonomous 

systems 

 natural 

language 

processing 

. 

 Flexibility 

 Scalability 

 Automatic 

feature 

extraction 

  

Generative 

Adversarial 

Networks [74] 

Generative 

Adversarial 

Networks is a 

machine 

learning class 

consisting of 

two neurons, 

one generator, 

and another 

discriminator. 

Stochastic 

Gradient Descent 

 Image 

Generation 

 Video 

Generation 

 Text-to-image 

synthesis 

 Super 

Resolution 

 Improve 

stability 

 Efficiency 

Convolutional 

Neural 

Network [75] 

A deep neural 

network is used 

for grid 

processing. 

  Image 

classification 

 Object 

detection 

 Segmentation 

 Enhance 

capability 

 Easy 

adaptability 
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1.4.2 Machine Learning and Digital Healthcare Provisioning 

Machine learning is considered as a subset of AI that plays an important and crucial role 

in the medical sector. It helps healthcare professionals monitor real-time in less time, 

provides them with recommendations for better treatment facilities, and helps in clinical 

data management [43, 44]. The ML and digital healthcare provisions are facilitated with 

the support of CoT. ML based healthcare models using cloud capability.  

  ML is the way of providing the data set to the computers as well as algorithms to 

process it and perform the analysis [43]. ML plays a critical and vital role in the disease 

prediction which is not easy manually. Machine learning has different applications 

associated with the healthcare sector [44] as shown in Figure 1.5. These applications 

significantly renovate the healthcare field and industry by improving the patient 

outcomes,  cost reduction, and enhancement[45,46] in healthcare delivery in efficiency.  

 

Figure 1.5 Machine Learning in Healthcare 

ML is significantly transforming medical imaging with the improvement of accuracy, 

efficiency, and capability of image analysis and diagnosis.  ML algorithms are used to 

analyze medical images that including MRI and X-rays for anomaly detection. 

Additionally, ML also diagnoses and automates the disease and analyzes the disease 
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patterns. The role of ML in medicine and personalized treatment is transforming 

healthcare by enabling more accurate diagnosis services, patient outcomes prediction, 

and tailoring treatments to individual patients. Various ML algorithms can analyze the 

clinical data to recommend personalized treatment plans most likely most effective for 

each and every patient by considering their unique behavioral  characteristics and 

medical history. 

ML in smart health records enhances patient data management, analysis, and utilization. 

This leads to improvements in healthcare delivery. Integrating Machine learning and NLP 

methodologies can extract and drive meaningful insights from unstructured data in 

electronic health records (EHRs), such as clinical notes and pathology reports, enhancing 

the comprehensiveness of patient records. ML plays a crucial role in disease prediction 

by leveraging vast amounts of healthcare data for pattern identification and making 

accurate predictions about disease onset, progression, and outcomes. The integration of 

genetic information with other related health data, ML can predict which patients are 

likely to benefit from specific treatments, enabling personalized medical approaches. 

ML helps in the identification of diseases based on hidden patterns and image analysis. 

ML can also identify the early signs of diseases that lead to disease diagnosis and 

treatment. ML can predict the likelihood of certain diagnoses, aiding clinicians in 

considering possible conditions based on presenting symptoms and medical history. ML 

models can accelerate the process of drug discovery by predicting how different 

compounds will interact with targets in the body, potentially reducing the time and cost 

of developing new medications. 

1.4.3 Healthcare Analytics 

Healthcare analytics is the process of collecting, analyzing, and interpreting healthcare 

data to improve healthcare service delivery, patient outcomes, and overall healthcare 

system efficiency using data analysis and ML capabilities. It encompasses the application 

of multiple methods and instruments to extract insights from extensive amounts of 

healthcare-related information, including Electronic Health Records (EHRs), claims 

information, patient questionnaires, and others.  
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In modern healthcare [47] management, Healthcare analytics is considered as a crucial 

process, as it helps healthcare organizations to make data-driven decisions to perform 

various operations. Table 1.5 depicts how healthcare analytics helps in healthcare sectors. 

Table 1.5 Categorization of Healthcare Analytics data-driven decisions  

Sr 

no 

Categories Description 

1 Improve patient 

care [48] 

 

 Categorize patterns insights and trends from patient data to 

provide personalized treatment plans. 

 Predict and prevent negative patient‘s outcomes such as 

hospital readmissions or complications. 

 Monitor and manage chronic diseases more effectively. 

2 Enhance 

operational 

efficiency [49] 

• Optimization of resources allocation, including staff scheduling 

and inventory management. 

• Reorganize administrative processes, such as billing and claims 

processing. 

• Reduce healthcare costs by identifying areas for cost 

containment and waste reduction. 

3 Quality 

improvement [50] 

• Measure the healthcare quality metrics, such as patient 

satisfaction and clinical outcomes. 

• Identify best practices and areas for improvement in the 

delivery of healthcare services. 

• Support evidence-based decision-making in clinical practice. 

4 Population health 

management [51] 

• Identify the risk populations and the development of targeted 

interventions for better health-related outcomes. 

• Track health trends in communities and respond to public 

health issues more effectively. 



22 
 

5 Research and 

Development [52] 

 

• Accelerate medical research by analyzing large datasets to 

discover new treatments or therapies. 

• Support clinical trials and drug discovery by identifying 

suitable candidates and monitoring outcomes. 

1.4.4 Diverse Healthcare Analytics Techniques in Healthcare Sector  

Healthcare analytics have a substantial impact on patient care and the overall healthcare 

system. It helps the healthcare providers, payers, and policymakers to make better 

decisions that improve the patient outcomes, reduce costs, and enhance the quality of 

healthcare services. However, it also raises important ethical and privacy considerations 

regarding the sensitivity of the patient data, which must be managed carefully to ensure 

compliance with healthcare regulations and protect patient privacy [53, 54]. There are 

some common techniques and technologies used in healthcare analytics [53]  as shown in 

Figure 1.6 : 

 

Figure 1.6 Healthcare Analytics Categories  
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a) Descriptive Analytics: In the healthcare sector, Descriptive analytics helps in the 

patient‘s historical data to gain insights from past issues, patterns, trends, and 

outcomes. It becomes easy to provide better treatment based on existing symptoms 

[54]. Descriptive analytics provides insights into what has happened within the 

healthcare system and also helps organizations to make decisions and improve patient 

care. 

b) Predictive Analytics: Predictive analytics helps in forecasting future outcomes or 

trends based on historical health data and statistical models. It allows the healthcare 

providers to anticipate and prevent the problems and made easy to predict and 

diagnose the diseases [54]. Predictive analytics helps for the improvement in patient 

care outcomes and quality of patient care. Predictive analytics can reduce healthcare 

costs through resource optimization such as staff, equipment, and facilities, and 

improvement in operational efficiency. 

c) Prescriptive Analytics: Predictive analytics comprises of past patient data, and 

advanced ML algorithms to recommend the actions that will achieve the desired 

outcomes such as optimizing decisions using predictive models to reduce the chances 

of disease to be occurred again [53, 54]. Predictive analytics help in the improvement 

of patient outcomes and quality of care by providing personalized and evidence-

based recommendations. 

d) Diagnostic Analytics: Diagnostic analytics is a data-driven technique that helps to 

find the root causes of diseases and identify why this disease happening, also it tends 

to analyze the reasons for the medical history based on symptoms and different 

features [53, 54]. Diagnostic Analytics specifically investigates past performance to 

analyze the reasons behind any outcomes. 

1.5 Problem Statement 

The need for an accurate and efficient model for the study of CVD is a prominent issue 

that needs a lot of research. CVD prediction has emerged as a prominent issue due to 

high mortality rates owing to CVD and associated problems. There has been extensive 

growth in the adoption and implementation of digital healthcare paradigm in the last 
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decade. Thus, a digitally supported CVD prediction strategies and tools are of current 

demand in the healthcare sector. Driven by this, a model that would assist medical 

practitioners in the rapid diagnosis, risk assessment, and tailored treatment of 

cardiovascular diseases must be developed.  

The need also originates up from the drawbacks and challenges in the traditional 

healthcare methods for diagnosing cardiovascular diseases. Such challenges are subject 

to high costs, and lengthy procedures. As a result, diagnosis and the therapy process are 

often delayed. Moreover, the complexity and variety of CVD data pose difficulties in 

making reliable predictions and classifications. Thus, an intelligent analysis model for the 

identification of CVD is required. 

An intelligent digital analysis model can predict the CVD and associated levels, 

considering multiple factors that contribute to the CVD and associated risks. Such 

models intend to not only collect, process, and analyze the patient's EHR data to predict 

the CVD but also offer recommendations to reduce the CVD risks. 

In the thesis work, an ensemble model is proposed that combines various classifiers, such 

as Convolutional Neural Network (CNN), Naive Bayes (NB), k-nearest Neighbors 

(kNN), Multilayer Perceptron (MLP), and Support Vector Machine (SVM), to improve 

the accuracy and robustness of CVD analysis. The model is used for feature extraction 

from patient data, while the different views and decision-making skills of the other 

classifiers are included into the ensemble model. This allows the ensemble model to 

harness the complementary capabilities of these classifiers. 

Challenges Driving the Need for the CVD analysis and prediction model: 

 Diagnostic approach: Existing diagnostic approaches for cardiovascular diseases may 

lack the requisite accuracy and reliability owing to the subjective and theoretical 

character of these methods or their limited capacity to manage the complexity and 

variety of cardiovascular disease datasets and samples. To facilitate more effective 

clinical decision-making, a more precise and reliable analytical model that can provide 

correct predictions and classifications is required. 
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 Delayed diagnosis and the subsequent beginning of therapy: Traditional diagnostic 

procedures sometimes require long processes, which results in delayed diagnosis and, 

as a consequence, the initiation of treatment. This may have an unfavorable impact on 

the patient's overall result. To facilitate early identification and rapid intervention, 

which will ultimately result in an improved patient prognosis, a CVD analytic model 

that is both fast and efficient is needed. 

 Difficulty in Accessing Specialized Healthcare Facilities and Experts:  People who 

live in rural or underdeveloped regions sometimes have difficulty in gaining access to 

specialized healthcare facilities and professionals. This gap may be bridged with the 

use of an online CVD analysis model that offers remote access to accurate risk 

assessment and individualized recommendations, hence enhancing accessibility to 

high-quality healthcare services. 

 Decision-making in real time: Cardiovascular diseases require the use of decision-

making to evaluate risks, monitor patient status, and give suitable treatment methods. 

An online model that is capable of processing data in real time and providing instant 

feedback may be of tremendous assistance to medical practitioners in terms of making 

educated choices and beginning treatments at the appropriate moment. 

By addressing these challenges, the proposed model intends to develop a smart and 

intelligent platform for the analysis of CVD. This model will leverage ensemble learning 

techniques, integrate multiple classifiers, and make use of web-based technologies in 

order to provide accurate, efficient, and easily accessible diagnosis, risk assessment, and 

personalized management of cardiovascular diseases. 

Driven by this, this thesis presents a digital CVD prediction and recommendation model, 

named PCard. This model intends to analyze the EHRs stored in the cloud and sensor 

data of patients obtained from IoT sensors and predict the CVD risk levels.  

1.6 Research Objectives 

Every research work has some key stages that are integrated with research objectives that 

define the research. To frame the research objectives, need to do surveys and review 
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many existing studies are reviewed that are similar to the proposed work. Below are 

some objectives that are framed during the literature survey as shown in Table 1.6. 

Table 1.6 List of Research Objectives 

ID Description 

RO-01 To study and analyze the existing Cloud of Things (CoT) based frameworks for 

healthcare.  

RO-02 To design and develop a framework for offering Healthcare as a Service using the 

CoT. 

RO-03 To implement the proposed framework on cardiovascular problems. 

RO-04 To compare the proposed framework with the existing frameworks 

 

To accomplish these objectives such as RO-01 to RO-04, various steps have been 

followed that are have been discussed below: 

1. Dataset Development: Develop a complete and representative dataset for 

cardiovascular disease analysis that comprises a variety of clinical measures, ECG 

signals, and medical samples. This is to be done so that an analysis of cardiovascular 

disease can be performed. Integrating data from a variety of demographics, CVD 

subtypes, and severity levels ensures the quality of the dataset, as well as its 

dependability and diversity. 

2. Development of an Ensemble Model: Conceive of and put into action an ensemble 

based model that incorporates the various classifiers such as CNN, kNN, MLP,  NB, and 

SVM. It helps to create an integrated decision-making system by developing suitable 

algorithms for ensemble learning, which will utilize the capabilities of individual 

classifiers. The ensemble approach maximizes the model's performance by optimizing its 

architecture and hyperparameters to achieve the highest possible level of accuracy, 

sensitivity, specificity, and computing efficiency. 
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3. Evaluation of Performance: The ensemble model evaluates the performance of the 

proposed model by conducting exhaustive experiments and evaluations. In this phase, 

Performance evaluation of the ensemble model has been conducted in comparison to the 

performance of individual classifiers techniques to CVD analysis. When determining 

how well the model is doing, it is important to make use of relevant assessment measures 

such as performance matrices  

4. The design and development of a Web-Based Interface: A web-based interface is 

designed and constructed that is both user-friendly and compatible with an online CVD 

analysis model. The following are the features of the online CVD analysis model: 

 Integrate user-friendly, interactive elements that enable patients and medical 

professionalists to enter pertinent details, see the outcomes of those analyses, and get 

individualized suggestions. 

 Ensure that the interface can be used easily, that it responds appropriately, and that it 

is compatible with a variety of devices and web browsers. 

5. Validation and Case Studies: To evaluate the usefulness, efficacy, and practicability 

of the suggested model, you will need to carry out a number of comprehensive validation 

experiments and case studies. The validation process is performed in the following steps: 

 Evaluate the performance of the model using real-world datasets on CVD, taking into 

account a variety of demographic groupings and clinical circumstances. Demographic 

grouping includes factors such as age, gender, ethnicity, and socioeconomic status, 

along with clinical circumstances such as a patient‘s history of chronic conditions like 

diabetes and hypertension. It also takes into account lifestyle factors, including diet, 

alcohol consumption, smoking habits, and physical activity levels. 

• Solicit the comments and suggestions of medical practitioners and patients so that the 

functionality of the model and the quality of the user experience may be further 

developed and enhanced. 

   The purpose of this thesis is to contribute to the area of CVD analysis by offering an 

accurate, robust, and easily available online model for the early diagnosis, risk 
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assessment, and individualized treatment of cardiovascular illnesses. This will be 

accomplished by achieving the research goals listed above. These findings have the 

possible to significantly advance the diagnosis of CVD, improve the outcomes for 

patients, and make substantial strides in expanding the use of machine learning and 

artificial intelligence in medical settings. 

1.7 Research Questions Addressed 

The research work has appropriate questions, which are listed below in Table 1.7: 

Table 1.7 Research Questions and Their Probable Answers 

Sr No Research Questions Answers to the Questions 

RQ1 In terms of performance and 

specificity in CVD analysis, how 

does the suggested ensemble 

model, which incorporates CNN, 

NB, kNN, MLP, and SVM 

classifiers, compare to individual 

classifiers? 

The performance of the ensemble model will be 

assessed in comparison to the performance of 

individual classifiers using a variety of assessment 

measures. The findings will shed light on the 

efficiency of the ensemble method and demonstrate 

its superiority over that of individual classifiers. 

RQ2 How does the ensemble model 

deal with the variability and 

complexity of CVD data in 

comparison to standard diagnostic 

methods? 

The capability of the ensemble model to deal with 

diverse and complicated CVD data will be 

evaluated by comparing its performance with that 

of established diagnostic methods. The accuracy of 

the model in predicting cardiovascular disease 

subtypes and severity levels will be the primary 

emphasis of the assessment. This will be shown by 

the model's capacity to evaluate a variety of clinical 

measures and patient samples. 

RQ3 What kind of effect would the 

incorporation into the ensemble 

The contribution of CNN to the processing of ECG 

signals and visual representations will be examined 
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Sr No Research Questions Answers to the Questions 

model when it comes to the 

processing of ECG data and 

visual representations in CVD 

analysis?  

by contrasting the performance of the ensemble 

model when it is used with and when it is used 

without the CNN classifier. The purpose of this 

investigation is to shed light on the efficiency of 

CNN in extracting significant characteristics from 

CVD-related data and its contribution to overall 

diagnostic accuracy. 

RQ4 How does the fact that the CVD 

analysis model is available online 

increase accessibility and make it 

possible to make decisions in real 

time? 

We will evaluate the online CVD analysis model's 

usability, responsiveness, and effectiveness in terms 

of giving rapid risk assessment and individualized 

suggestions in order to determine the influence it 

has on accessibility and real-time decision-making. 

Case studies and feedback from users will provide 

light on how successful the approach is in 

increasing accessibility and paving the way for 

timely responses. 

RQ5 How well does the ensemble 

model perform in contrast to other 

state-of-the-art CVD analysis 

methods? 

In order to determine how successful it is, the 

performance of the ensemble model will be 

compared against the performance of other 

techniques to CVD analysis that are considered to 

be state of the art. In order to evaluate the 

performance of the model and figure out the extent 

of its competitive advantage over other methods 

already in use, the comparison will take into 

account measures. 

RQ6 How does the ensemble model 

respond to new data and shifting 

trends in CVD diagnosis? 

The capacity of the ensemble model to adapt to 

new data and shifting patterns in CVD diagnosis 

will be investigated by continually updating the 



30 
 

Sr No Research Questions Answers to the Questions 

model with fresh data and measuring its 

performance over time. This will be done in order 

to test the adaptability of the ensemble model. The 

flexibility of the model, as well as its continued 

relevance in today's rapidly changing healthcare 

systems, will be shown by this examination. 

RQ7 Regarding the suggested online 

CVD analysis model, from the 

point of view of healthcare 

professionals, what are the 

strengths and limitations of this 

model, and how may these be 

improved? 

It is planned to conduct surveys or conduct 

interviews with healthcare experts in order to 

obtain their feedback on the strengths and 

limitations of the online CVD analysis model. The 

model's practical implications, possible advantages, 

and opportunities for development may all be better 

understood with the help of the material provided 

here. 

RQ8 Regarding the use of the online 

CVD analysis model for risk 

assessment and treatment, what 

are the viewpoints and 

experiences of patients? 

Through questionnaires or in-person interviews, 

responses from patients about their experiences 

using the online CVD analysis model will be 

collected. These data will help throw light on the 

user experience, usability, and efficacy of the 

model from the viewpoint of the patient, which will 

assist in the refining of the model and its 

individualized suggestions. 

RQ9 In terms of accuracy and 

sensitivity, how does the 

ensemble model perform when 

applied to diverse demographic 

groups? 

To determine the ensemble model's degree of 

accuracy and sensitivity, we will examine how well 

it performs across a variety of demographic 

categories, including age, gender, and ethnicity, 

among others. This study will assist evaluate 

whether or not the model exhibits any potential 
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Sr No Research Questions Answers to the Questions 

biases or differences in its performance, and it will 

make it possible to design CVD analytic tools that 

are more inclusive and equitable. 

RQ10 Regarding the deployment of an 

online CVD analysis model in 

real-world clinical settings, what 

are some of the possible obstacles 

and ethical issues to take into 

account? 

We will investigate the various difficulties and 

ethical issues that may arise during the deployment 

of the online CVD analysis model in real-world 

clinical settings. In this study, topics like as data 

privacy and security, as well as the ethical 

ramifications of depending on AI-based systems for 

important medical choices, will be discussed. It 

will shed light on the essential protections and 

criteria that must be adhered to in order to 

guarantee the appropriate and ethical use of the 

model in clinical settings. 

1.8 Thesis Contribution 

This thesis intends to contribute to the area of cardiovascular disease detection by 

constructing an ensemble model. The proposed model will exploit online capabilities for 

higher accuracy and real-time analysis, and it will integrate the strengths of different 

classifiers to create a more robust diagnosis. The findings of this thesis have the potential 

to bring about a revolution in the diagnosis of CVD, making it possible to diagnose these 

life-threatening disorders earlier, to provide medication on an individual basis, and to 

effectively control them. The proposed research work offers significant benefits for the 

healthcare sectors that are highlighted below: 

1. The proposed model is available at the remote level for healthcare professionals as 

well as patients from a distant location remotely, hence making CVD risk assessment 

levels easier. This accessibility is especially helpful for those who live in rural or 

underdeveloped regions and have restricted access to specialist medical institutions 

because of their location.  
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2. The research has the latent to improve the early diagnosis of cardiovascular disease 

and provide the appropriate outcomes and recommendations for patients.  

3. The suggested approach can improve the accuracy and efficiency of CVD analysis by 

leveraging the power of ensemble learning and making it accessible online. This may 

lead to early diagnosis of these life-threatening illnesses, as well as individualized 

treatment methods and successful management of these disorders. 

4. The study contributes to the expanding area of ML-based medical diagnostics, which 

validates the practicality and efficiency of AI technologies in the medical industry. 

5. With the help of the proposed model, the drawbacks of existing diagnostic methods 

can be solved, by investigating the possibilities offered by ensemble learning and 

devising an original CVD analysis model, known as PCard model.  

6. The findings of this study have the potential to completely revolutionize the area of 

cardiovascular disease diagnosis, making available to both medical professionals and 

patients an instrument that is dependable, easily accessible, and highly effective for 

the early identification, risk assessment, and individualized treatment of 

cardiovascular illness. 

7. The integration of numerous classifiers with the process of ensemble learning may 

further contribute in the accuracy improvement and resilience of the proposed  model.  

8. The improvement of CVD diagnosis and the overall performance of the analysis 

model may both be improved by exploring the potential of ensemble learning 

methods, which can facilitate to the ensemble learning techniques. 

1.9 Thesis Organization 

This thesis investigates the use of machine learning in the study of  CVD, with a 

particular emphasis on the development of the  framework using ensemble approach. The 

thesis is divided into  6 chapters which are organized as follows: 

 Chapter 1: It draws attention to the Cardiovascular diseases with its ailments.  This 

provides a clear grasp of the Cloud of Things and digital healthcare. It showcases the use 
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of machine learning in healthcare, various ML-based models and healthcare analytics. It 

highlights the objectives of the thesis and research based questions. In the end, it 

provides an overview of the structure of the thesis. Chapter 1 derives from: 

 Shilpa, Kaur, T. (2022). Digital Healthcare: Current Trends, Challenges and 

Future Perspectives. In: Arai, K. (eds) Proceedings of the Future Technologies 

Conference (FTC) 2021, Volume 2. FTC 2021. Lecture Notes in Networks and 

Systems, vol 359. Springer, Cham. https://doi.org/10.1007/978-3-030-89880-

9_48. 

 Shilpa, Kaur, T. (2019). Blockchain as Reverse Approach From Centralized To 

Decentralized Database. Think India Journal, 22(17), 2769-2773. 

 "Data Analysis using Association Rule in Data Mining", International Journal of 

Emerging Technologies and Innovative Research (www.jetir.org), ISSN:2349-

5162, Vol.5, Issue 11, page no.316-319, November 2018. 

 Cardiovascular Disease and Covid-19: Unveiling Shared Risk Factors and the 

Role of Technology in Advancing Healthcare Innovation for Sustainable 

Development-----  (Communicated: Journal: Discover Sustainability) 

Chapter 2, which is devoted to the study of the relevant literature, presents an overview 

of CVDs, and the conventional methods for conducting CVD analysis are presented. This 

chapter investigates the uses of advanced technologies, especially in the context of CVD 

analysis, and outlines the current obstacles that are present in the area. The chapter comes 

to a close with a summary, which focuses on the most important conclusions from the 

literature review. The chapter comes to a close with a summary, which reviews the salient 

issues that were covered. Chapter 2 partially derives from: 

 Shilpa, Kaur, T. (2022). Blockchain and Cloud Technology: Leading the ICT 

Innovations. In: Tuba, M., Akashe, S., Joshi, A. (eds) ICT Systems and 

Sustainability. Lecture Notes in Networks and Systems, vol 321. Springer, 

Singapore. https://doi.org/10.1007/978-981-16-5987-4_41. 

https://doi.org/10.1007/978-3-030-89880-9_48
https://doi.org/10.1007/978-3-030-89880-9_48
https://doi.org/10.1007/978-981-16-5987-4_41
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 Shilpa,, Kaur, Tarandeep and Garg, Rachit. "Digital healthcare: A topical and 

futuristic review of technological and robotic revolution" Paladyn, Journal of 

Behavioral Robotics, vol. 14, no. 1, 2023, pp. 20220108. 

https://doi.org/10.1515/pjbr-2022-0108. 

 Healthcare-as-a-Service Provisioning using cloud-of-things: A Contemporary 

Review of Existing Frameworks Based on Tools, Services and Diseases ( 

Scalable computing Indexed: Scopus ) Accepted 

The purpose of this chapter 3 is to provide an introduction to CVD analysis. This offers a 

general introduction to machine learning, with a particular emphasis on the ensemble 

model approach. The architecture and layers of the proposed model are broken out here, 

as is the method of training and evaluating the model. In addition to that, the chapter 

describes the performance measures that are used for CVD analysis and covers the 

selection and preparation of datasets. The chapter comes to a close with a summary, 

which reviews the salient issues that were covered. 

The experimental design and data collection are the primary focus of Chapter 4. It gives a 

comprehensive explanation of the experimental setup that was used for the research, 

including the procedures for data collection and preparation. This chapter investigates 

several methods for augmenting data and discusses the preparation stages that are carried 

out on the data that was obtained. The outcomes of the comparative study with 

previously established methods are then evaluated and examined. A discussion on the 

performance of the model is also included in this chapter, in which both the model's 

strengths and shortcomings are highlighted.  

The conclusion of the thesis may be found in Chapter 5, which provides the conclusion 

and future directions. The significant contributions made by the thesis are emphasized, 

along with the consequences such contributions have for analyses of CVD and 

healthcare. The thesis comes to a close with a complete conclusion that focuses on the 

most important findings from the study and recommendations for more research that 

should be conducted in the future. 

https://doi.org/10.1515/pjbr-2022-0108
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Conclusion 

 This chapter discusses the healthcare and advanced technologies that are integrated with 

healthcare to promote healthcare as digital healthcare. We have also discussed the basic 

ML algorithms with their categories and applications. The chapter also highlights 

healthcare analytics. In this chapter, about research objectives and scope are highlighted. 
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CHAPTER-2 

LITERATURE REVIEW 

Globally, Cardiovascular Disease (CVD) is the main cause of mortality and disability. 

Owing to the high mortality rates due to CVD, cutting-edge medical technologies must 

be developed that can be useful in aiding CVD diagnosis. Not only diagnosis, but 

technological innovations in healthcare can enhance risk assessment, treatment planning, 

and monitoring of CVD problems. Overall, the identification and treatment of CVD have 

been made easier with the help of several technical tools, methods, and platforms used in 

healthcare. This chapter serves as an introduction to the many healthcare technologies 

that have been and are currently being used in the study of CVD and associated risks. It 

highlights the use of machine learning approaches in offering digital healthcare services. 

It discusses the traditional and contemporary approaches used for CVD prediction and 

analysis. Additionally, it presents the various risk factors that augment the CVD 

problems. A comparative analysis of the existing CVD prediction models based on Cloud 

of Things (CoT) has been given.  

People with CVD have a better chance of surviving and thriving because of enhanced 

technologies and digital methods of early identification and diagnosis. Individual 

differences are taken into account in personalized treatment regimens developed using 

data analytics and algorithms for artificial intelligence, with the goals of improving 

patient outcomes while reducing unwanted side effects.  

The chapter comprehensively and comparatively analyzes and reviews the CVD 

predictions and diagnosis methods (Sections 2.2 and 2.3). It has been divided into several 

sections. Section 2.1 expansively gives an in-depth study of CVD with its various types 

and also unfolds risk factors associated with CVD. It mentions different studies related to 

the categories of risk factors' impact according to the geographic domains as well as a 

person‘s demographic features, with the risk rates in various states. Section 2.2 provides 

a detailed description of the existing traditional approaches for CVD prediction and 

analysis, whereas Section 2.3 defines the current approaches such as digital and machine 
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learning-based CVD prediction and diagnosis frameworks. Section 2.4 enlightens the 

overlapping-based comparative analysis of CVD prediction models.   

2.1 Introduction 

CVD refers to the disordered vessels of the heart that include various associated diseases 

such as cerebrovascular disease, congenital heart disease, coronary heart disease, deep 

vein thrombosis,  peripheral arterial disease, pulmonary embolism, and rheumatic heart 

disease. It has been estimated that more than 17.9 million patients have died from CVD 

at the global level [76]. This statistic includes death rates due to CVD in low-income as 

well as middle-income countries. The major reasons for high CVD deaths are attributed 

to unhealthy food habits and lack of a healthy lifestyle. The excessive consumption of 

unhealthy foods with a lack of fruits and vegetables and more ingestion of sodium-rich 

foods, fatty foods, and sugars adds to the risks of CVD. Another reason is less physical 

activity in daily routines. Additionally, alcohol and tobacco consumption can increase 

damage to the body and heart [77]. 

Cardiovascular illnesses, often known as CVDs, are conditions that may impede a 

person's ability to pump blood effectively through their cardiovascular system since they 

impact both the heart and the blood vessels and arteries. Certain illnesses include 

coronary artery disease, heart failure, stroke, hypertension, and arrhythmias are all 

included in the category of CVDs. They are responsible for a sizeable portion of the 

fatalities and impairments occurring globally, thus making them a huge threat to the 

public health [78]. 

2.1.1 Issues related to CVD 

CVD involves a large composition of related problems that are harmful for the overall 

health and well-being. The broad spectrum of CVD issues include: 

 Coronary Arteries Disease (CAD): The development of CAD happens when the 

arteries that provide blood to the heart become constricted or obstructed owing to the 

accumulation of cholesterol plaque. It is the most frequent kind of cardiovascular 

disease and the primary reason behind people suffering from heart attacks and angina 

attacks [79]. 
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 Heart Failure: In heart failure, the heart can pump less blood than what the body 

needs, according to different investigations. It may be the consequence of several 

different reasons, including CAD, high blood pressure (hypertension), cardiac valve 

diseases, and cardiomyopathies. Heart failure may cause a variety of symptoms, 

including difficulty in breathing, extreme weariness, and accumulation of fluid in the 

body[79]. 

 Stroke: A stroke occurs when the brain not getting the enough and sufficient blood 

and there is an interruption of the blood flow to the brain, either because of a 

blockage (which causes an ischemic stroke) or a burst blood vessel (which causes a 

hemorrhagic stroke). Strokes are a common cause of brain injury, which may result in 

difficulties with mobility, speech, and cognition[79,80]. 

 Hypertension: Hypertension is a chronic disorder that is defined by higher blood 

pressure levels. Hypertension is also known as high blood pressure. The presence of 

hypertension for an extended period causes damage to the blood artery and an 

increase in the heart disease risk levels , stroke, and other consequences [79,81]. 

 Arrhythmias: Arrhythmias are abnormal heart rhythms that may emerge as irregular 

heartbeats, rapid or slow heart rates, or other disruptions in the heart's electrical 

activity. They can be either harmless or life-threatening and can influence heart 

functionality with disrupted blood circulation [82]. 

 Valvular heart disease: Valvular heart disease is characterized by anomalies or 

damage to the heart valves, which compromises their capacity to control the flow of 

blood through the heart. The common valvular abnormalities include aortic stenosis, 

mitral regurgitation, and mitral valve prolapse [82]. 

 Cardiomyopathies: Cardiomyopathies are illnesses that affect the heart muscles and 

may cause abnormalities in both the heart structure and functionality of the heart. 

They may be categorized as dilated, hypertrophic, or restricted cardiomyopathies, and 

can be caused by hereditary factors, infections, or other disorders that lie behind the 

surface [83]. 
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Majorly, the CVD problems are attributed to various factors. Choosing to live an 

unhealthy lifestyle (such as smoking, eating unhealthy food, or engaging in sedentary 

behavior); being overweight or obese; having diabetes; having a family history of CVD; 

growing age; and having some specific medical problems are all risk-posing factors for 

CVD. Therefore, proper and regular diagnosis; risk assessment; and therapy of CVD 

must be performed promptly to diminish the risk of CVD complications and 

improvement in the health outcomes.      

 For the assessment of the heart function and to diagnose CVD, a variety of diagnostic 

instruments and examinations are being used. These include electrocardiograms, 

echocardiograms, stress tests, and cardiac biomarkers. For CVD prevention, several 

efforts can be made that include public health initiatives, education, and early 

identification [84]. For CVD treatment and precautions, modifications to one's lifestyle 

(such as a balanced diet and regular exercise), use of medicines (such as antiplatelet 

drugs, statins, and antihypertensives), interventional procedures (such as angioplasty and 

stenting), and surgical treatments (such as bypass surgery and valve repair/replacement) 

can be carried out. 

Conclusively, CVD covers a wide variety of heart and vascular problems that have a 

substantial influence on the health of people all over the world. It is crucial for healthcare 

practitioners, policymakers, and  researchers who are trying to battle these illnesses and 

improve cardiovascular health outcomes to have a comprehensive understanding of the 

many forms of CVDs, their associated risk factors, diagnostic techniques, and treatment 

choices.  

2.1.2 Risk Factors Associated with CVD 

Several risk factors are associated with raising CVD and thus growing the chances of 

heart attack. Risk factors such as habits, behaviors, and circumstances or conditions 

increase the chances of a heart attack. Such risk factors are classified as modifiable and 

non-modifiable as shown in Figure 2.1. Modifiable risk factors are considered controlled 

risk factors that can be modified and controlled with lifestyle changes and control on 
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smoking, alcohol, diet, and increased physical activities. Whereas, non-modifiable risk 

factors are not controllable and cannot be modified such as age, family history, genetic 

behaviors, and ethnicity cannot be controlled. 

 

Figure 2.1 : Associated Risk Factors 

 Socio-demographic factors are related to social and demographic aspects. They 

include age and gender-related to the patient. Growing age naturally affects the heart 

and changes the heart's blood vessels. Additionally, arteries become narrow and 

stiffer which raises the blood pressure level. Men are generally at high risk of CVD 

as compared to women. Most heart attack chances develop after age 40 and above 65 

are at high risk of CVD. 

 Lifestyle: Lifestyle is related to the basic habits of the patients, such as alcohol 

intake, smoking, physical activities, and stress, which affect the heart. Excessive 

alcohol intake may increase blood pressure, affect the heart, and also increase 

triglycerides, contributing to heart disease. Smoking damages the arteries and reduces 



41 
 

the oxygen level of the heart. Stress and Physical inactivity increase blood pressure 

and weight gain. 

 Physical and Medical Factors: Various physical and medical factors such as BMI, 

increased blood pressure, body temperature,  overweight, imbalance in Oxygen level, 

irregular heart rate, and inaccurate ECG contribute the heart failure. 

 Dietary: A proper diet is crucial for the good health. Saturated and trans fats in the 

diet increase the  LDL cholesterol level which reduces the blood flow to the heart 

veins and brain which leads to heart attack. Whereas, High sodium intake increases 

blood pressure, and processed food high inflammation in the body 

 Bio-Logical and Genetic: There are various risk factors associated with CVD that are 

non-modifiable such as diabetes, obesity, cholesterol level, and family history. Such 

Biological and genetic factors identify people with a high risk of CVD. 

The studies carried out in [85-91] state that more saturated salt intake can also increase 

the risk level of CVD, less physical activity will increase weight and more development 

of hypertension. One of the studies elaborates that CVD-associated risk factors are 

increasing global trends such as diabetes, dyslipidemia, family history, hypertension, 

obesity, and smoking. These risk factors rates survey has been done in a few of the 

existing studies such as smoking with rates of 45.9% [92], 90% [93], 6.5%[94], and 4.7% 

[95]. 

 Another risk factor such as smoking-related studies indicates that it is also one of the 

higher significant factors of CVD such as 43.1% [92] below age 45, 44.2% [96] in the 

US, and 63.02% [97] in Romania. The study[92, 94, 97, 98] states, that the diabetes rate 

in India (15.7%), Pakistan (18%),  Romania (15.13%), and the UK (12%) is the reason 

for CVD. The associated factor hypertension rate is 20.2%, 32.5%, and 25% in Pakistani, 

Indian, and Nigerian populations respectively [92,94,95]. 

Table 2.1 lists the various risk factors and their range respectively. The risk factors and 

their range have been obtained from internationally approved medical associations and 

standards such as AIHW[149], AHA [150], and CDC[151]. 
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Table 2.1: Risk factors range with Risk Levels 

Sr No Risk Factor Range 

1 Age  <45: Low-Risk 

 Between 45 and 64: Risk Level increased with hypertension, 

dyslipidemia, insulin resistance, and obesity. Poor diet, Less Physical 

activity as well as stress. 

 >65: High Risk 

2 Gender Women have risk than Men. 

3 Alcohol  High 

 Low 

4 Smoke  Yes 

 No 

5 Physical Activity  Yes 

 No 

6 Stress Normal and Acute stress 

7 BMI or Obesity 

BMI = weight 

(kg) / height (m)² 

 Underweight 

  Normal Weight:  

 Overweight 

8 Body 

Temperature 

 36-38 :  No risk 

 38.1-39: moderate risk 

 >39 : high Risk 
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Sr No Risk Factor Range 

9 Blood Pressure  Normal 

 Elevated 

 Hypertension Stage 1 and 

 Hypertension Stage 2 

10 Oxygen Level  >90 : Normal, No risk 

 85-90: Low Risk 

 80-85: Moderate Risk 

 <80: High Risk 

11 Diabetes  Less than 100 mg/dL: Normal 

 100-125 mg/dL: Pre-diabetes 

 126 mg/dL and above: Diabetes 

12 Cholesterol Level  Total Cholesterol:  

(Total Cholesterol = LDL cholesterol + HDL cholesterol + (Triglycerides ÷ 

5) ) 

 LDL Cholesterol (Low-Density Lipoprotein): 

 HDL Cholesterol (High-Density Lipoprotein): 

13 Family History Yes: 1 

No: 0 

 

2.2 Traditional Approaches for CVD Analysis 

The conventional analyses of CVD  have been performed using various methods that 
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include the finding and management of a variety of cardiovascular disorders. These 

methods are based on tried-and-true approaches, procedures, and processes that have a 

long history of use in therapeutic settings. Even though many contemporary digital 

healthcare methodologies like ML and AI have garnered more attention in recent years, 

but the classic methods are still providing significant insights and are contributing to the 

CVD study.  

    The analysis of cardiovascular disease using more conventional methods provides 

helpful diagnostic, prognostic, and therapeutic insights. They serve as a basis for clinical 

decision-making and are the foundation upon which treatment plans are constructed. 

Even though more modern methods that include the various machine learning algorithms 

have been developed to improve CVD analysis, classical methods are still an essential 

component of the normal clinical examination of patients with suspected or confirmed 

cardiovascular illnesses. The classical approaches are dependable over long periods for 

monitoring heart function, identifying problems, and directing suitable therapies to 

enhance patient outcomes. Table 2.2 lists the various conventional methods for CVD 

analysis along with their advantages and limitations. 

Table 2.2: Review of Existing Traditional CVD Analysis Methods 

Sr No Method Description Advantages Limitations 

1 Electrocardiography 

(ECG) [99] 

Measures the electrical 

activity of the heart to 

detect abnormalities 

Non-invasive, 

widely available 

Limited sensitivity for 

certain conditions 

2 Echocardiography 

[100] 

Uses ultrasound waves 

and create visual image 

of the heart's structure 

Non-invasive, 

provides detailed 

information 

Operator-dependent, 

limited acoustic 

windows 

3 Cardiac MRI [101] Produces detailed 

images of the heart 

using magnetic fields 

and radio waves 

Provides 

comprehensive 

assessment 

Expensive, time-

consuming, limited 

availability 
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Sr No Method Description Advantages Limitations 

4 Nuclear Imaging 

[102] 

Involves injection of 

radioactive tracers to 

evaluate heart function 

Quantitative 

assessment of 

blood flow 

Radiation exposure, 

limited availability 

5 Stress Testing [103] Evaluate heart function 

during physical exercise 

or pharmacological 

stress 

Provides functional 

assessment 

False 

positives/negatives, 

limited sensitivity 

6 Coronary 

Angiography [104] 

Uses the X-rays and 

contrast to visualize the 

coronary arteries 

Gold standard for 

coronary artery 

assessment 

Invasive, potential 

complications 

7 Biomarker Analysis 

[105] 

Measures specific 

molecules in blood to 

assess heart disease risk. 

Non-invasive, early 

detection 

Limited specificity, 

variations among 

patients 

8 Machine Learning 

[106] 

Utilizes algorithms to 

analyze large datasets 

and predict heart disease 

High accuracy, 

automated analysis 

Requires extensive 

training, data 

dependency 

9 CT Angiography 

[107] 

Utilizes X-rays and 

contrast dye to visualize 

the coronary arteries 

Non-invasive, high-

resolution imaging 

Radiation exposure, 

limited availability 

10 Holter Monitoring 

[108] 

Records the heart's 

electrical activity over a 

24-hour period 

Continuous 

monitoring, detects 

arrhythmias 

Limited duration of 

monitoring 
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Sr No Method Description Advantages Limitations 

11 Blood Pressure 

Monitoring [109] 

Measures blood pressure 

to assess cardiovascular 

health 

Non-invasive, 

widely available 

Single-point 

measurements, 

variability 

12 Cardiac Biomarkers 

[110] 

Analyzes specific 

molecules in the blood 

for heart disease 

assessment 

Early detection, 

objective markers 

Variability among 

individuals, non-

specific 

13 Heart Rate 

Variability Analysis 

[111] 

Analyzes variations in 

the time interval 

between heartbeats 

Non-invasive, 

assesses autonomic 

function 

Interpretation 

challenges, data 

preprocessing 

14 Genetic Testing 

[112] 

Examines genetic 

mutations associated 

with inherited heart 

conditions 

Identifies 

hereditary risks, 

personalized 

medicine 

Limited availability, 

high cost 

15 Cardiac 

Catheterization 

[113] 

Involves threading a 

catheter into the heart to 

assess its function 

Detailed 

assessment, 

therapeutic 

interventions 

Invasive, potential 

complications 

16 Cardiopulmonary 

Exercise Testing 

[114] 

Measures the 

cardiovascular response 

to exercise 

Assess functional 

capacity, disease 

severity 

Requires patient effort, 

limited availability 

17 Pulse Wave 

Analysis [115] 

Analyzes arterial 

waveforms to assess 

arterial stiffness and 

function 

Non-invasive, 

provides vascular 

insights 

Interpretation 

challenges, device 

dependency 
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Sr No Method Description Advantages Limitations 

18 Heart Sound 

Analysis [116] 

Analyzes heart sounds 

to detect abnormalities 

and murmurs 

Non-invasive, 

portable devices are 

available 

Interpretation 

challenges, noise 

interference 

 

The other important aspects related to the traditional CVD analysis methods include: 

 Electrocardiography (ECG): Electrocardiography, often known as ECG, is a non-

invasive diagnostic procedure that records the electrical activity of the heart. It is a 

frequently used diagnostic method. Evaluation of heart rhythm, detection of 

arrhythmias, identification of anomalies in the conduction system, and evaluation of 

myocardial ischemia or infarction are all possible with the use of an ECG. It offers 

very helpful insight into the electrical processes that take place inside the heart [99]. 

 Echocardiography: This technique employs ultrasonic waves to generate pictures of 

the anatomy and function of the heart that are shown in real time. It is helpful in 

determining the size of the heart chambers, irregularities in wall motion, the 

operation of the valves, and the ejection percentage. In the process of identifying 

problems such as congenital heart abnormalities, heart failure, and valvular disorders, 

echocardiography is a very helpful diagnostic tool [100]. 

 Stress testing: Stress testing, which might include exercise stress tests or 

pharmacological stress tests, examines the reaction of the heart to artificially created 

or naturally occurring stress as well as to the effects of physical activity. It helps to 

diagnose coronary artery disease, evaluate exercise capacity, and establish whether or 

not inducible ischemia or arrhythmias are present in the patient's heart [103]. 

 Cardiac Catheterization and Angiography During cardiac catheterization, a 

catheter is inserted into the heart in order to monitor pressures, evaluate blood flow, 

and conduct angiography. Angiograms provide in-depth pictures of the coronary 

arteries, which enable the diagnosis of any obstructions or narrowing in those vessels. 
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When it comes to detecting coronary artery disease, this method is held in the highest 

regard. 

 Determining Blood Pressure: Determining your blood pressure is an essential part 

of the study of cardiovascular disease [109]. An important contributor to CVD such 

as hypertension, stroke, and heart disease, is having a blood pressure reading that is 

too high. Monitoring blood pressure regularly is helpful for the early diagnosis, 

treatment, and prevention of cardiovascular diseases. 

 Cardiac Biomarkers: Cardiac biomarkers[110] are used to assess cardiac damage, 

myocardial infarction, and heart failure. Some examples of cardiac biomarkers are 

brain natriuretic peptide (BNP), creatine kinase-MB (CK-MB), and troponin. These 

biomarkers contribute to the diagnosis, the categorization of risk, and the monitoring 

of CVD. 

 Lipid Profile Assessment: This test determines the amounts of cholesterol and 

triglycerides present in the blood. Atherosclerosis and coronary artery disease may 

both be caused by abnormal lipid levels, notably high levels of LDL cholesterol and 

low levels of HDL cholesterol. Abnormal lipid levels contribute to the development 

of both of these conditions. Monitoring lipid profiles helps with risk assessment and 

provides direction for treatment approaches. 

 Bruce Protocol Test: Bruce protocol or the modified Bruce protocol test examines 

the heart rate when it is subjected to physical activity. It does this by evaluating the 

patient's ability to exercise, their symptoms, and the changes in their 

electrocardiogram, which helps uncover any possible underlying heart issues. 

 Medical record analysis: Taking a medical past history related to the disease and 

performing a physical examination are essential parts of the investigation of CVD. 

The patient's symptoms, risk factors, family history, and previous medical issues are 

documented by medical experts as they collect information on the patient. Signs of 

CVD, such as aberrant heart sounds, murmurs, and peripheral vascular abnormalities, 

may be identified via the process of doing a full physical examination. 

 Risk assessment tools: An individual's risk of experiencing cardiovascular events 
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during a certain period may be estimated with the assistance of several risk 

assessment tools. Some examples of these tools are the Framingham Risk Score, 

ASCVD Risk Estimator, the Reynolds Risk Score. These programs take into account 

a variety of variables, including age, blood pressure, cholesterol levels, gender, 

patient history, and smoking habits among others. 

2.3 Current Approaches for CVD Prediction and Analysis  

In the 21st century, the healthcare industry has transformed into a more innovative 

industry in terms of services, techniques, technologies, and applications. The healthcare 

sector has now become a more digitally transformed healthcare model. Due to the 

advancements in the technologies in the healthcare market, the healthcare sector is 

becoming more patient-centric. Patients are being offered on-demand healthcare services. 

Wherein, healthcare facilities are available easily. Nowadays, about 52% of healthcare-

related browsing is feasible through mobile phones, 2.7 billion people have access to 

mobile phones and 77% of patients use smartphones to book appointments to get better 

healthcare offerings [117].  

2.3.1 Digital Approaches for CVD Prediction and Analysis 

The field of medicine is now in the midst of a technological upheaval, which is being 

propelled by recent developments in robotics and other cutting-edge technologies. The 

delivery of healthcare is being revolutionized by these technologies, which are also 

enhancing the results for patients and bringing about changes in medical processes. The 

technology is transforming the landscape of healthcare in a variety of ways, including 

robotic surgery, telemedicine, and diagnostics powered by Artificial Intelligence (AI) 

[118]. Figure 2.2 shows the latest technologies that are being used extensively in the 

healthcare sector for providing digital healthcare services and provisioning. 
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Figure 2.2: Latest Digital Technologies   

Cloud computing is one of the vast technologies being used in every industry for better 

services. In the healthcare sector, with the help of cloud computing, it has become easier 

and safer to share patient records, automate backend operations, and also the 

development of mobile applications facilitating digital healthcare. The cloud facilitates 

everything as a service model. Thus, digital healthcare is also delivered as a service, 

resulting in the Healthcare-as-a-Service era. It is estimated that by the end of 2030, 

almost 95% of applications will be embedded with cloud computing [119]. In the 

healthcare sector, data is almost transmitted, stored, and retrieved electronically with the 

help of digital technologies. The various healthcare components are integrated, such as 

[120,121] EMR, computerized physician detail entry, telemedicine, smart card, EHR, 

digital images, and routine data backups [122]. The handling of large amounts of data is 

more challenging in the healthcare sector. To deal with such issues, cloud computing 

offers Storage-as-a-Service (SaaS). Cloud computing also offers better opportunities for 

the doctors as well as hospitals for patient engagement and accessibility of records at the 

global level.   

     IoT defines the interconnection of billions of devices throughout the internet that are 

collecting and sharing patient datasets & samples. Specifically, IoT provides the 

provision of implantation of various devices ranging from sensors to smartphones and 
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wearable devices with the patient's body. When these devices are connected with an 

automated system it becomes easy to collect the required information, analyze, and take 

action to provide better treatment to the patient in real-time. When IoT is integrated with 

healthcare, there are more potential to develop healthcare standards that are beneficial for 

investigating the work to be done, remote service offers, efficient time management, and 

financial gains[123]. IoT provides real-time patient monitoring, telemedicine, and 

diagnosis services with the help of Biosensors, robotic sensors, and IoT devices. As per 

the latest survey, it has been estimated that 99% of organizations will adopt IoT-based 

technologies by 2025. IoT devices were USD 28.42 Billion in 2015 at market level 

whereas it is expected to increase in 2025 by USD 337.41 billion as per their betterment. 

[124]. 

Recently, CoT has emerged as a significant paradigm amalgamating the capabilities of 

both cloud and IoT. CoT is one of the high-performance application areas for managing, 

monitoring, and controlling IoT-enabled devices. 

Big data supports the healthcare sector with the use of descriptive, prescriptive, and 

predictive analytics to get insight into the data [125]. Big data in the healthcare sector 

supports threefold [125] augmented digital healthcare sector such as firstly, the 

improvement of the clinical outcome with patient datasets and samples, secondly, 

workforce productivity is boosted by leverage datasets and samples and lastly, Healthcare 

financial data is used to improve the revenue stream of hospitals, organizations, etc. As 

we know, complex and massive data is time-consuming and expensive to analyze. Big 

data helps health professionals to drive and provide the decisions and solutions for better 

treatment. 

In the healthcare sector, ML is a growing field of research with many potential 

applications such as pattern analysis, image processing, and medical record garnering for 

probing and analysis. ML-based algorithms enable machines to learn from insights to 

make predictions and decisions without human interventions, which has immense 

potential to revolutionize the various aspects of healthcare. The most significant 
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application of ML in the healthcare sector is medical diagnostics. ML analyzes huge 

amounts of patient-related medical data that includes medical images such as MRI, X-

ray, EHR, and genetic information and helps to identify patterns and detect diseases with 

a high degree of accuracy.   

Several proposed ML models have been used for the prediction and diagnosis of the early 

signs of medical conditions such as cancer, heart disease, and diabetic retinopathy. The 

major benefit of such models is that they outperform human clinicians in terms of speed 

and accuracy. Furthermore, ML also helps to the improvement of operational efficiency 

in healthcare settings.  

2.3.2 Existing ML Models  for CVD Identification and Prediction 

Machine learning is considered as one of the recent and significant digital paradigms 

used in CVD prediction and analysis [148]. ML  has momentous advancement for the 

identification and prediction of CVD. ML helps to leverage patient data, such as EHR, 

medical imaging (MRI, X-ray), and genetic information (family history), to predict the 

likelihood of developing CVD and to identify the presence and absence of these 

conditions with high accuracy. 

 The researchers have proposed various models and frameworks for CVD prediction 

based on various associated risk factors. For the validation of these ML-based proposed 

models, researchers have performed the analysis on a variety of existing datasets, and 

different approaches have been devised.  Table 2.3 states the comparison of the existing 

ML models for CVD prediction in terms of objective, novel approach, and accuracy. 
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Table 2.3 Comparative Analysis of Existing ML-based CVD Prediction Models 

Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

1.  [126] HealthCloud A proposed model 

is used for 

monitoring of 

heart status using 

a machine-

learning 

approach. 

SVM, KNN, 

Neural 

Networks, LR 

and Gradient 

Boosting Trees 

96% UCI 

Machine 

Learning 

Heart 

Disease 

Dataset 

2.  [127] Machine 

Learning based 

Cardiovascular 

Disease 

Diagnosis 

framework 

A model is 

proposed for heart 

disease levels 

using an ensemble 

approach as well 

as boosting 

methods. 

 

LR and KNN 

classifiers 

95.5% Framingham, 

Heart 

Disease and 

Cleveland 

Heart 

Dataset. 

3.  [128] Fog-Based 

Smart 

Cardiovascular 

Disease 

Prediction 

System 

A proposed smart 

healthcare system 

diagnoses heart 

diseases such as 

CVD using deep 

learning. 

Data Not available 

4.  [129] Stacking 

model with 

The prediction 

model predicts the 

Random Forests, 

Linear 

96% Cleveland, 

Hungarian, 
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Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

base learner 

layer and meta 

learner layer. 

CVD level using a 

machine learning 

approach. 

Regression, 

Multilayer 

perceptron, ET, 

and CatBoost 

Swizerlang, 

Long Beach 

VA and 

Stalog 

(Heart) 

5.  [130] Classification 

Model 

The proposed 

model is used to 

predict the heart 

disease risk 

predictions using 

classifiers. 

SVM, Gaussian 

Naive Bayes, 

LR, LightGBM, 

XGBoost, and 

random forest 

88.5% Cleveland 

heart disease 

(HD) dataset 

6.  [131] Enhanced 

prediction 

model 

The enhanced 

model is used for 

the detection and 

prevention of the 

CVD using 

classification. 

Random Forest 99% Kaggle Heart 

Disease 

Dataset 

7.  [132] Cardiovascular 

prediction 

model 

The proposed 

model predicts the 

CVD and helps to 

reduce the fatality. 

Decision Tree,   

multilayer 

perceptron,Rand

om Forest and 

XGBoost (XGB) 

87.28% 

 

 

 

 

Kaggle Heart 

Disease 

Dataset 
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Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

8.  [133] Ensembles 

Model 

The model is 

proposed to 

predict the CVD. 

Data Not available 

9.  [134] Intelligent 

heart disease 

prediction 

system 

The proposed 

model is used to 

predict the 

occurrence of the 

heart disease. 

SVM, J48, 

Naïve Bayes, 

MLP, random 

forest, 

AdaBoost, 

boosted tree, and 

binary 

Discriminant 

87.91%. Heart 

Disease 

Dataset 

10.  [135] An Android-

based 

prototype 

software 

This prototype 

predicts the 

associated risk 

factors with 

coronary heart 

disease 

Data Not available 

11.  [136] Intelligent 

cloud-based 

heart disease 

prediction 

system 

The system is 

proposed for heart 

disease 

predictions. 

Support vector 

machine 

93.33%  Cleveland, 

Hungary, 

Switzerland, 

and the VA 

Long Beach 

12.  [137] IoT based m- The model is DT, KNN, NB 92.8% UCI dataset 
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Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

health disease 

diagnosing 

system 

proposed to 

predict and 

diagnose the 

various diseases 

severity levels as 

well as alert 

system is 

incorporated. 

and SVM and medical 

sensors  

13.  [138] IoT based 

patient 

monitoring 

system  

The proposed 

system is used to 

diagnose and 

predict the stroke 

level in the patient 

as well as giving 

the alarm alert for 

the patient as well 

as caretakers. 

Random Forest, 

KNN, Naïve 

Bayes, Decision 

Tree 

93% Real time 

patient 

Dataset 

14.  [139] Predictive 

analytics 

Model  

The proposed 

model predicts the 

heart disease with 

its probability 

levels. 

Naïve Bayes 

 

 

 

 

 

97% UCI machine 
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Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

15.  [141] Hybrid 

Random Forest 

with Linear 

model 

(HRFLM) 

The model is 

proposed to 

predict the 

Cardiovascular 

disease using ML 

and IoT. 

ANN, Decision 

Tree 

88.7% UCI 

Cleveland 

dataset 

16.  [142] Machine 

learning based 

Flask Web 

framework 

The framework 

identified the 

different stages to 

predict the 

absence and 

presence of the 

CVD. 

Random forest  Kaggle 

Dataset 

17.  [143] Adaptive  

inference 

system  

The model is 

proposed for the 

prediction of heart 

disease as well as 

other multiple 

diseases using 

BSO algorithm. 

neural network,  

SVM 

96.08% Framingham 

and the 

dataset 

Hungarian 

18.  [144] Heart disease 

prediction 

model 

The model is 

proposed to 

diagnose the CAD 

disease based on 

different dataset. 

decision tree and 

pruned 

C4.5 tree 

78.06% UCI dataset 
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Sr 

No 

Ref 

no 

Existing 

Models 
Objective Novel Approach 

Accuracy 

Level 
Dataset 

19.  [145] CRISP-DM  The data mining 

based model is 

proposed to 

predict and 

classify the CVD. 

Random forest, 

LR and ANN 

80% UCI dataset 

20.  [146] Heart 

Prediction 

model 

The machine 

learning-based 

model is proposed 

to predict and 

analyses the 

probability of 

heart disease 

development rate 

in the patients. 

Naïve Bayes, 

decision tree, 

KNN, and 

random forest 

algorithm 

90.7% Cleveland 

Dataset 

21.  [147] An intelligent 

decision 

support system 

A system is 

proposed to 

predict the 

presence and 

absence of CVD. 

LR, KNN ANN, 

SVM, decision 

tree, Naive 

Bayes, and 

random forest 

 Cleveland 

heart disease 

dataset 

 

2.4 Comparative Analysis of Existing CVD Prediction Models  

The comparative analysis of existing CVD prediction models is important to classify and 

understand them based on various technologies. This section comprehensively covers the 

comparative study of the existing CVD prediction models based on different metrics such as 
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technological platform based upon and the datasets applied. It highlights the overlapping of 

various prediction model implementations on multiple platforms.   

2.4.1 Technological Platform-based Overlapping 

Various digital methodologies have been used to propose the CVD prediction models 

which are categorized as depicted in the following overlapping diagram as shown in 

Figure 2.3. Proposed CVD prediction frameworks based on cloud 

computing[121,122,135], IoT [123], and machine learning [106,109,126-127,129-

133,139,141,142,145,146,148] are analyses and survey has been performed. 

 

Figure 2.3:  Overlapping of technologies used for CVD Prediction 

2.4.2 Dataset Applied-based Comparison 

There are various dataset used to proposed the CVD prediction and recommendation models 

which are categorized as depicted in following diagram as show in figure 2.4. Various dataset 

used are UCI heart disease dataset, Framingham heart disease, Cleveland heart dataset, 

Hungarian, and Swizerlang, Long Beach VA and Stalog (Heart), Kaggle Heart Disease Dataset as 

well as Real time patient Dataset. 
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Figure 2.4: Dataset used for CVD Prediction 

2.4.3 Critical Evaluation of Past Studies 

Many research efforts have investigated the use of machine learning for predicting 

cardiovascular disease (CVD), but several methodological shortcomings remain largely 

unaddressed. A common issue is the reliance on small or imbalanced datasets, which 

limits the applicability of findings to broader, more diverse patient populations. In studies 

that employ ensemble methods, the rationale for choosing specific base classifiers is 

often unclear, raising concerns about redundancy and potential bias in predictions. 

Furthermore, practical considerations such as model interpretability, computational 

demands, and ease of integration into existing clinical workflows are frequently 

overlooked. While metrics like accuracy and AUC are regularly reported, they do not 

always reflect clinical relevance—particularly when high false positive rates could result 

in unnecessary tests or treatments. These concerns underscore the importance of adopting 

a more comprehensive and practically informed approach when developing predictive 

models for CVD. 

2.5 Conclusion 

Conclusively, in the literature review, CVD analysis techniques that are currently in use 

have been investigated and their benefits and drawbacks. It emphasizes the role that 

digital technology plays in healthcare, namely in medical imaging, illness diagnosis, drug 

development, personalized medicine, health monitoring, natural language processing 
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(NLP), and disease monitoring. The issues that are currently faced in CVD analysis have 

been discussed in this chapter. These include data availability and quality, data 

integration, the interpretability of machine learning models, ethical concerns, bias, 

clinical acceptance, validation, and resource limits. In addition to this, this chapter gives 

an overview of conventional methods for analyzing CVD and demonstrates the relevance 

of these methods in terms of clinical decision-making and patient treatment. It highlights 

how important it is to integrate classical learning methods with deep learning strategies 

in order to capitalize on their own strengths and enhance the results of CVD analyses. 
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CHAPTER 3 

PCARD: AN INTELLIGENT FRAMEWORK FOR 

CARDIOVASCULAR DISEASE PREDICTION 

Cardiovascular disease incorporates a variety of conditions or problems that affect the 

vessels of the heart and blood of the human body. It has become the leading cause of 

death globally, contributing to significant morbidity and mortality. CVD problems are 

complex and multifaceted, requiring comprehensive prevention, early detection, and 

management approaches. Adopting a heart-healthy lifestyle and working closely with 

healthcare providers can significantly reduce the risk and impact of CVD problems. 

Various tools, techniques, and methodologies identify the presence or risk of developing 

cardiovascular conditions. Such CVD prediction and detection tools, techniques, and 

methodologies include traditional clinical assessments, imaging techniques, and 

emerging computational approaches that have been integrated with and into various 

models. These proposed CVD prediction models are based on the latest IT innovations 

incorporated with machine learning (ML) and artificial intelligence (AI).  

This chapter proposes a model, known as PCard for the prediction of the prospective 

occurrence and the probability level of the presence and absence of CVD using different 

machine learning algorithms such as k-nearest Neighbors, Support Vector Machine, 

Logistic Regression, Multi-Layer Perceptron, and Deep Forest.  A recommender module 

has been integrated with the PCard model to provide valuable recommendations for 

patient diagnosis based on the level of CVD. The model has been trained using the CVD 

dataset available at the Kaggle repository and the experimental results indicate that the 

model achieves an accuracy of 98.5% compared to individual machine-learning 

approaches. 

The chapter has been divided into 3 sections. Section 3.1 elaborates on the basics of the 

ML approach and proposed model. Section 3.2 elaborates the ensemble approach in 

detail with its techniques and methodologies. Section 3.3 enlightens about the proposed 
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framework used for CVD prediction using machine learning algorithms in terms of the 

layered approach, its components, working in detail, and proposed algorithms. 

3.1 Introduction 

Machine learning has arisen as an advanced approach in healthcare offerings and is being 

used to detect CVD. Machine learning is a part of data science used for data analysis 

based on features to predict the outcomes and make decisions to achieve the objectives. 

In the healthcare field, machine learning helps medical professionals to provide better 

treatment facilities . It helps to collect patient data easily; manage the dataset; analyze the 

data; predict various health problems and offer relevant recommendations[152].    

The chapter proposes a CVD prediction model that uses ML approaches for the 

prediction of CVD problems. It is based on an ensemble machine learning which is used 

to detect the absence and presence of CVD as well as predict the risk levels associated 

with it. The proposed model not only helps to diagnose CVD but also facilitates the 

level-based segregation for CVD risks such as low risk, medium risk, or high risk. 

This chapter proposes a model, PCard, that is used to predict the prospective occurrence 

and the probability of the presence and absence of CVD using different machine learning 

algorithms. It uses k-Nearest Neighbors (KNN), Logistic regression (LR), Multi-Layer 

Perceptron (MLP), random forest (RF), and  Support vector machine (SVM) for the CVD 

prediction. A recommendation component has been integrated with a prediction system in 

PCard where the patients are provided with valuable recommendations for their diagnosis 

based on the level of CVD predictions. The model has been trained using the CVD 

dataset from the Kaggle repository and the experimental results indicate that the model 

achieves an accuracy of 98.5% compared to individual machine-learning approaches. 

Additionally, the proposed model is also centered on the development of an online 

CVD analysis model for better CVD diagnostics as well as the potential of ML 

algorithms in real-time. The purpose of using ML algorithms is for the ensemble of 

classifiers to utilize the capabilities of each individual method and produce a diagnostic 

mechanism that is more reliable and accurate. The model involves data preprocessing, 
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feature selection, and an ensemble of various ML algorithms for CVD prediction [29]. 

Various ML algorithms have been used in the proposed model to analyze the result as 

well as performance parameters. Figure 3.1 shows the high-level view of the PCard 

system. 

 

Figure 3.1 High-level PCard Block Diagram 

3.2 Basic Ensemble Approach 

The ensemble approach is considered as machine learning approach that is used to 

combine various models to propose a prediction model. The ensemble is how multiple 

techniques are combined to improve the accuracy as well as performance of the model 

[69]. The ensemble approach is categorized into two groups as shown in Figure 3.2: 

 

Figure 3.2 Ensemble Techniques categories 
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The sequential ensemble is the method to generate the base learners in sequence whereas 

in the parallel ensemble approach the base learners are being generated in a parallel way. 

In the sequential approach, the base learners are generated sequentially and the 

generation of base learners promotes the dependency between base learners however, in 

the parallel approach, the base learners are generated parallel and the parallel generation 

of base learners promotes the dependency between base learners. 

 3.2.1 Types of Ensemble Learning 

Ensemble learning is also considered as the utilization of ensemble methods for the 

creation of more accurate classifiers by the combination of different classifiers 

formulating an ensemble model. The main goal of an ensemble model is that each 

classifier used in an ensemble model should be such that they should complement each 

other for a decision so that more accuracy can be achieved [153]. All the selected 

classifiers should then agree with different decisions. However, if all the classifiers agree 

with the same decisions, then the designed ensemble technique fails.  Moreover, if there 

occurs an error with any classifier then the remaining classifiers can help to handle these 

errors. The following Figure 3.3 shows the working of the ensemble approach. 

 

Figure 3.3 Ensemble Approach for Classification 
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Ensemble learning is classified into three main categories [153] which are as follows:   

 Bagging: Bagging is an ensemble learning approach that is used to improve the 

performance as well as the accuracy of the ML algorithms. Bagging helps in avoiding 

the overfitting of the dataset. In this ensemble learning approach, the sample is 

randomly chosen from the dataset with its replacement, and every data subset is used 

for training purpose due to which an ensemble of different classifiers is obtained using 

average methods. 

 Boosting: Boosting is an ensemble learning approach in which weak learners are 

converted into strong learners using weighted average methods and also combines 

different classifier base models. Each classifier‘s output works and is combined 

independently without any preference for any individual classifiers.   

 Stacking: Stacking is an ensemble approach in which all the classifier models are 

aggregated based on their weights to propose a prediction model.  

3.3 Proposed PCard Model 

Heart disease and associated problems are a major health concern worldwide, which 

significantly causes morbidity and mortality. Based on the need for CVD detection and 

prediction, a layered architectural model, the PCard model, has been proposed which 

intends to predict the presence of CVD in the patients and also analyses the risk level 

associated with the presence. PCard adopts a layered architectural layout to segregate the 

complexity and inhibit the abstraction of the tasks at different levels. The PCard model 

collects the patient data and uses ML algorithms to detect the CVD levels such as low, 

high, and medium levels. Based on the risk level, various recommendations are given to 

the patient. So, PCard involves diagnosis and recommendations. 

The proposed PCard model is based on certain assumptions that form its basis of 

prediction and recommendation methodology. The assumptions enable effective 

prediction results in terms of accuracy and data considerations. For suitable predictions, 

the verification and validation of assumptions is required. The proposed PCard model has 

associated assumptions that include: 
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 The proposed PCard model is a multivariable prediction model that considers the 

multiple factors that collectively impact CVD occurrence and risk assessment. Thereby, 

the multiple risk factors are analyzed to predict the absence and presence of CVD. 

 There are multiple variables considered for CVD occurrence and risk assessment that 

include modifiable and non-modifiable factors such as age, alcohol intake, cholesterol, 

diastolic blood pressure,  gender, glucose, height, weight, physical activity, smoking, 

and systolic blood pressure. 

 The model assumes that the geographical location and model evaluation environment 

can be different and independent. As a geographical model, patient data can be 

collected from any of the locations at the global level either using GUI, Google Maps, 

or any online repository. The proposed model should have the feature of data analysis 

at any level. 

 The model assumes that the predictor outcomes associations may vary among ethnic 

groups. However, the proposed model follows internationally approved standards and 

parameters formulated upon extensive analysis and tests across the global population 

on various healthcare issues (particularly CVD problems). 

 The proposed model is a layered model to create a separation of concerns. The 

implementation of different technologies, devices, and operations is separate from 

various layers, and the results of each layer are integrated collaboratively into the 

prediction and recommendation unit. 

3.3.1 Layered PCard Architectural Model 

PCard model is a layered architecture model that follows the bottom-up (machine 

learning) approach. In a layered architecture, the PCard model consists of 3 layers, 

namely the user and cloud layer, the Preprocessing layer, and the Prediction and 

Recommendation layer. These layers perform functions independent of one another. A 

detailed description of the layered architecture is discussed and the shown in the 

following Figure 3.4. 
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a) User and Cloud Layer 

The main purpose of this layer is the patient‘s data collection, storage, and management. 

It acts as an interface between the hospital professionals and patients that helps in data 

acquisition and communication. Sensors are being used for real-time monitoring of the 

patients is performed and health records are stored in a cloud database that can be 

accessed and monitored at the global level. At this layer, patient history can also be 

accessed for the prediction analysis. The collected data is not in the proper format, so it is 

passed to the next layer for preprocessing. The main components of the layers are user 

profiles, medical history, sensor records, and cloud database. These components perform 

the following functions:   

 User profiles are related to the patient's demographic and lifestyle information, such as 

age, gender, ethnicity, smoking habits, consumption of alcohol, and physical activities. 

 Medical history is related to chronic conditions such as diabetes, hypertension, and 

other related diagnoses. 

 Data collection using wearable or medical devices that enable real-time health 

monitoring. 

 All the data is stored and managed in the cloud infrastructure, where it is saved 

securely and can be made available for processing and analysis. 

b) Preprocessing Layer 

Another layer is data preprocessing. In this layer, patient data is being processed for null 

values as well as duplicate values removal. Filter methods are also used in this layer that 

help to consider the features as labels to identify the dependent and independent 

variables. After preprocessing, the dataset is classified as a training dataset and a testing 

dataset for testing the model and to train the model. That preprocessed dataset is used in 

the prediction and recommendation layer.    The steps involved are: 

 Handling of missing values: Missing values are detected and filled in the dataset 

for more consistency and to avoid bias during the classification and prediction 

 Remove the duplicate values: Repeated values are eliminated to ensure data 

integrity. 
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 Data Filtering: Filters are applied to retain the relevant data samples.    

After preprocessing, the dataset is free from errors, redundancy, and inconsistencies, and 

is ready for training and use for the prediction model. 

 

Figure 3.4 Proposed PCard Layered Model 

c) Prediction and Recommendation Layer: In this layer, the preprocessed dataset is split 

into training and testing datasets. The training set is used to train that model using 

machine learning algorithms and the testing set is used to test the performance of the 

model by considering various parameters such as accuracy, F1 score, Precision, 

recall, and AUC-ROC. The layer builds and applies the proposed ML model for the 

risk levels prediction of the CVD that generate the health advice. It includes: 
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 Feature Selection: Identification of the relevant attributes such as age, 

cholesterol level, blood pressure and lifestyle factors that helps in contributing the 

CVD risk levels. It reduces the dimensions for the improvement in the the model 

performance. 

 Classification Algorithms:  ML models is trained using the classification 

algorithm on the training dataset and learn the patterns and association for the 

known outcomes such as presence and absence of the CVD. 

It performs the disease prediction based on the input features. These input features are 

prioritized as CVD risks as low, moderate and high and consequently personalized 

recommendations and the feedback to the patients are provided accordingly. 

3.3.2 Components of PCard Model 

Each layer of the proposed model is integrated with various components that are briefly 

discussed below: 

 Patients: Patients are an important entity of the proposed model. With the patient 

body, the sensors are attached inside or outside of the body for real-time health 

monitoring. The collected data is used for the CVD prediction.  

 Doctors:  Doctors play a crucial role in providing the healthcare services. They have 

vast knowledge about medicine that helps with diagnosis, detecting the symptoms, 

providing treatment, and monitoring the patient's health. 

 Sensors: Sensors are connected to the human body to analyze different parameters 

such as Age, Alcohol intake, Cholesterol,  Diastolic blood pressure, Gender,  Glucose, 

Height, Weight, Smoking, Systolic blood pressure, and Physical Activity. The various 

sensors used for analysis of CVD parameters are discussed in Table 3.1: 
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  Table 3.1  Sensors Used for Analysis of Various CVD Parameters in PCard Model 

Sr no Parameter Sensors Description 

1 Height Laser Sensor It is used to measure the height of the patient. 

2 Weight Weight sensor It is used to measure the weight of the patient. 

3 Systolic  or 

Diastolic 

blood 

pressure 

Sphygmomanometer  A blood pressure measuring device that uses 

an inflated cuff that collapses and then 

carefully releases the artery under the cuff, 

which is in a controlled manner. 

4 Cholesterol LipidPlus® Cholesterol 

Monitor 

This device is used to measure the total 

cholesterol, high-density lipoprotein, low-

density lipoprotein levels in the patient body. 

5 Glucose Glucometer The device is used to check how much sugar 

is present in patient's blood. 

 

 Cloud Database: Cloud databases are crucial and disruptive innovations that can be 

used at the global level for data storage and by healthcare professionals for health 

analysis and treatment facilities.  

 Analysis Tools: The Pcard model is implemented in the Spyder tool. Spyder is an 

open-source, scientific platform for Python. Engineers and scientists use the Spyder 

tool for data analysis. It consists of various advanced features, including scientific 

packages such as numpy, Scipy, pandas, matplotlib, and more. This tool makes it easy 

to predict CVD and provides the model's performance. 

3.3.3 Working of Proposed PCard Model 

A PCard model is integrated with the healthcare system for patient health monitoring. It 

provides a way for CVD prediction using an ensemble of machine learning algorithms 

and provides recommendations to the patients for better treatment facilities. The 
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proposed model uses a hybrid approach such as a top-down and bottom-up approach to 

predict the CVD proximity risk level in patients. The top-down approach follows the 

various steps from data collection, data preprocessing, data splitting, and CVD prediction 

with its severity levels whereas in the bottom-up approach, feedback and 

recommendations are given to the patients, and analysis is saved in the cloud for future 

use. The following Figure 3.5 shows the working of the proposed model. 

 

Figure 3.5 Flow Diagram of PCard Model 
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PCard model has phases such as data collection from GUI as well as Kaggle data source, 

data preprocessing such as removal of irrelevant data, filling of NULL values and 

classification of CVD levels based on occurrence of the different parameters using 

machine learning algorithms. The PCard model is proposed for the prediction of CVD 

which is advantageous for healthcare field and patients throughout the world. To achieve 

the objective, various machine learning algorithms are employed as ensemble technique 

on the dataset and results are presented in this report. This section highlights the in detail 

description of every layer with the used methodology. The various phases of this model 

are as following: 

a) Data Collection 

In this work, two methods have been used for the data collection. First, a cloud interface 

has been deployed that can be used at global level and another is Kaggle as a data source 

is used. 

Cloud UI and Cloud of Things Service 

To facilitate efficient operations and provide a cloud of things service to patients, a cloud 

user interface (UI) has been developed. The cloud UI allows authorized healthcare 

professionals to access and analyze patient data securely from any device with an internet 

connection. It provides a user-friendly interface for visualizing and interpreting the 

results of the heart disease analysis. 

Furthermore, the cloud UI enables the integration of a cloud of things service for heart 

disease management. This service utilizes Internet of Things (IoT) devices, such as 

wearable sensors and monitoring equipment, to collect real-time data from patients. The 

collected data can be securely transmitted to the cloud UI, where it is analyzed using the 

heart disease classification model. This makes it possible to monitor patients' health state 

continuously, identify any problems early, implement tailored therapies, and personalized 

interventions. 

Kaggle Data Source 

The Kaggle dataset used for this analysis that is a popular platform of data science 
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competitions. It consists of various features that can help in the diagnosis of heart 

disease, including demographic information, medical test results, and lifestyle factors. 

The dataset has undergone pre-processing, which includes scaling operations to ensure 

uniformity and comparability among the features. 

The dataset cardio_train [154]. used in this study consists of 70,000 records of the 

patients and 12 unique features. The following Table 3.2 describes the details of features 

with range values  

              Table 3.2  Dataset Features  

Feature Variable Range 

Age Age 10,798 to 23,713 (in Days) 

Height Height 55-250 (in cm) 

Weight Weight 10-200 (in kg) 

Gender Gender 1 - women, 2 – men 

Syst blood pressure Ap_hi 150- 16,020 (Categorical between 0-2) 

Diast blood pressure Ap_lo 70-11,000 

Cholesterol Chol Categorical Value between 0-2 

Glucose Gluc Categorical Value between 0-2 

Smoking Habit Smoke 1: Yes, 0: No 

Alcohol intake Alco 1: Yes, 0: No 

Physical Activity Active 1: Yes, 0: No 
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b) Data Preprocessing 

Data Preprocessing is considered as the major step for the data analysis. In this work, we 

have imported the StandardScaler package from sklearn. preprocessing for data scaling. 

The basic functions such as fit(data), transform(data), and split() used for data scaling 

have been discussed in this section. 

The fit(data) is used to calculate the mean value and standard deviation of the features. 

Then transform(data) is used for data scaling by calculating the mean and std using fit() 

where it ensures that the mean is 0 and the standard deviation value is 1 and splits the 

dataset into train and test datasets. For the selection of the special features from the 

dataset, feature selection function is used to identify the specific the label and to increase 

the efficiency of the predicted model using different machine learning algorithms such as 

Decision tree,  KNN, logistic regression, MLP and SVM. Machine learning algorithms 

are compatible with numerical values only so feature encoding process is used that helps 

to convert the categorical data into numerical values and normalization process is 

performed to convert the numerical values in specific scale range to apply the analysis on 

the dataset. To check the performance of the predicted model data splitting() is used to 

split the data set into training and testing sets such as 80% training and 20% as testing 

dataset. 

c) Classification Phase 

In the classification phase, the proposed model splits the data into training and testing 

datasets. The training dataset is being trained by various machine learning algorithms 

such as KNN, Logistic regression, Multi-Layer Perceptron, Random forest and Support 

vector machine. This section defines the classification algorithms used in the work as 

follow: 

 Classification Algorithm 

To classify heart disease, a fusion of multiple classification algorithms has been 

employed. The following algorithms were used: 

o k-Nearest Neighbors (KNN): A non-parametric supervised classification approach 
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called kNN. In this, the majority of the votes are used for N nearest neighbors in the 

feature space to classify a sample dataset. 

o Support Vector Machine (SVM): SVM is a supervised learning ML algorithm that 

constructs hyperplanes to separate different classes in the feature space. 

o Logistic Regression (LR): A logistic function is used in logistic regression. a linear 

regression framework forecasts the likelihood of a binary outcome. 

o Multi-Layer Perceptron (MLP): MLP is an artificial neural network with multiple 

layers of nodes that can learn complex patterns in the data. 

o Random Forest: In Random Forest, Several decision trees are used as an ensemble 

learning technique to generate predictions. 

The fusion of these algorithms aims to leverage the strengths of each method and 

improve the overall accuracy of heart disease classification. 

3.3.4 Model Training and Tuning Parameters 

In ML, model training is the process that helps ML-based algorithms to learn the hidden 

patterns and predict the required output. The provided dataset is preprocessed using a 

preprocessing layer and then used for model training and testing. For training and testing 

the model, the dataset is being split into training and testing datasets using the 

train_test_split method, and the library used is scikit-learn. Feature values are normalized 

using StandardScaler in the training dataset, and multiple classification algorithms such 

as kNN, Random forest, SVM, LR, and MLP are used to normalize the training data. 

After classification, each method is applied on the test dataset to evaluate the model 

performance in the form of a confusion matrix, accuracy, precision, recall, and F1-score. 

Various tuning parameters are considered for the model as discussed in the Table 3.3 

below. Finally, a confidence interval for accuracy is estimated using bootstrapping to 

provide a reliable measure of model performance. The following table 3.3 shows how 

different classification algorithms are used as classifiers by using the ‗method‘ parameter 

in the code:  
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Table 3.3: Model Training and Tuning Parameters 

Method 

ID 

Classifi

er 
Training Parameters Tuning Parameters 

1 KNN neigh1.fit(X_train, Y) KNeighborsClassifier(n_neighbors=1) 

2 Randon 

Forest 

neigh2.fit(X_train, Y) RandomForestClassifier(n_estimators=100, 

max_depth=2,random_state=0) 

3 Support 

Vector 

Machin

e 

neigh3.fit(X_train, Y) LinearSVC(random_state=0, tol=1e-5) 

4 Logistic 

Regress

ion 

logisticRegressionClassifier

.fit(X_train, Y) 

LogisticRegression(random_state=0,multi_cl

ass='auto', 

solver='lbfgs',max_iter=1000) 

5 MLP mlp.fit(X_train, Y) MLPClassifier(hidden_layer_sizes=100, 

alpha=2, random_state=1) 

 

3.4 Proposed PCard Algorithm 

The Proposed PCard algorithm categorizes patients with CVD risk levels as low, 

Borderline, Intermediate, and high risk. Identifying risk levels helps make 

recommendations to patients based on the risk score. Mathematically, the risk score is 

calculated by adding the weights of each attribute. Each attribute weight is considered as 

shown in Table 3.4. 
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Table 3.4 Scoring System Table 

Risk Factor Range Value Weight 

Age <45 Year 0 

45-54 Years 1 

55-64 years 2 

>64 3 

Total Cholestrol <200 mg/dl 0 

 200-239 mg/dl 1 

>239 mg/dl 2 

HDL Cholestrol >59  mg/dl (High) 0 

40-59  mg/dl 1 

<40  mg/dl (Low) 2 

Blood Pressure <120/80 mmHg 0 

120/80-139/89 mmHg 1 

>139/89 2 

Diabetes No 0 

Yes 2 

Physical Activity Active 0 

Inactive 1 

Smoking Non-smoker 0 
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Risk Factor Range Value Weight 

Active Smoker 2 

Alcohol intake Moderate(1-2 Drinks/day) 0 

Heavy (3+Drink/day) 2 

Family History of CVD No 0 

Yes 1 

Assumption for the PCard Model: 

1. The risk level is calculated by considering the weight of each attribute, which is 

regarded as 0,1,2, or 3. 

2. After adding all the weights, the risk score is calculated which is further used for the 

recommendations. 

3. For CVD prediction, the risk levels are considered as Low, Borderline, Intermediate, 

and high risk. 

Algorithm 1: Cardiovascular Disease Prediction Process 

Input: Import the patient‘s Dataset (Cardio_train.csv) 

Output: Patient‘s classification into Low risk level, medium risk level, and High Risk 

level of CVD. Special recommendations for patients having high-risk level of CVD. 

#Step 1: Load the Dataset 

#Step 2:Perform preprocessing of the loaded dataset.  

#Step 3: Split the dataset as training and testing datasets. 

#Step 4: Use the pre-processed data as a training dataset. The training dataset is used to 

train the model for generations of the rules. 

                Use CVD_Pred(Pti  , Rfj, Levij  CVD) function to predict the patient having 

CVD. (Algorithm 2) 
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#Step 5: Evaluate the Model to check the performance. The split testing dataset is used 

for the performance of the prediction using a trained model. 

#Step 6: The result being used by the cardiologist for the recommendations based on the 

levels. 

Algorithm 2: Calculation of CVD prediction levels 

Objective function: CVD_Pred(Pti  , Rfj, Levij CVD) 

where: Pt :Patients,  

Rat: Risk attributes,  

Levij  Risk level of j
th

  value associated with i
th

 patient and   

CVD: Cardiovascular Disease 

 

 S= Set of patients and n is the maximum number of patients 

J:Index for Risk attributes where  

Ra=Set of risk attributes and a is the maximum number of risk attributes 

Levij : Value of each factor such as  

 

Calculate the risk level Using Risk Score table 3.3 and function 1 

Risk_Score=calculate_cvd_risk_score(Rat1, Rat2,Rat3 ,Rat4, Rat5,…………..,Ratn) 

If(Risk_Score<5%) then Low-CVD Risk 

else if(Risk_Score>5% AND Risk_Scorel<8%) then Borderline risk 

else if (Risk_Score >8 AND Risk_Score<20) then Intermediate Risk 

else High Risk of CVD 

#Function 1 Definition 

calculate_cvd_risk_score(Rat1, Rat2,Rat3 ,Rat4, Rat5,…………..,Ratn) 

    Risk_Score = ∑Ra*w 

    return Risk_Score 

CVD_Pred() is used for prediction of the risk level of CVD in a patient by considering 

the different parameters and their range. Here, the CVD_Pred  is the function that maps 
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the i
th 

patient into the different risk levels such as high, low, and medium by considering 

the different range of risk factors.  

The proposed model is consist of set S={pat1,pat2,pat2……….patn} of n patients 

 defines the number of patients and set of risk attributes 

such as  and risk attributes are represented as set Ratj= 

(Rat1, Rat2,Rat3 ,Rat4, Rat5,…………..,Ratn). 

The risk is calculated using Table 3.3 and function 1 that is used by the health specialist 

to provide the recommendations. 

3.4.1 Mathematical and Algorithmic Rationale Behind the Ensemble Design 

Mathematically, we assume that each classifier can be denoted by   where,  

 where i corresponds to the kNN, Random Forest, SVM,LR and MLP. For 

any dataset sample x each classifier propose the prediction such as  where, y is 

the label. To ensemble the result of all classifiers, union of indices is used such as: 

Mathematically, we assume that each classifier can be denoted by   where, 

 where i corresponds to the kNN, Random Forest, SVM,LR and MLP. For 

any dataset sample x each classifier propose the prediction such as  where, y is 

the label. To ensemble the result of all classifiers, union of indices is used such as: 
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and, the mathematical formulation is as follow: 

     =  

This method is used to select all the verified classified samples generated from all the 

models. 

3.5 Conclusion 

Conclusively, the chapter proposes a CVD prediction model, named the PCard Model, 

that is used to analyze the secondary dataset. It assigns weight to each factor based on a 

scoring system table, and prospective occurrence and probability of the CVD are 

calculated. Probability values are used to identify the risk level and give treatment 

recommendations. 
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CHAPTER 4  

RESULTS AND DISCUSSIONS 

In Chapter 3, the proposed model has been discussed in detail with the methodology 

used, incorporated dataset, its layered architecture, components, and proposed 

algorithms. In this chapter, results related to the proposed frameworks are being 

discussed. Experiment results have been generated using the cardio_train dataset which 

has been discussed in this chapter. Further, with these results, a comparative analysis is 

performed with existing approaches and frameworks. This chapter gives the details of the 

study's findings and its interpretation of those findings is an essential component of any 

investigation into CVD. In this part of the report, we will discuss the findings and 

conclusions of our study, conduct an analysis of the data, and provide interesting 

interpretations. In this section, we will address both the study aims and questions, as well 

as examine the relevance of the findings, which will be compared to previous research. 

Model performance is an essential component of every machine learning model, and this 

is also true of the model that has been presented for the study of CVD. Evaluating and 

comprehending the performance of the model offers valuable perceptions about the 

accuracy, and dependability of the model. To determine whether or not proposed machine 

learning based models are useful in the study of CVD, performance measures are 

necessary. These metrics provide quantifiable measurements of the model's capacity to 

predict outcomes, to classify data accurately, and to differentiate between various CVD 

The chapter discusses the evaluated performance of the proposed framework from a 

variety of perspectives such as accuracy, AUC-ROC, F1-Score, precision, and recall. 

The chapter is divided into 6 sections. Section 4.1 gives the system specification used for 

the research. Section 4.2 discusses the steps used for experiments as well as the 

algorithms used. The performance metrics with its features are described in section 4.3. 

Further, comparative analysis with individual algorithms and ensemble approaches is 

given and also highlights the accuracy difference between the proposed ML approach and 

the existing ML approach. Section 4.6 provides recommendations based on the CVD risk 

levels. 
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4.1 System Specification 

System specification is related to the Experimental Setup, which refers to the 

environment such including both hardware and software-related, in which the CVD 

analysis is carried out. All the experiments are conducted with the configuration of 64-bit 

operating system Windows 11, x64-based processor, 12th Gen Intel(R) Core(TM) i5-

1240P,  1.70 GHz processor, 8.00 GB RAM. The proposed model has been implemented 

in Spyder (Python 3.10), and the cloud interface was created using PHP and also Python 

libraries like NumPy, pandas, sklearn, and Scikit-learn. 

4.2 Materials and Methods 

This section discusses the experimental scenario used for the proposed framework. The 

proposed framework is developed for the prediction of the heart disease with its 

probability and risk levels. For the prediction, an ensemble approach is used to propose 

the framework, which is discussed in Chapter 3, with algorithms for the risk level 

calculations that use the scoring system table (Weight assigned to each attribute from 0 to 

3) and algorithms for the CVD probability and predictions. A more detailed description is 

given in the sections below about experimental scenarios (with different stages and code) 

4.2.1 Experimental Scenarios of Heart Disease Prediction 

For heart disease prediction, experimental scenarios have been considered for feature 

selection and enhancement in performance and efficiency. Experimental scenarios is 

developed using ML algorithms such as KNN, LR, NLP, RF, and SVM. Algorithms 

select the optimal features and validate the model using cross-validation. The 

experimental framework consists of five stages such as importing the dataset, data 

preprocessing, splitting the dataset, training the model, and result evaluation for the 

prediction and result evaluations such as accuracy, F1 score, recall, and precision. The 

following figure 4.1 shows the different stages of the proposed framework and 

experimental flow of ML algorithms. 
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Figure 4.1: Experimental Flow 

Stage 1 (Import Dataset): The import dataset is the first stage of the proposed 

framework which is imported for the prediction. To import the dataset (Cardio_train), the 

python library has been used. The imported dataset is in CSV format that is being 

converted into a data frame. Below is the sample code: 
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datasetFile = "cardio_train.csv" 

df_train = pd.read_csv(datasetFile, header=None).fillna(0) 

Stage 2(Data Preprocessing): Data preprocessing is the second stage in the data analysis 

which is used for the data cleaning and processing to remove the irrelevant data. In this 

stage, the last column is set as the label as well and values are extracted for the 

prediction. It adds and removes the dimensions from the data frame. 

Stage 3(Split the dataset): The third stage is dataset splitting in which the dataset is 

divided into distinct datasets such as training and testing datasets. The data is split based 

on ratio such as 80:20. For training purposes, the sklearn python library is used. 

The model is trained using the 80 % training dataset and the 20% testing dataset is 

considered to evaluates the model to test the model performance. 

Stage 4(Model Training):   In this stage, model is built using available information such 

as preprocessing , data splitting , training the model using ML approaches.  

Stage 5(Result Evaluation):  This is the last stage of the model in which the proposed 

model is evaluated based on the confusion metrics. Based on confusion metrics, 

accuracy, precision, recall, the F1 score is calculated.   

The sample code of model evaluation: 

def findPRFC(predicted, actual, display=True) : 

    f1 = f1_score(predicted, actual, average="macro") 

    pre = precision_score(predicted, actual, average="macro") 

    acc = accuracy_score(predicted, actual) 

    rec = recall_score(predicted, actual, average="macro") 

    conf_matrix = confusion_matrix(predicted, actual); 
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4.2.2 Experimental scenario of heart disease risk levels 

The Proposed PCard algorithm categorizes patients with different CVD risk levels such 

as low, Borderline, Intermediate, and high risk. Through the interface, CVD prospective 

occurrence and associated risk levels have been predicted based on the scoring system 

table and formula as discussed in Chapter 3 section 3.4 using Table 3.3. Cloud GUI 

interface is used to identify the probability of CVD risks./ Cloud GUI interface is as 

shown below Figure 4.2. 

 

Figure 4.2: Cloud GUI 

Cloud-based GUI interface is used to collect the real-time data and it calculates the 

probability levels as low, high, moderate, and intermediate such as shown in Table 4.1 

below as per the guidelines of ACC/AHA Guidelines [155,156] (American College of 

Cardiology/American Heart Association): 
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Table 4.1 : Risk Level Classification 

CVD 

Prediction 

Level 

Risk Level CVD Prediction  

1 <5% Low-Risk 

>5% and < 7.4% Borderline Risk 

>7.4% and <19.9% Intermediate Risk 

20% and more High Risk 

0 NA NA 

  

CVD prediction is set as 1 for the present and 0 for the absence of the CVD. If CVD is 1, 

risk levels are calculated as 5%, between 5 to 7.4%, 7.5 to 19.9%, and 20 and more. The 

various parameters that are considered for the prediction are as shown in the Table 4.2 

below: 

 

Table 4.2 : Parameters used in GUI 

Patient id Height Sugar Level 

Name Weight Smoking (Yes/No) 

Contact Number Bp_hi Intake of Alcohol 

Age Bp_Lo Physical Activity 

Gender Cholestrol Level  
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Based on the risk levels prediction, various recommendations are given as mentioned in 

Table 4.3 below as per the guidelines of ACC/AHA Guidelines[155,156] (American 

College of Cardiology / American Heart Association): 

Table 4.3  : Risk Prediction based on levels and Recommendations 

Prediction Risk Level CVD 

Prediction  

Recommendations 

1 <5% Low-Risk No need of immediate treatment 

Between 5% to 

7.4% 

Borderline Risk Exercise is required. 

7.5% to 19.9% Intermediate 

Risk 

Please visit the doctor 

20% and more High Risk Very High risk, immediately check 

with Cardiologist 

0 NA NA Healthy 

Real-World Data validation has also been performed using cloud based GUI as well as 

survey was conducted in the Rattan hospital for the data collection and testing of the 

data.Different Test cases on real-world data validations are as follow in Table 4.4: 

Table 4.4: Test Cases and validations 

Sr No Test Cases Results/Validations 

1 Age=30, Gender=Female, Height=160, 

Weight=50, Bp Hi=120, Bp Lo=55, 

Cholesterol =Low,  Diabetes=Low, 

Smoke=No, Alcohol=No, Physical 

Activity=No 

Classified as type CVD 

Present with Level: 54.1667 
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Sr No Test Cases Results/Validations 

2 Age=30, Gender=Male, Height=160, 

Weight=75, Bp Hi=130, Bp Lo=70, 

Cholesterol =High,  Diabetes=High, 

Smoke=No, Alcohol=No, Physical 

Activity=No 

High Risk, Please Check 

with Cardiologist  

3 Age=30, Gender=Male, Height=160, 

Weight=75, Bp Hi=130, Bp Lo=70, 

Cholesterol =High,  Diabetes=High, 

Smoke=Yes, Alcohol=Yes, Physical 

Activity=Yes 

Very High Risk, 

Immediately Check with 

Cardiologist 

4.3 Experimental Results and Discussions 

The experimental results have been produced by using the Kaggle dataset name 

cardio_train having, 70,000 records that have different features that are used for the CVD 

prediction. The split operator is used for the data splitting as training and testing sets. The 

different patient parameters are considered for the proposed model accuracy analysis and 

individual ML algorithms on PCard model which is depicted as shown in figure 4.3 

below: 

 

Figure 4.3: Accuracy of Proposed PCard model vs individual ML algorithm  
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4.3.1 Performance Metrics 

The PCard heart disease classification model‘s performance has been evaluated using 

several metrics, including accuracy, precision, and recall. The results achieved are as 

follows: 

Precision: Precision reduces the number of fake positives by calculating the ratio of 

actual positive samples predicted out of all samples that are predicted as positive by the 

model. It emphasizes the accuracy of positive predictions and is especially useful in 

situations in which the cost of producing false positives is high. The precision is 

considered as the ratio of true positives to the sum of true positives and false positives. In 

the context of the heart disease analysis PCard model, this indicates that 99.5% of the 

predicted cases of heart disease as shown in Figure 4.4 were correctly identified. 

 

Figure 4.4 Precision of Proposed model vs individual ML model 
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The following formula is for precision calculation: 

Precision= ((TP)/(TP+FP))*`100 

Accuracy: Accuracy measures the overall correctness of the model's predictions. It is the 

representation of the ratio of occurrences out of the total number of examples that have 

been properly categorized. Although accuracy is a good overall measure of performance, 

it could not be appropriate in some situations, such as when the dataset is unbalanced or 

when the cost of making incorrect classifications differs depending on the class. In this 

case, the model achieved an accuracy of 98% as shown in Figure 4.5, indicating that it 

correctly classified 98% of the cases in the dataset. Accuracy is calculated by the formula 

as written below: 

Accuracy= ((TP + TN) / (TP + TN + FP + FN)) * 100 

 

 

Figure 4.5: Accuracy of Proposed model vs individual model 
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Recall: Recall measures the percentage of the actual positive cases that the model 

properly recognized. It is termed as sensitivity or true positive rate. It is especially 

relevant when the cost of false negatives (missing instances of CVD) is large, as it 

demonstrates the capacity of the model to properly identify CVD cases. It also indicates 

the model's ability to accurately detect missed CVD cases. Calculating recall requires 

dividing the number of true positives by both the total number of true positives and the 

number of false negatives. A recall suggests that the proposed model successfully 

detected 99% of the true cases of heart disease as shown in Figure 4.6. 

 

Figure 4.6: Recall of Proposed model vs individual model 

 

Recall is calculated by using the following formula: 

Recall= ((TP)/(TP+FN))*`100 

These performance metrics demonstrate the high accuracy and reliability of the 

classification model in identifying heart disease cases. The following Table 4, Figure 8 

and Figure 9 describe the comparative analysis with existing approaches. 

The confidence level is 95% between 0.45 and 0.55, where 0.45 is the lower limit and 

0.55 is the upper limit. 
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4.3.2 Comparative Analysis  with Existing Approaches 

The comparative analysis of the Proposed model is discussed with different individual 

ML algorithms on the proposed model. Performance metrics are discussed in the table 

below which shows that when algorithms are combined as an ensemble approach 

proposed model performance is increased as compared to the individual ML algorithms 

in given in table and Figure 4.5. 

Table 4.5: Comparative Analysis  with Existing Approaches 

Approach Accuracy Precision Recall F1 Score AUC-

ROC 

Proposed Model 98% 99.5% 98.5% 98.5% 98% 

Naive Bayes 78% 75% 82% 78% 85% 

k-Nearest 

Neighbors (kNN) 

81% 83% 78% 80% 88% 

Multi-Layer 

Perceptron 

(MLP) 

84% 85% 81% 83% 90% 

Support Vector 

Machine (SVM) 

82% 81% 84% 82% 88% 

Logistic 

Regression 

79% 78% 80% 79% 86% 
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Figure 4.7 : Performance of PCard VS existing individual ML algorithms 

 

 

KNN 

 

DF 
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Support Vector Machine 

 

 

Logistic Regression 

 

 

MLP 

 

 

PCard Model 

 

Figure 4.8. Comparative analysis of confusion matrix 

4.3.3 Comparative analysis with Existing Ensemble models 

The section gives the comparison of the existing ensemble models with the proposed 

PCard model. The proposed model is compared with the existing frameworks based on 

the empirical evaluation and qualitative analysis. The following figure 4.9 shows the 

proposed model accuracy comparison with existing  ensembled models. 
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Figure 4.9: PCard vs Existing Ensemble Models 

4.3.4 Qualitative Comparison of PCard Model with Existing Frameworks 

 The proposed model is more accurate in terms of qualitative comparison. The following 

Table 4.6 defines the comparison with existing frameworks 

[106,109,121,122,123,126,127,133,135,139]. 

Table 4.6: Qualitative Comparison of PCard Model with the Existing Frameworks 

Features Proposed Model Existing Frameworks 

Real-time Prediction Yes No 

Interpretation of risk levels Yes No 

Confidence Level Yes No 

API Yes Usually Offline 

Cloud-Deployment Yes Limited 

4.4 Conclusion 

Conclusively, the analysis of heart disease using the provided pre-processed dataset and 

the fusion of kNN, SVM, LR, MLP, and Deep Forest algorithms has yielded exceptional 
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results. With a precision of 99.5%, accuracy of 98.9%, and recall of 98.5%, the 

classification model demonstrates high accuracy and reliability in diagnosing heart 

disease. The cloud UI developed for efficient operations and the integration of a cloud of 

things service further enhance the potential of this analysis to provide proactive and 

personalized care to patients. The findings of this analysis can serve as a valuable tool for 

healthcare professionals in making informed decisions regarding heart disease diagnosis 

and treatment. However, it is essential to continually update and refine the classification 

model as new data becomes available to ensure its continued accuracy and effectiveness 

in real-world clinical settings. 
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CHAPTER 5 

CONCLUSION AND FUTURE DIRECTIONS 

The research conducted in this thesis aimed to design a CVD analysis and prediction 

model using an ensemble of classifiers, including kNN, Logistic Regression, MLP, Naive 

Bayes, and SVM, along with a 1D Convolutional Neural Network (CNN). The study 

focused on leveraging deep learning techniques and integrating them into the existing 

healthcare systems to improve CVD analysis. 

The literature review provided an overview of traditional approaches for CVD analysis, 

the role of machine learning in healthcare, and the applications of digital approaches in 

CVD analysis. It also highlighted the current challenges in CVD analysis and discussed 

the potential benefits and impacts of technological innovations in this field. 

The proposed model's architecture consisted of multiple convolutional and pooling 

layers, with dropout and dense layers for classification. The model aimed to leverage the 

power of deep learning and ensemble learning to improve the accuracy and reliability of 

CVD analysis. 

The experimental setup involved collecting a diverse and representative dataset of CVD-

related datasets & samples. Data preprocessing techniques were applied to handle 

missing values, normalize data, and ensure data quality. Data augmentation techniques 

were also employed to augment the dataset and improve model generalization. 

The model's performance was evaluated using various performance metrics such as 

accuracy, AUC-ROC, F1 score,  precision, recall, and sensitivity/specificity. Comparative 

analysis was conducted against existing approaches to assess the superiority and 

advantages of the proposed model. The results showed that the proposed model achieved 

superior performance in terms of accuracy, classification, and risk prediction compared to 

traditional methods. 

The interpretation and analysis of the results provided insights into the model's strengths 

and limitations. The model demonstrated high accuracy in identifying CVD conditions, 
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and its ensemble approach improved the robustness and reliability of predictions. 

However, some limitations, such as potential biases in predictions and challenges in 

handling certain CVD conditions, were identified. 

The online deep learning framework for CVD analysis was designed and implemented, 

taking into account the importance and benefits of online learning in healthcare. The 

framework aimed to provide real-time analysis and adaptability to evolving data streams, 

making it suitable for dynamic and rapidly changing CVD scenarios. 

The validation and evaluation of the online learning framework showed promising 

results. The framework demonstrated high accuracy and responsiveness in real-time 

inference. It was successfully integrated into existing healthcare systems, ensuring 

seamless integration and data privacy. 

The research findings highlight the significance of ML techniques in improving CVD 

analysis and healthcare decision-making. The proposed model and online learning 

framework offer valuable insights and potential solutions for diagnosing CVD, predicting 

risks, and guiding treatment decisions. 

In conclusion, the research findings underscore the potential of deep learning, ensemble 

learning, and online learning frameworks in advancing CVD analysis. The proposed 

model and framework contribute to the growing body of knowledge in the field of 

healthcare analytics and provide a foundation for future research and development in 

cardiovascular disease analysis. 

5.1 Contributions of the Thesis 

This thesis makes several significant contributions to the field of cardiovascular disease 

(CVD) analysis. The following are the key contributions of this research: 

1. Design of an Ensemble Model: The thesis proposes an ensemble model that 

combines multiple classifiers, including KNN, Logistic Regression, MLP, Naive 

Bayes, and SVM. This ensemble learning approach leverages the strengths of 

different algorithms and deep learning techniques, leading to improved accuracy 

and reliability in CVD analysis. 
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2. Integration of Machine Learning in Healthcare: The thesis explores the role of 

Machine learning in healthcare specifically in CVD analysis. By incorporating 

ensemble techniques into the proposed model, it demonstrates the potential of 

these approaches to enhance disease diagnosis, risk prediction, and treatment 

decision-making in the healthcare domain. 

3. Development of an Online Learning Framework: The thesis introduces an online 

learning framework for CVD analysis, emphasizing the importance and benefits 

of real-time analysis and adaptability to evolving data streams. The framework 

enables timely decision-making and responsiveness to dynamic changes in CVD 

conditions, providing valuable insights for healthcare professionals. 

4. Experimental Validation and Comparative Analysis: The thesis conducts 

extensive experiments to validate the proposed model and online learning 

framework. It collects and preprocesses a diverse dataset of CVD-related data, 

applies data augmentation techniques, and evaluates the performance using 

various performance metrics. Comparative analysis against existing approaches 

highlights the superiority and advantages of the proposed model in terms of 

accuracy and classification. 

5. Application in Clinical Settings: The thesis considers the practical application of 

the proposed model and online learning framework in clinical settings. It 

discusses the integration of the framework with existing healthcare systems, 

ensuring seamless data flow and privacy considerations. This aspect contributes 

to the feasibility and applicability of the research in real-world healthcare 

scenarios. 

6. Identification of Limitations and Future Enhancements: The thesis identifies and 

discusses the limitations of the proposed model and framework. It recognizes 

potential biases, challenges in handling specific CVD conditions, and the need for 

further improvements. The research also suggests future enhancements, such as 

incorporating additional data sources, refining preprocessing techniques, and 

exploring advanced deep-learning architectures. 
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7. Contribution to Knowledge and Research: Overall, this thesis contributes to the 

existing knowledge and research in the field of CVD analysis and healthcare 

analytics. It bridges the gap between traditional approaches and deep learning 

techniques, showcasing the potential of ensemble models and online learning 

frameworks. The findings provide valuable patterns and insights for decision-

makers, healthcare professionals, and researchers in advancing CVD analysis and 

improving patient care. 

By addressing these contributions, the thesis significantly advances the field of CVD 

analysis and lays the foundation for further research and development in utilizing deep 

learning and online learning frameworks for healthcare applications. 

5.2 Implications for Healthcare and CVD Analysis 

The research conducted in this thesis has several important implications for healthcare 

and cardiovascular disease (CVD) analysis. The following are the key implications of 

this research: 

1. Enhanced Diagnosis and Risk Prediction: The proposed ensemble model, along with 

the integration of deep learning techniques, offers the potential to enhance the 

accuracy and reliability of CVD diagnosis and risk prediction. By leveraging diverse 

data sources and advanced algorithms, healthcare professionals can make more 

informed decisions in identifying and assessing CVD conditions. This can lead to 

early detection, timely interventions, and improved patient outcomes. 

2. Personalized Treatment Decision-making: The research findings contribute to the 

development of personalized treatment strategies for individuals with CVD. The 

ensemble model's ability to analyze large amounts of data and extract meaningful 

patterns can assist healthcare providers in tailoring treatment plans based on a 

patient's unique characteristics and risk factors. This personalized approach can 

improve treatment effectiveness and optimize resource allocation in healthcare 

settings. 
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3. Real-Time Monitoring and Intervention: The online learning framework presented in 

this thesis enables real-time monitoring of CVD-related data and provides timely 

feedback to healthcare professionals. This capability is crucial in managing acute 

CVD events and facilitating immediate interventions. The framework's adaptability to 

evolving data streams ensures that healthcare providers can stay updated with the 

latest information and adjust treatment plans accordingly. 

4. Improved Efficiency and Cost-effectiveness: Integration of deep learning techniques 

and the proposed model with existing healthcare systems has the potential to enhance 

the efficiency and cost-effectiveness of CVD analysis. Automated analysis and 

decision support systems can reduce manual labor, streamline workflows, and 

optimize resource utilization. This can lead to improved productivity, reduced 

healthcare costs, and enhanced patient care delivery. 

5. Decision Support and Clinical Guidelines: The research findings can serve as a 

valuable resource for developing decision support tools and clinical guidelines for 

CVD analysis. The insights gained from the ensemble model and the online learning 

framework can inform the development of evidence-based recommendations and 

protocols for healthcare professionals. This can standardize practices, promote 

consistency in diagnoses and treatment plans, and ultimately improvement in the the 

quality of patients care provided to them. 

6. Research Advancements and Future Innovations: The implications of this research 

extend beyond the specific model and framework proposed in the thesis. The findings 

can inspire further research and innovation in the field of CVD analysis, stimulating 

the development of new algorithms, methodologies, and technologies. This can lead 

to continuous advancements in healthcare analytics and improve the overall 

understanding, prevention, and management of cardiovascular diseases. 

In conclusion, the implications of this research for healthcare and CVD analysis are 

significant. The integration of deep learning techniques, the proposed ensemble model, 

and the online learning framework have the capabilities to transform the way of CVD is 
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diagnosed, treated, and managed. By improving accuracy, personalization, and real-time 

monitoring, this research contributes to better patient outcomes, more efficient healthcare 

delivery, and advancements in clinical decision-making process. 

5.3 Future Research Recommendations  

The research conducted in this thesis opens up several opportunities for future 

exploration and advancements in the field of cardiovascular disease (CVD) analysis. The 

following are some key recommendations for future research: 

1. Exploration of Advanced Deep Learning Architectures: While the proposed 

ensemble model has shown promising results, further investigation into advanced 

deep learning architectures can be pursued. Techniques such as RNNs, attention 

mechanisms, and GNNs can be explored to capture temporal dependencies, 

interpret complex relationships, and handle sequential data in CVD analysis. 

2. Incorporation of Multimodal Data: To enhance the accuracy and robustness of 

CVD analysis, future research can focus on incorporating multimodal data 

sources. Integrating clinical data, genetic information, and wearable devices 

collected data provide a inclusive view of an individual's health status. The fusion 

of these diverse data modalities using deep learning techniques can lead to more 

accurate risk assessment and personalized treatment recommendations. 

3. Explainability and Interpretability of Deep Learning Models: These models 

include the ensemble model proposed in this thesis, often lack interpretability, 

which can limit their adoption in clinical practice. Future research can focus on 

developing techniques to enhance the explainability and interpretability of deep 

learning models for CVD analysis. This can enable healthcare professionals to 

understand and trust the decisions made by these models, improving their 

acceptance and integration into clinical workflows. 

4. Real-time Monitoring and Alert Systems: Building upon the online learning 

framework presented in this thesis, future research can explore the development 

of real-time monitoring and alert systems for CVD analysis. These systems can 
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continuously analyze patient data, detect anomalies or critical events, and provide 

timely alerts to healthcare providers. Such systems can support early intervention 

and proactive management of CVD conditions. 

5. Integration with Electronic Health Records (EHR): Integrating the proposed 

model and online learning framework with electronic health records (EHR) 

systems can further enhance their utility in clinical settings. Future research can 

explore methods to seamlessly extract relevant information from EHRs, 

incorporate it into the analysis pipeline, and provide actionable insights to 

healthcare professionals. This integration can improve the efficiency and accuracy 

of CVD analysis by leveraging the rich patient data available in EHRs. 

6. Longitudinal Studies and Outcome Prediction: Conducting longitudinal studies to 

analyze the progression of CVD over time and predict long-term outcomes is an 

important area for future research. Incorporating temporal data and considering 

the dynamic nature of CVD can enable the development of predictive models that 

forecast disease progression, identify high-risk individuals, and guide long-term 

treatment strategies. 

7. Ethical Considerations and Data Privacy: As deep learning models and online 

learning frameworks become more integrated into healthcare systems, it is crucial 

to address ethical considerations and data privacy concerns.  

8. Validation on Diverse Populations and External Validation: To ensure the 

generalizability of the proposed model and framework, future research should 

validate their performance on diverse populations, including different 

demographics, ethnicities, and geographical regions. External validation with 

independent datasets from multiple healthcare institutions can further establish 

the reliability and effectiveness of the developed methods. 

By pursuing these recommended areas of research, future studies can advance the field of 

CVD analysis, accuracy improvement, and applicability of deep learning models, and 

ultimately provide to better patient care and efficient outcomes in the domain of 

cardiovascular diseases. 
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In conclusion, this thesis has addressed the design and implementation of an online 

cardiovascular disease (CVD) analysis model using an ensemble of machine learning 

classifiers, including k-Nearest Neighbors (kNN), Multi-Layer Perceptron (MLP), Naive 

Bayes (NB), and SVM. The goal of this research was to develop a comprehensive 

framework that leverages deep learning techniques and integrates them with existing 

healthcare systems for the accuracy enhancement, improvement in the efficiency, and 

real-time nature of CVD analysis. 

Through an extensive literature review, the thesis provided a thorough understanding of 

the current landscape of CVD analysis methods, including traditional approaches, deep 

learning techniques, and technological advancements in healthcare. It emphasized the 

restrictions and challenges accompanying with existing methods and emphasized the 

need for advanced, data-driven approaches to improve CVD diagnosis, risk prediction, 

and treatment decision-making. 

The research objectives were clearly defined, focusing on the development of an 

ensemble model that combines the strengths of various classifiers. The integration of this 

model with other classifiers further enhanced the accuracy and robustness of the analysis. 

The thesis also presented an online learning framework that enables real-time monitoring 

and analysis of CVD-related datasets & samples. By continuously updating the model 

with new data streams, the framework ensures that healthcare professionals have access 

to the most up-to-date information for timely interventions and decision-making. The 

framework's integration with existing healthcare systems facilitates seamless data 

exchange, facilitate the inclusive and holistic view of patient health. 

Extensive experiments and evaluations were conducted to validate the performance of the 

proposed model and framework. The results demonstrated the superiority of the 

ensemble model over individual classifiers, showcasing its ability to improve accuracy 

and reduce false positives in CVD analysis. The online learning framework exhibited 

real-time monitoring capabilities and provided actionable insights for healthcare 

professionals. 
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The contributions of this thesis lie in several aspects. Firstly, it presented a 

comprehensive ensemble model that leverages deep learning techniques and integrates 

them with traditional classifiers, enhancing the accuracy and reliability of CVD analysis. 

Secondly, it introduced an online learning framework that enables real-time monitoring 

and analysis, addressing the dynamic nature of CVD conditions. Thirdly, the thesis 

highlighted the implications and benefits of technological innovations in healthcare, 

emphasizing personalized treatment decision-making, improved efficiency, and cost-

effectiveness. 

The proposed model and framework were evaluated on specific datasets, and further 

validation on diverse populations and external datasets is required to establish their 

generalizability. Additionally, the interpretability of deep learning models and the ethical 

considerations surrounding data privacy need to be further addressed. 

Conclusively, this thesis developed an ensemble model, an online learning framework, 

and highlighting the potential benefits of deep learning and technological advancements 

in healthcare. The research findings have implications for personalized treatment, real-

time monitoring, and improved efficiency in CVD analysis. By addressing the limitations 

and providing recommendations for future research, this work sets the stage for further 

advancements in CVD analysis and contributes to the overall goal of improving patient 

outcomes in cardiovascular healthcare scenarios. 
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