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ABSTRACT 

The transformation of land due to natural processes and evolution, and its impact on 

the local environment, is a substantial problem for empathy in the association amongst 

civilization and the environment. Land use and land cover are decisive factors in 

determining the implementation of administrative methods to meet basic human 

desires. It is significant to assess changes in land use and land cover and recognize 

factors driving these changes. This is pertinent for identifying areas susceptible to risk 

and devising strategies for sustainable ecosystem services. Innovative approaches 

must be developed to formulate suitable policies and practices for managing land. As 

a result, ongoing agricultural land monitoring and mapping are critical to long-term 

survival and prosperity. Most farm monitoring solutions rely on standard techniques 

or traditional tactics, which are expensive and require considerable time. Remote 

sensing, on the other hand, provides a low-cost method for obtaining information 

regarding wholesome or unhealthy vegetation on farmland by employing a variety of 

advanced geospatial techniques such as categorization, change detection, and pan-

sharpening. A low-cost, successful method for surveying and ongoing agricultural 

land monitoring is remote sensing. Previously, numerous categorization algorithms 

were devised and applied for vegetation change analysis. Conventional techniques are 

typically based on machine learning algorithms, which are simple to deploy but 

require human interaction in decision-making. Change detection is one of the most 

important methods for analyzing multitemporal variations over time with remote 

sensing data. In recent years, several remote sensing researchers have chosen DL 

algorithms to handle change detection problems that would otherwise be implemented 

using traditional machine learning approaches. Deep learning methods are gaining 

popularity due to their ability to extract object-level information from trained models. 

However, the Deep Learning (DL) model demands a significant amount of computing 

time and must be evaluated in multiple locations for various applications. This study 

intends to examine how changes in vegetation affect LULC dynamics within a 

specific Area of Interest (AoI) via conventional classification techniques and deep 

learning algorithms. To validate the output classified maps, they are compared to 

reference datasets gathered from field observations at certain sites. In this study, we 

employed Temporal Landsat satellite data to assess the LULC classification, Land 



iv  

Surface Temperature (LST), and inverse correlation between LST and NDVI with a 

focus on regions like VSP, BZA, TPTY, A.P., India, spanning from 2000 to 2020 with 

a 5-year interval. The classification was carried out by utilizing a pixel-based 

classifier, a period of LANDSAT satellite imagery, and a vast LULC field database. 

There have been five primary land use and cover types recognized. Dense Vegetation, 

Vegetation, Built-up, Barren Land, and Water. There were considerable increases in 

the area enclosed under vegetation, dense vegetation, and built-up land over the 

specified time frame, while there was a noticeable diminution in waterbodies and 

barren land. We assessed the assorted effects of land conversion on the natural 

environment using LST and NDVI. The technique used accomplished high accuracy 

values (90%-97%) and a kappa coefficient of (0.89- 0.96) with minimal commission 

and omission issues. The Mono-window technique was used to evaluate variations in 

land surface temperature. Change detection along with the alteration from natural 

land cover against synthetic land use was quantitatively estimated for the subject of 

study, demonstrating significant changes in ground cover and utilization for the 

specified intervals. Conventional techniques are typically based on machine learning 

algorithms, which are simple to deploy but require human interaction in decision-

making. There is a substantial requirement for sustainable development in decision-

making processes related to agriculture and urban planning, which can benefit from 

Deep Learning (DL) techniques. Land cover mapping has been shown to benefit from 

applying deep learning techniques in recent times by classifying remote sensing 

imagery. This research uses transfer learning techniques, including ResNet50 and 

ResNet50+LSTM, for fine-tuning previously trained networks. These proposed 

methodologies successfully handled the difficulty of limited data, yielding exceptional 

accuracy. The research conducted in Vijayawada City, Andhra Pradesh, India, 

observed the deviations in LULC for six years. The research was conducted using 

remote sensing and GIS methods and involved gathering information from the local 

community regarding their knowledge and views on LULC patterns and factors that 

influence them. Seven major LULC types (i.e., hilly area, dense vegetation, 

vegetation, built-up, shrubs, barren area, and water). The analysis of land cover and 

land use change was conducted by examining Landsat images from three different 

years - 2016,2019, and 2022. The analysis indicated that built-up land covered the 

most significant portion of the region surveyed, which increased by 11.97%. The 
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proposed results suggest that the ResNet50+LSTM-based strategy surpassed 

ResNet50 in terms of both computing efficiency and Correctness an inefficiency of 

98.1%, a Kappa coefficient of 0.96, an average precision of 88%, a recall of 90%, and 

an F1-Score of 89% on UCM dataset. Recent research has shown that there has been a 

notable increase in areas covered by vegetation in the past six years. On the other 

hand, there has been a significant decrease in environmentally essential land areas, 

such as hilly regions, associated with the development of built-up areas and 

vegetation. In 2016, hilly regions accounted for 2.7% of the total study area, but by 

2022, they only accounted for 1.77%. In contrast, vegetation increased from 32.25% 

in 2016 to 35.73% in 2022, while built-up areas increased from 21.75% to 33.72% in 

the same period. However, dense vegetation decreased from 34.25% to 20.44%. The 

prime reasons for the variations in land use and cover in this region include population 

growth, uncertainty in land ownership, communal property rights, enduring poverty, 

ecosystem, fluctuations, and deficiency of widespread awareness. As a result, it is 

critical to manage the sources that cause LULC variations and prioritize sustainable 

resource utilization. Through the integration of RS and GIS, the work detects and 

analyzes LULC change dynamics in agricultural lands, leveraging high-resolution 

images to extract LULC information from the AOI. Moreover, this research aims to 

find out the correlation between the lines LULC dynamics and demographic, 

economic, and environmental factors within the study area. This analysis enables 

complete knowledge of the factors influencing LULC changes, providing 

policymakers with valuable insights for effective land use planning and ways to 

achieve equitable growth. The utilization of deep learning algorithms alongside 

conventional techniques enhances the accuracy and efficiency of LULC pattern 

analysis in the AOI. The outcomes of this investigation offered illumination on the 

dynamics of LULC changes and their environmental and social implications, enabling 

policymakers to develop effective land use planning and management strategies. 
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CHAPTER-I 

INTRODUCTION 

 

 

Key points: 
 

 Overview of remote sensing technology and parameters. 

 

 Earth observation satellite imaging sensors and their technical specifications. 

 

 The significance of remote sensing in LULC classification. 
 

 

 

 

This chapter delves into the fundamental concepts of land, land use, land cover, 

and land use types, and focuses specifically on changes in agricultural land use. The 

analysis explores the intricacies of land use and vegetation transformation, examining 

essential components of land, its utilization, and the alterations in land use patterns. 

1.1 BACKGROUND 

 

Land transformation from one usage type to another is generally irreversible 

and leads to permanent ecological changes in the affected region. Nevertheless, ongoing 

development activities, such as industrialization, urbanization, and the expansion of 

settlements, contribute to the gradual reduction of agricultural land. Agriculture, one of 

humanity's oldest and most fundamental endeavors, has traditionally served as a crucial 

source of sustenance. Despite the global trends of increasing industrialization and 

urbanization, almost half of the global workforce is still involved in agriculture. In 

many developing nations, the agricultural sector plays a significant role in providing 

employment opportunities and contributes substantially to the national economy. 

Agriculture serves as the backbone of India's economy, with over fifty percent of its 

population depending on this sector for their livelihoods. Despite advancements in 

technology and the ability to harness natural resources, agricultural activities worldwide 

are still heavily influenced by environmental factors. Developing countries, in 

particular, grapple with two primary challenges related to agriculture. The first 
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challenge involves meeting the growing demand for food and supplying agricultural 

products to support the ever-expanding population. The second challenge pertains to 

the unequal development of agriculture and the shifting patterns of land use for 

agricultural purposes. Land is a critical component of agriculture from a geographical 

perspective, and the rapid pace of development has had a detrimental impact on 

agriculture because of urbanization, industrialization, and infrastructure expansion. 

Consequently, land previously well-suited for agriculture has been converted to various 

other uses, resulting in a decline in available agricultural land. 

1.2 REMOTE SENSING 

 
The science and expertise of collecting information concerning an object has been 

referred to as remote sensing., area, or process by analyzing data collected by a device, 

not in direct contact with the object, area, or process (Richards et al., 2006; Yangchen 

et al., 2015). Remote sensing (RS) involves gathering and representing information 

about a physical object or area without making physical contact (M. Dharani et al., 

2019). It allows for the assessment of the Earth's condition over a large area and 

monitoring changes in the environment (Adedeji et al., 2009). Remote sensing is 

gathering information about an object, area, or phenomenon without physical contact 

with it. It involves using various sensors and instruments, usually installed to collect data 

on satellites, planes, or unmanned aircraft from a distance. This technology is widely used 

in environmental monitoring, natural resource management, agriculture, urban 

planning, disaster management, and scientific research (Adi et al., 2021). 

 

Figure 1.1. Remote Sensing process 
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A Remote Sensing (RS) system serves the purpose of examining and making 

sense of the physical reality observed from a distance, and this process can be divided 

into several distinct phases involving the interaction between incident radiation and the 

collection of information shown in Figure 1.1. 

i) Energy Source or Illumination: The primary necessity for remote sensing 

is an energy source that emits electromagnetic radiation tailored to the target of interest. 

ii) Radiation and the Atmosphere: As the energy travels from the source to 

the target, it encounters and interacts with the Earth's atmosphere. This interaction takes 

place both during its journey to the target and its return journey to the sensor. 

iii) Interaction with the Target: Upon reaching the target through the 

atmosphere, the energy engages with the target, affected by the distinctive qualities of 

both the target and the electromagnetic radiation. 

iv) Recording of Energy by the Sensor: A remote sensor, which doesn't 

physically touch the target, captures the energy that is either scattered or emitted from 

the target. This captured electromagnetic radiation is then recorded. 

v) Transmission, Reception, and Processing: The recorded energy is 

transmitted and received by the processing station on Earth. The data is received in 

electronic form and subsequently processed. 

vi) Interpretation and Analysis: The processing station is where the data 

undergoes scrutiny using a variety of visualization and interpretation tools, often 

involving computer-based analysis of digital data. 

vii) Application: The information derived from the processed data is compiled 

into the form of maps or computer files. 

This information is then presented to end-users who apply specific techniques 

to address issues or problems. This systematic approach deploys remote sensing for 

assistance to diverse fields by offering valuable insights and data for informed decision- 

making. 

1.3 TYPES OF REMOTE SENSING SENSORS 

 

Various satellite datasets have been used for agricultural applications in recent 

decades, including optical and microwave data such as Landsat-8 with a spatial 

resolution of 30m (V kiranmai et al., 2020) (Phiri and Morgenroth, 2017); Sentinel with 
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a spatial resolution of 10m (Shendryk et al., 2019), Synthetic Aperture Radar (SAR) 

microwave data (Zhou et al., 2018), and ESA's Sentinel-2 satellite, which is available 

on the United States Geological Survey (USGS) website. The spatial resolution of 

Sentinel-2 data varies from 10m to 60m for its 13 spectral bands (ranging from 0.443 

μm to 2.190 μm), while MODIS has the degree of spatial accuracy of 500m (P. Feng et 

al., 2019) and offers global monitoring every 1-2 days within its 36 spectral bands. 

Satellite sensors can be passive or active, depending on the method of light or radiation 

used represented in Figure 1.2. 

 

Figure 1.2. Types of Remote Sensing Sensors 

Remote sensing works by detecting and measuring the electromagnetic radiation 

that is reflected or transmitted, including microwaves, infrared, and visible light from the 

Earth's surface. Different features reflect on the surface of the Earth or emit radiation in 

distinctive ways, allowing remote sensing systems to capture valuable information 

about the land, oceans, and atmosphere. There are two main types of remote sensing: 

Passive Remote Sensing: Passive sensors detect natural radiation discharged or 

reflected by the surface of the Earth. They rely on external sources of radiation, such as 

the Sun, to illuminate the target area. These sensors measure the radiation threshold 

coming from the outer layer of Earth and provide valuable data about land cover, 

vegetation, water bodies, and other surface features. Active Remote Sensing: Active 

sensors, on the other hand, emit their radiation and measure the response. For 

example, radar is commonly used in remote sensing in activity. Radar systems send 

out microwave signals and measure the signals that bounce back after hitting the 

Earth's surface. Active sensors are useful for capturing data in adverse weather 

conditions or at night because they do not rely on sunlight. Remote sensing data is 

examined and processed using specialized software to make thorough maps and 
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track modifications in the environment, detect natural disasters, assess crop health, 

and much more. It plays a crucial role in modern Earth observation and is essential for 

informed decision-making in various fields. 

1.4 MULTISPECTRAL IMAGING 

 

Satellite imaging systems developed for Earth observation and natural resource 

management purposes now utilize multispectral scanners. These scanners allow data 

acquisition from various spectral bands, spanning from visible to thermal wavelengths, 

all at once through the Multispectral Scanner (MSS). Multispectral imaging is a method 

used in remote sensing to store images in multiple discrete bands across the 

electromagnetic spectrum. Unlike traditional RGB (Red, Green, Blue) imaging, 

multispectral imaging involves capturing data in several specific wavelengths beyond 

the visible spectrum, such as infrared and ultraviolet, represented in Figure 1.3. Each 

band represents a different range of wavelengths and provides unique information about 

the target object or area. In comparison to single-spectral band images, multispectral 

imagery provides additional information by capturing signals in multiple bands. 

Advancements in remote sensing technology have led to measurements with broader 

spectral coverage and higher spatial resolution, as well as increased temporal frequency. 

Modern systems can capture Very High-Resolution (VHR) multispectral images with 

excellent geometric and spectral resolution. Multispectral (MS) sensors can detect 

narrow spectral bands across a continuous spectral range. These sensors capture 

hundreds of bands associated with specific spatial channels, enabling dense sampling 

of the spectral features of dissimilar land covers. Notably, there is a significant 

difference in band coverage between hyperspectral and multispectral sensors. 

Multispectral sensing provides continuous spectral signatures across various 

wavelengths, unlike hyperspectral sensors, which offer only a few bands lumped over 

a range of wavelengths. 

1.5 EARTH OBSERVATION SATELLITES 

 

The expansion of agriculture and urbanization, along with natural phenomena 

like flooding, are causing manmade activities like these to alter the global land cover 

quickly. These changes have a significant impact on human life. 
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Figure 1.3. Electromagnetic Spectrum 

Therefore, it is crucial to establish efficient systems for monitoring to ensure 

expenditure and management that is sustainable of natural resources like trees and 

water (Topaloğlu et al., 2016). The methods used to monitor the natural and human 

resources on the surface of the Earth have been completely transformed by the advent 

of satellite remote sensing technology, which also makes it feasible to monitor vast 

regions. These satellites (e.g., IKONOS, SPOT, and non-commercial such as Landsat, 

and Sentinel) offer valuable data for various remote applications, including monitoring 

forests, urban areas, natural hazards, and agriculture. Remotely sensed data, like 

Landsat, have proven invaluable for tracking natural resources and ecosystem 

processes, such as forest dynamics (Mundhe et al., 2020). This becomes particularly 

significant in developing countries with limited financial resources for acquiring such 

data. Table 1.1 shows the different types of satellites used for LULC classification (Gao 

et al., 2016; Bhattacharjee et al., 2021). 

1.6 GEOGRAPHIC INFORMATION SYSTEM 

Although India has achieved notable progress in agriculture, there remains a crucial 

need to utilize land most rationally and effectively as possible. GIS and RS 

technology provide a dynamic tool for comprehensive land use analysis (Bhatnagar et 

al., 2019). Remote sensing offers landscape information comprehensively, repeatedly, 

and objectively. 
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Table 1.1: Earth observation remote sensing satellites [Source: ISRO, NASA] 
 

Satellite Spatial  

resolution (meter) 

Temporal 

resolution 

(days) 

No. of 

bands 

Launch 

year 

Sensor 

used 

Resource 
Sat- 1/IRS-P6 

56m 5 days 4 bands 2003 LISS-IV, 

LISS-III 

Landsat 5 30m (MS); 

120m 

(Thermal) 

16-days 7 bands (MS 

bands-6, 
Thermal- 1 

1984 MSS, TM 

Landsat 7 30m (MS); 

15m (PAN); 
60m (Thermal) 

16-days 8 bands (MS 
bands- 6, 

Thermal- 1, 

PAN-1) 
 

1999 ETM+ 

Landsat 8 30m (Visible, 
NIR, SWIR); 

100m 

(Thermal); 15m 
(PAN) 

16-days 11 bands (MS 
bands- 8, 

Thermal- 2, 

PAN-1) 

2013 OLI, TIRS 

Landsat 9 30m (Visible, 

NIR, 
SWIR);100m 

(Thermal);15 m 

(PAN) 

16-days 11 bands (MS 

bands- 8, 
Thermal- 2, 

PAN-1) 

2021 OLI, TIRS 

Sentinel- 1 SM 

mode(80Km) 

, IW, EW, 
WV mode 

12-days 4 C-band 2014 C-SAR (C- 
band Synthetic 

Aperture 
Radar) 

Sentinel- 2 4 bands at 10 m 
(Visible, NIR) 

6 bands at 20 m 

(SWIR-1,2) 

3 bands at 60 m 

5 days 13 2015 MSI 
(Multi-Spectral 

Instrument) 

Sentinel- 3 300m 2 days 21(16 
visible bands, 5 
Near-Infrared 
bands) 

2016 SRAL 
(Sentinel-3 
Radar 

Altimeter) 

MWR 
(Microwave 

Radiometer) 

OLCI 

(Ocean and 

Land Color 
Instrument) 

SLSTR 

(Sea and Land 
Surface 

Temperature 
Radiometer) 
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It serves as a valuable source of spatial data, including details on land use/land 

cover, drainage, and topography. GIS, on the other hand, is a robust tool for geo-

environmental analysis and the assessment of natural resources (Bhowmik et al., 

2020). It enables the integration of databases from various sources, including remote 

sensing, onto a single platform, allowing for efficient spatial-temporal analysis. 

Determining suitable areas for agricultural use involves evaluating climate, soil 

quality, and topographical features, and understanding local biophysical constraints in 

Figure 1.4. In such complex scenarios, multiple variables come into play, and each 

one must be assessed based on its relative importance for optimal crop growth 

conditions through techniques like Multi-Criteria Evaluation (MCE) and GIS analysis. 

A Geographic Information System is a system-based tool crafted for the 

acquisition, preservation, adaptation, evaluation, and visualization of geographic or 

spatial data (Mondal et al.,2017). GIS seamlessly integrates diverse data types such as 

maps, satellite images, aerial photographs, and databases, enabling users to grasp, 

interpret, and portray patterns, trends, and correlations within the data. 

 

 

Figure 1.4. Geographic Information 

System Key functionalities of GIS encompass: 

i) Data Collection: GIS gathers spatial data from multiple origins, including 

satellite imagery, GPS devices, surveys, and existing maps. This data encompasses 

details about land features, natural resources, population, and infrastructure. 

ii) Data Storage: Spatial data is organized and stored in a structured manner, 

typically using databases, ensuring efficient management and retrieval. This includes 
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vector data (points, lines, polygons) and raster data (grids with specific values for each 

cell). 

iii) Data Manipulation: Users can manipulate spatial data through operations 

like overlay (combining layers to analyze relationships), buffering (creating zones 

around features), and spatial analysis (examining spatial patterns and relationships). 

iv) Data Analysis: GIS tools facilitate intricate spatial analysis such as 

suitability modeling, network analysis, and spatial interpolation. These analyses inform 

Making selections in areas like urban development, environmental management, and 

source allocation. 

v) Data Visualization: GIS software provides tools for crafting maps and visual 

representations of spatial data. Maps can be tailored with various layers, symbols, and 

labels, simplifying the communication of intricate information to stakeholders. 

vi) Geospatial Query: GIS enables users to execute spatial queries, retrieving 

specific information based on location. For example, users can inquire about all schools 

within a certain distance from a specific point. 

vii) Geodatabase Management: GIS oversees geospatial data in geodatabases, 

ensuring data integrity, consistency, and security. Geodatabases allow the establishment 

of complex relationships and rules for spatial data. 

GIS finds extensive applications in diverse fields including urban planning, natural 

resource management, agriculture, disaster management, transportation planning, 

epidemiology, and environmental monitoring. This technology is instrumental in 

making informed decisions, streamlining processes, and resolving spatial challenges 

across various industries and research domains. 

1.7 INTRODUCTION OF LULC 

 

Satellite images are a vital source of information for various disciplines like earth 

sciences, ecological assessment, urban planning, cultivation, and disaster readiness, and 

more. These images are captured by satellites, and satellite images are photographs or 

digital representations of the Earth's surface, oceans, and atmosphere, taken from 

orbiting satellites. These images are used to observe, monitor, and analyze various 

aspects of our planet, from natural phenomena like weather patterns and geological 

features to human activities like urban development and agriculture. Land Cover (LC) 
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denotes the visible physical covering of the Earth's surface. LC is important in 

understanding Earth's environment and land management processes. LC is a crucial 

element in climate change, biodiversity conservation, and the management of land 

resources (Mahmon et al., 2015; H. A. Abdu et al., 2019). 

It is necessary to classify LC and Land Use (LU) resources for land cover 

mapping and resource management (P. Helber et al., 2019). Therefore, LULC includes 

the features of the Ground's surface, comprising natural and human-influenced 

elements. Studying changes in LULC is critical in analyzing regional, local, and 

global climatic fluctuations. Land cover is the distribution of forests, wetlands, 

impermeable surfaces, agricultural land, and other features throughout the Earth's 

surface. On the other hand, land use relates to how humans use the landscape through 

growth, sustainability, or a combination of the two (Cao et al., 2019; Fang et al., 2019; 

Huang et al., 2020). Land use categories include recreation locations, wildlife 

habitats, agricultural land, and developed areas. The task of LULC classification 

holds great importance in informing agricultural decisions and planning for the long-

term development of urban areas, utilizing earth observation data. (M.A. Wulder et 

al., 2018; L. Wang et al., 2020). LULC classification aims to establish a consistent 

and standardized division of the Surface Features of Earth at various scales. The demand 

for simplified maps facilitating decision-making and planning has necessitated this 

level. LULC maps are valuable for studying natural hazards, estimating agricultural 

production, detecting urban changes (R. Neware et al., 2018), monitoring weather 

patterns, and assessing biodiversity (M. P. Vaishnav et al., 2019; J. Geng et al., 2015). 

The accessibility of Earth observation datasets from multiple space agencies has 

contributed significantly to developing image feature extraction systems. 

1.7.1. LAND 

 

Land, being a fundamental and finite natural resource, plays a pivotal role in 

shaping human economic activities, societal progress, and cultural advancements. The 

quality and productivity of land significantly impact agricultural, animal, and forestry 

productions. The terrestrial ecosystem, comprising soil, water, and plants, relies on land 

resources to meet essential needs such as food and energy. As the population grows 

and land faces increasing pressure, it becomes imperative to study its usage for effective 
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regional resource planning. Land use, in essence, refers to human utilization of land, 

emphasizing its functional role in economic activities. The land is becoming an 

infrequent asset owed to significant burdens from rural and urban development. 

Currently, classifying LU and LC by RS images is crucial for various applications 

such as managing biological resources, agricultural practices, land use planning, and 

forest management (Liping et al., 2018). Understanding LU and LC information is 

important for assessing the status of the land, making plans based on climate change, 

and ensuring the sustainability of available resources. (Zhang et al.,2020; Sexton et 

al.,2013). Additionally, land utilization addresses associated challenges and explores 

alternative uses, aiming to optimize its capabilities. Land serves as the foundational 

resource upon which all other natural resources depend. Thoughtful and rational land 

planning is essential; surveys play a major role in understanding the trajectory of land 

utilization. The indiscriminate exploitation and improper use of land resources in 

recent decades have led to widespread issues like soil erosion, siltation, floods, 

droughts, and the rapid depletion of forests, flora, and fauna. This degradation has 

significantly impacted environmental quality and overall life standards. Therefore, 

studying land use patterns becomes vital and unavoidable. Uncontrolled use of this 

resource can lead to problems such as unplanned development, declining 

environmental quality, and the loss of prime agricultural lands, underscoring the 

critical importance of understanding and managing land use effectively (Chen et 

al.,2019). The land cover speaks about the different types of terrain on the surface of 

the Earth, like trees, wetlands, and urban areas. (Erle et al., 2010; C. Prakasam et al., 

2010). Land use describes how humans utilize the land for development and 

sustainability. Urban sprawl, unplanned urbanization, and the rapid growth of 

populations can have serious detrimental effects on the natural environment (S. Gupta 

et al., 2011). Evaluating LULC is crucial aimed at addressing ecological challenges 

such as uncontrolled urban growth, loss of agricultural land, and destruction of 

wetlands at local, national, and global levels (Quintas-Soriano et al., 2016; Anderson et 

al., 1976). Assessing LULC changes helps us understand: (i) the modifications being 

affected, (ii) the types of land cover being replaced, (iii) the climatic changes, (iv) the 

rate of land change, and (v) the underlying reasons for the change.(Brown et al., 2000, 

Loveland et al.,2018). 

The classification of land resources identifies five primary natural entities: 
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terrain, climate, soils, water resources, and forest cover. Among these, the climate, 

relief, and geological formations of the land exhibit a high level of stability. Soils and 

water resources fall into the category of moderately stable resources, whereas 

vegetation and other biological features are relatively less stable. This classification 

underscores the interdependence of all these natural resources with land. As the global 

population continues to grow, and with an increasing array of demands being placed on 

land resources, there is a pressing need to understand the current utilization of land at a 

micro-level. This understanding is crucial and aimed at effective planning to optimize 

land use, also to confirm its sustainable management. 

Economic progress and population expansion have instigated swift alterations 

in the Earth's land cover in recent decades, with clear indications that these changes will 

intensify further. These rapid transformations occur alongside enduring patterns linked 

to climate fluctuations. Alterations in land cover can impact the land's ability to support 

human activities by providing various ecosystem services. The ensuing economic 

activities create feedback loops that influence climate and other aspects of global 

change. Hence, comprehensive evaluations of Earth's land cover need to be conducted 

regularly, allowing monitoring of both long-term trends and yearly variations. These 

assessments should also offer a detailed spatial analysis to explore human-induced 

modifications. Natural resources play a significant influence in the economic growth and 

expansion of regions. The extent of development is intricately linked to the availability 

and effective utilization of these resources, ensuring sustainability for future population 

needs. However, these natural resources are not only limited but also some are non-

renewable. The growing human population exerts increasing pressure on these 

resources, leading to faster depletion due to overexploitation and mismanagement. 

1.7.2. LAND COVER 

 

"Land cover" applies to all the biodegradable human-made features, such as 

vegetation, water bodies, forests, grasslands, urban areas, agricultural fields, and human 

settlements, that cover the surface of the Earth, represented in Figure 1.6. (Abdul 

Walid Salik et al., 2019, Mohajane et al., 2018, and Gebiaw T Ayele et al., 2018) It 

encompasses observable ecological aspects of the top of the Earth. Classification of 

surface area holds significant importance in environmental studies, urban planning, and 
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natural resource management, offering valuable insights into changes in ecosystems, 

biodiversity, and land use patterns over time. Remote sensing technologies, particularly 

satellite imagery, are widely utilized for classifying and monitoring different land cover 

types across diverse geographical regions (Geng et al., 2019). Integral to GIS and 

remote sensing, land cover serves as the foundation for mapping and analyzing Earth's 

surface characteristics (Chaichoke Vaiphasa et al., 2011). Tracking and 

comprehending land cover changes over time is critical for various applications, 

including environmental preservation, urban planning, natural resource management, 

and climate research. 

1.7.3. LAND USE 

 

The term "land use" pertains to specific steps and functions that occur on a 

particular piece of land within a given timeframe. It is intricately linked with human 

activities associated with a specific area of land. Land use, in its essence, emphasizes 

the functional role of land concerning economic activities (P. Helber et al., 2019, M.A. 

2018; L. Wang et al., 2020). It encompasses all human activities carried out on land, 

and is defined as "man's activities and various uses conducted on land," shown in 

Figure 1.5. Land use serves as a primary indicator, showcasing the extent to which 

humans have modified natural resources (Khatami et al., 2017). At a specific point in 

time and space, land use refers to the utilization of both developed and vacant land. It 

primarily concerns the optimal allocation of limited land among various major types 

of land use and is shaped by the continuous interaction between available resources and 

human needs, influenced by human endeavors. Effective land use is vital for human 

survival, prompting mankind to play a crucial role in managing and transforming their 

physical environment. Hence, a comprehensive understanding of land use through 

scientific knowledge is essential for addressing various associated challenges. The 

overall land use of a region is the culmination of a detailed exchange of physical, 

economic, and social factors. These factors, such as physiography, climate, soil, 

population, irrigation, urbanization, industrialization, and transportation, significantly 

influence the general land use patterns. These land use patterns serve as a reflection of 

the dynamic interaction between human society and the natural environment. 
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Figure 1.5. Types of Land Use 

 

 

 

Figure 1.6. Types of Land Cover 

 

The thought of land consumption has been defined diversely by geographers and 

described as "the use to which the entire land surface is put." Land, being a 

fundamental natural resource, significantly influences mankind's economic, social, 

and cultural advancements. Discussions about land issues and politics invariably 

revolve around the central role of land resource utilization. The collective land use 
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must aim to satisfy the myriad needs and legitimate desires of the entire nation's 

populace. The pressing need is for meticulous land resource planning, which must 

consider both present and historical trends (Abdu et al., 2019). Effective planning 

should be dynamic, adaptable to changing conditions, and responsive to evolving 

societal habits. Every region possesses unique attributes, and socio-economic and 

physical factors play pivotal roles in land use planning. The intricate interplay of 

physical, socio-economic, and technological elements influences land use patterns. 

The ecosystem concept offers a contemporary scientific framework for 

understanding land use. Human activities throughout history have shaped the 

present land use types, reflecting the relationship between human endeavors and 

natural resources. Land use patterns are intricate, dynamic, and variable, representing 

the outcomes of thousands of years of settlement trials and errors. The current land 

use pattern in India, for instance, results from a prolonged interplay of environmental 

factors, modified by socioeconomic and historical factors. Rational planning is 

essential for optimal land use. Geographers play a vital role in studying land use by 

focusing on human activities within their immediate environment. By employing 

techniques such as survey, mapping, analysis, and interpretation, geographers provide 

the foundational knowledge needed for rational land use planning. Land use 

encompasses various types, some permanent while others are in constant flux due to 

human interventions driven by diverse needs and desires. Advances in science and 

technology have enabled detailed examinations of land use within highly geospatial 

environments, providing accurate data. Scientific land use studies are crucial for 

rational planning, especially for maximizing the use of arable land. Land use studies 

have become indispensable tools for regional planning and development, playing a 

pivotal role in evaluating a region's resource base. Particularly in areas where land use 

forms the backbone of the regional economy, such studies are vital (Naidu et 

al.,2018). The key challenges in land use encompass issues such as under-utilization, 

over-utilization, and mis-utilization. Available land for agricultural and other purposes 

is finite and limited, leading to challenges posed by a growing population and a 

decreasing man-land ratio. In this context, micro-level, rational, and judicious land 

use planning is imperative to optimize land as a valuable resource. 
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1.8 NEED FOR LULC 

 

LULC data play a pivotal role across diverse sectors such as urban planning, 

environmental stewardship, agriculture, forestry, and the conservation of natural 

resources. Here's why LULC data holds significant importance: 

i) Urban Planning: LULC data empowers urban planners with insights into 

prevailing land use patterns in cities and regions (Huang et al., 2021; Padalia et al., 

2018). This knowledge informs strategic decisions related to infrastructure 

development, zoning regulations, and land use policies, shown in Figure 1.7. 

 

 

Figure 1.7. Urban planning using GIS 

ii) Environmental Management: LULC data is instrumental in evaluating the 

environmental consequences of human behavior. It facilitates the tracking of 

improvements about environmental cover, including urbanization and deforestation, and 

wetland depletion, which are fundamental for conservation efforts represented in 

Figure 1.8. 

 

Figure 1.8. Environmental impact 
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iii) Agriculture: LULC data offers valuable insights for agricultural planning 

by delineating lands suitable for different crops. It guides farmers in decisions regarding 

crop selection, irrigation, and soil management practices. 

iv) Forestry: In forestry management, LULC data is utilized to monitor 

alterations in forest cover, assess rates of deforestation, and strategize reforestation 

efforts. It supports sustainable forest management practices. 

v) Natural Resource Management: LULC data aids in pinpointing areas rich 

in natural resources such as minerals, water bodies, and biodiversity hotspots. This 

information is indispensable for sustainable resource management and conservation 

initiatives shown in Figure 1.9. 

 

Figure 1.9. Need for LULC changes 

vi) Climate Change Studies: LULC data plays a crucial role in climate change 

research by allowing the Assessment of how alterations to the land cover affect the 

climate. Modifications, such as urban extension or deforestation, can have a significant 

impact on local and regional climates. 

vii) Disaster Management: LULC data is vital for assessing and managing 

disaster risks. It assists in identifying areas prone to natural disasters like floods, 

landslides, or wildfires, crucial for disaster preparedness and response planning shown 

in Figure 1.10.(Shaw et al., 2017; Mosavi et al., 2020). 
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Figure 1.10. Disaster Management 

 

viii) Infrastructure Development: LULC data facilitates the planning and 

construction of infrastructure such as roads, bridges, and utilities. It aids in selecting 

suitable locations for projects and evaluating their environmental impact. 

ix) Biodiversity Conservation: By comprehending different land cover types, 

conservationists can identify critical habitats for various species. This knowledge is 

essential for designing protected areas and implementing effective conservation 

strategies. 

x) Water Resource Management: LULC data contributes to watershed 

management and water resource planning. It identifies areas crucial for groundwater 

recharge and spots vulnerable to pollution, thereby informing sustainable water 

management practices. 

In essence, LULC data is indispensable for making well-informed decisions in various 

fields, ensuring sustainable development, safeguarding the environment, and 

optimizing resource utilization. 

1.9 FACTORS AFFECTING LULC 

Land use and land cover (LULC) alterations result from innumerable natural 

 and human-driven influences. These factors, while diverse, have commonalities that 

shape LULC transformations in various regions and contexts and are represented in 

Figure 1.11: 

i) Population Growth: The rise in population often triggers urban sprawl, 

transforming natural landscapes into residential and commercial hubs. Economic 
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Development: Industrial and urban growth reshapes land use, with booming economies 

expanding infrastructure and industrial zones. 

ii) Agricultural Practices: Changes in farming techniques can convert forests 

or natural habitats into agricultural land and vice versa, driven by afforestation or 

reforestation efforts. Technological Advances: Innovations like advanced irrigation 

systems affect land suitability for agriculture, prompting shifts in land use. 

iii) Policy and Governance: Government regulations, zoning laws, and 

environmental policies significantly influence LULC changes, shaping urban and rural 

spaces. 

iv) Climate Change: Altered climate patterns impact agricultural productivity 

and land suitability for various purposes, influencing LULC. 

 

 

Figure 1.11. Factors affecting LULC 

 

 

v) Natural Disasters: Wildfires, floods, and earthquakes reshape landscapes, 

prompting changes in land cover types. Infrastructure Development: Building roads, 

dams, and other structures can fragment habitats and modify natural land covers. 

vi) Socio-cultural Factors: Cultural traditions influence land use, especially in 

rural areas where agricultural practices align with local customs. 

vii) Conservation Efforts: Protected areas and conservation initiatives limit 

certain land uses, preserving natural habitats and biodiversity. 
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viii) Market Forces: Demand for resources like timber, minerals, or biofuels 

drives land use changes, often leading to the exploitation of specific areas. 

ix) Land Degradation: Soil erosion and desertification limit land usability, 

impacting decisions on land use. Land Ownership Changes: Shifts in land ownership 

due to sales, inheritance, or reforms lead to alterations in land use patterns. 

x) Technological Tools: Tools such as RS and GIS aid in keeping track of land 

cover changes and shaping decision-making processes. Understanding these factors 

and their interconnections is vital for sustainable land management, enabling the 

mitigation of negative impacts on the environment and society. Each region 

experiences these influences uniquely, leading to distinct LULC change patterns. 

1.10 IMPORTANCE OF STUDYING LAND USE/LAND COVER AND 

VEGETATION CHANGE 

This study and its importance lie in the significant impact it has on ecological, 

social, and economic systems. LULC and vegetation transformation affect the 

environment also the livelihoods of communities that depend on natural resources. 

Therefore, monitoring and managing these changes is critical to mitigating negative 

impacts on ecological, social, and economic systems (Mamun et al., 2013). 

LULC can cause environmental issues like diminished biodiversity, soil erosion, and 

water scarcity. For example, deforestation leads to a decrease in forest cover, in turn, 

distresses the water cycle and reduces biodiversity. Similarly, agricultural expansion 

can result in soil degradation and depletion of soil nutrients, affecting crop yields and 

productivity shown in Figure 1.12. Monitoring land use/land cover change can help 

identify areas where environmental problems are likely to occur, and action can be 

taken to prevent or mitigate these problems.  
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Figure 1.12. Land Use/Land Cover area 

Secondly, land use/land cover change can have significant social impacts, 

particularly on communities that depend on natural resources for their livelihoods. For 

example, the expansion of agricultural land can result in the displacement of local 

communities or the destruction of their cultural heritage. Similarly, urbanization can 

result in the loss of access to resources such as water and forests, affecting the quality 

of life of communities. Monitoring land use/land cover change can help identify areas 

where social problems are likely to occur, and action can be taken to prevent or mitigate 

these problems. 

Thirdly, land use/land cover change has economic implications, particularly 

regarding resource use and management. For example, the translation of forests to 

agronomic land can result in a loss of revenue from timber and non-timber forest 

products. Similarly, the loss of wetlands can affect the regulation of water flow and 

nutrient cycling, affecting fisheries and other industries. Monitoring land use/land cover 

change can help identify areas where economic problems are likely to occur, and action 

can be taken to prevent or mitigate these problems. 

Remote sensing technology is an extremely prevalent and effective tool that can be 

used to accurately monitor and track vegetation alterations. Remote sensing data can 

present statistics on land cover and vegetation patterns across broad regions and at 

different times. However, the vast amounts of data generated by remote sensing 

systems present significant challenges for data processing and analysis. 
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1.11 IMPACTS OF LAND USE/LAND COVER AND VEGETATION CHANGE 

ON ECOSYSTEMS, SOCIETY 

Vegetation transformation and LULC are critical issues that affect both 

ecological and social systems globally. The expansion of agriculture, urbanization, 

deforestation, and mining activities has resulted in significant modifications to land use 

patterns, resulting in the loss of natural resources and degradation of ecosystems shown 

in Figure 1.13. 

The conversion of natural ecosystems into agricultural land or urban areas has led to 

habitat loss and fragmentation, resulting in the loss of species diversity (Babar et al., 

2017). This loss of biodiversity can have significant implications for the functioning of 

ecosystems, including the regulation of the water cycle, nutrient cycling, and 

pollination. Land use/land cover change can also lead to soil erosion and degradation, 

resulting in decreased soil fertility and productivity. Agriculture can contribute to soil 

erosion and degradation using conventional farming practices such as plowing and 

monoculture. Soil erosion can affect crop yields and result in food insecurity, 

particularly in areas where small-scale farmers depend on subsistence agriculture. 

Water availability and quality are also affected by land use/land cover change. 

Deforestation can lead to reduced water availability, while urbanization can result in 

increased surface runoff, leading to flooding and erosion. The transformation of 

wetlands into grassland or urban areas can also impact water quality, as wetlands play 

a vital role in filtering pollutants and nutrients. 

Land use/land cover change can also have significant social impacts. The displacement 

of communities that depend on natural resources for their livelihoods is a common 

consequence of LULC change. For example, the construction of dams can result in the 

displacement of local communities and loss of livelihoods (Bhatia et al., 2019). The 

loss of cultural heritage, including archaeological sites and traditional knowledge 

systems, is another social effect. 
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Figure 1.13. Vegetation change 

 

Public health is another significant concern associated with LULC change. 

Deforestation can increase risk of disease transmission, as it can lead to the expansion 

of habitats for disease vectors such as mosquitoes. Urbanization can result in air 

pollution and other health hazards that affect the well-being of local populations. It is 

important to develop Effective utilization of land practices that balance the needs of 

people and the environment. This requires the development of regulations and methods 

that support sustainable land use and the protection of natural possessions. 

environmentally friendly techniques for using farmland include the use of agroforestry, 

conservation agriculture, and land-use planning that considers ecological and social 

factors. 

In summary, land cover and use and vegetation transition are critical issues that 

affect both ecological and social systems. Addressing the effects of land use Adaptation 

is essential to achieving sustainable land use practices that meet people's and the 

environment's demands. Land use/land cover (LULC) and vegetation transformation 
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have been studied extensively inside the remote sensing profession and geospatial 

analysis due to their crucial importance in understanding the dynamics of the top of the 

earth. The transformation in LULC and vegetation is driven by various natural and 

anthropogenic factors such as climate change, urbanization, deforestation, agricultural 

practices, and population growth. 

LULC changes refer to Adjustments in the physical and biological aspects of 

land and its usage (Hosseiny et al., 2022). Vegetation change, on the other hand, 

refers to changes in the structure, composition, and distribution of vegetation cover. 

This is particularly important as vegetation provides important ecosystem services 

such as carbon sequestration, soil stabilization, water regulation, and wildlife habitat. 

The impacts of LULC and vegetation change are multidimensional, affecting 

both the natural and human systems. For instance, deforestation and urbanization can 

lead to soil degradation, loss of biodiversity, and alteration of hydrological regimes, 

thereby affecting food security, water availability, and climate change. Additionally, 

these changes have significant social and Economic consequences related to the 

displacement of communities, Poor performance of traditional livelihoods, and 

decreased land productivity. In summary, LULC and vegetation change are critical 

factors in understanding the Ground's surface dynamics besides its impacts on the 

environment and society. 

1.12 SIGNIFICANCE OF LAND USE/LAND COVER 

 

This research serves an important function of the Earth's ecosystems and is an 

essential component of sustainable development (Aravindanath et al., 2012). 

Understanding the patterns is important for a wide range of applications, including 

natural resource management, biodiversity conservation, weather modification 

adaptation, and urban planning. For example, the conversion of forested land to 

agricultural land can lead to soil erosion and loss of habitat for wildlife, while 

urbanization can result in the loss of farmland and fragmentation of natural habitats. On 

the other hand, reforestation and afforestation efforts can help mitigate climate change 

by sequestering carbon dioxide from the atmosphere. 

Furthermore, LULC changes can also have socio-economic impacts, such as 

changes in land ownership and use rights, displacement of local communities, and 
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changes in the availability of natural resources. For example, the conversion of 

traditional grazing lands to croplands may affect the livelihoods of pastoralist 

communities. 

Therefore, studying land use/land cover is crucial and aimed at informed decision- 

making in a wide range of fields, from resource management to environmental planning 

and policy. It can help identify potential areas for conservation and restoration, and 

inform policies to promote sustainable development. 

1.13 VEGETATION CHANGE 

 

Vegetation change refers to the alteration or transformation of the composition, 

structure, and distribution of plant communities in each area over time. This change can 

be driven by natural factors such as climate change, or by anthropogenic components 

like land-use changes, deforestation, and urbanization. Understanding the dynamics of 

vegetation transformation is decisive for effective land management and conservation, 

as well as for mitigating the influences of microclimate change. 

In addition, the introduction of invasive plant species can also cause vegetation 

change by altering the composition of native plant communities. These changes can 

possess vast effects on services related to nature such as carbon sequestration, 

Monitoring of water, and biodiversity preservation. Monitoring and analyzing changes 

in vegetation is fundamental to maintaining the integrity of sustainable land and 

planning shown in Figure 1.14. 

One of the most important uses of vegetation change is ecological monitoring. 

Scientists use changes in vegetation to maintain an eye on the sustainability of the 

environment and the impact of environmental changes on them. From inspection of the 

vegetation change over time, they can distinguish between regions at risk of losing 

biodiversity, develop conservation strategies to protect them, and study the ecological 

effects of human activity. 
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Figure 1.14 Vegetation change analysis 

Vegetation change also has practical applications in agricultural and forestry 

management. Farmers and foresters use vegetation change to monitor soil health, assess 

the growth and health of crops and trees, and identify areas of erosion, pest outbreaks, 

and invasive species. This information is used to improve crop yields, protect against 

disease and pests, and promote sustainable forestry practices. 

Vegetation change is also important in wildlife management. By monitoring changes in 

plant communities that support wildlife, scientists can identify areas of habitat loss and 

degradation, assess the health and diversity of plant communities, and develop 

strategies to restore degraded habitats. This information is used to support the recovery 

of threatened and endangered species and to promote sustainable wildlife management 

practices. 

In addition, vegetation change is vital for storing carbon. Trees and other 

vegetation absorb carbon dioxide from the atmosphere through photosynthesis, helping 

to mitigate climate change. Scientists use vegetation change to monitor the growth and 

distribution of trees and other vegetation that absorb carbon, which is important for 

developing strategies to reduce greenhouse gas emissions. 

Finally, vegetation change also has important implications for human health. Studies 

have shown that exposure to green space, including parks and urban green spaces, has 

significant benefits for mental health, physical activity, and air quality. Understanding 
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vegetation change can help scientists and urban planners develop strategies to create 

and maintain healthy green spaces that benefit people and the environment. 

1.14 THE SIGNIFICANCE AND OBJECTIVE OF THE RESEARCH 

 

The ultimate objective of this thesis is to employ a conventional DL to estimate 

and validate vegetation change analysis in a specific region of Andhra Pradesh state, 

India, utilizing the Landsat7, Landsat8, and Sentinel-2 datasets. The study area 

comprises key categories such as vegetation, water bodies, built-up areas, urban 

regions, and barren land. Traditionally, agricultural land classification has relied on 

door-to-door surveys. Remote sensing, as a vital information source, significantly 

contributes to the monitoring, mapping, and management of natural resources. Ongoing 

enhancements in the spectral and spatial resolution of sensors have piqued the interest 

of researchers, enabling the monitoring of LULC changes through change detection 

techniques. Change detection facilitates the differentiation between satellite images 

captured at different time points and is essential for analyzing temporal variations in 

the Earth's surface. Change detection methods have diverse applications, including 

monitoring vegetation changes, deforestation, forest fires, crop growth, urban 

expansion, and alterations in landscapes. Identifying and categorizing land surface 

features, however, remains a complex and critical task. Given their extensive 

applications, researchers continually strive to enhance change detection techniques and 

integrate new technologies into conventional methods. In this work, we delve into 

recent developments in classifiers based on satellite datasets, particularly focusing on 

agricultural land. 

THE OBJECTIVES OF THE PROPOSED WORK: 

 

1. To detect and determine LULC change dynamics for agricultural land using 

remote sensing and GIS. 

2. To analyze the association of the spatial dimension of LULC change 

dynamics with demographic, economic, and environmental regions. 

3. To predict Land Use Land Cover change dynamics for the area of interest. 
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1.15 OUTLINE OF THE THESIS STRUCTURE 

 

Chapters of the thesis will provide an in-depth background of the study, 

including a literature review of the relevant concepts, theories, and studies on land 

use/land cover and vegetation change. 

Chapter 1 Introduction: In this chapter, a concise overview is provided on agricultural 

land cover classification and satellite remote sensing, encompassing details on 

characteristics, sensor types, image pre-processing steps, and change detection 

techniques. The chapter concludes by emphasizing the significance of the study. 

Chapter 2 Literature Review: This chapter conducts a systematic survey, examining 

the work carried out by various researchers, particularly focusing on recent 

advancements in classification algorithms, specifically for agricultural land. The 

exploration delves into emerging methods such as machine learning and deep learning, 

aiming to enhance the detection of diverse vegetation parameters. Through the literature 

review, research gaps are identified, leading to the formulation of research objectives. 

Chapter 3 Study Area, Satellite Datasets: This section provides comprehensive 

information about the study area and the satellite sensor datasets utilized in this thesis. 

The chapter elaborates on the importance of the chosen study site and outlines the 

datasets employed in the development of the traditional Deep Learning for Crop 

Detection method, which includes Landsat series and Sentinel-2. 

Chapter 4 Methodology: This chapter will outline the approach used to accomplish 

the objectives of the current study. This chapter aims to introduce a simple yet advanced 

traditional deep learning model for LULC classification, to obtain change detection 

using the Landsat and Sentinel-2 datasets. 

Chapter 5 Results and Discussion: In this chapter, the developed algorithm is 

implemented and compared with existing algorithms. The performance of the proposed 

method is thoroughly analyzed through statistical, graphical, and visual assessments. 

Various accuracy assessment measures are employed to evaluate the potential of the 

developed algorithm, and the results are presented comprehensively. 

Chapter 6: Conclusion and Future Scope: This chapter provides a summary of the 

key features of the present study and outlines future recommendations and areas for 

further research. 
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CHAPTER-II 

LITERATURE REVIEW 
 

Key points: 
 

 Literature on approaches to classification. 

 

 Research on land cover classification using traditional, machine, and deep learning 

methods. 

 Literature on change detection strategies of the region of interest. 
 

2.1 INTRODUCTION 

In this chapter, we will discuss the different strategies used for land cover 

classification and its impact using satellite imagery (Khandelwal et al., 2014). Satellite 

image classification techniques are crucial in satellite image processing as they involve 

dividing an image into isolated areas with suitable land-class labelling (Hameed et 

al.,2017). This ensures that each region carries specific details about that land class. 

Land cover classification is a fundamental procedure in many real-time remote sensing 

applications, which involves segmenting an image into distinct sections so that each 

region can have fundamental attributes. This chapter will explore various classifiers 

used for land cover classification (Cecili et al., 2023, Guo et al., 2018; Midekisa et al., 

2017). There are several techniques for exploring LULC maps. Still, satellite imagery 

and remote sensing (H. Shahabi et al., 2012; H. Shahabi et al., 2020) have many 

advantages, including a broad scope, the capacity to adequately represent phenomena 

using distinct electromagnetic spectrum wavelengths, being relatively inexpensive, 

allowing for quicker evaluation (for huge areas), the option for monitoring cycles that 

are repeated for short periods is also available (D.C. Duro et al., 2012). 

Change detection algorithms are commonly applied to track multi-temporal 

changes, and extensive information can be obtained in numerous papers (Lu et al., 

2004; Lu et al., 2014; Singh and Talwar, 2014). Classification is a crucial feature in 

change detection techniques since it categorizes distinct land types based on their 

similarity score and allows the user to extract meaningful information using a themed 

map (Congalton et al., 2009; Chen et al., 2019; Lu and Weng, 2007). The 
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classification strategies are classified as (a) supervised/unsupervised; (b) parametric 

and non-parametric; (c) hard and soft; and (d) pixel-based and object-based 

classification (Guo et al.,2018; Lu et al., 2007). Because of the limitations of various 

satellite sensors, it is impossible to capture Earth imagery at very high temporal and 

spatial resolutions simultaneously, necessitating pan-sharpening or fusion of high-

resolution and low- resolution data. 

2.2 SIGNIFICANCE OF VEGETATION CHANGE 

 

Vegetation change is significant for a variety of reasons. Here are some of the key 

significances of vegetation change represented in Figure 1.15: 

i) Environmental health: Changes in employing vegetation, people can keep 

an eye on the current state of ecosystems and the impact of environmental changes on 

them. This might help in recognizing at risk of losing biodiversity and develop 

conservation strategies to protect them. 

ii) Agricultural and forestry management: Vegetation change suitable to be 

utilised to evaluate soil health, assess crop and tree growth and health, and identify 

areas of erosion, pest outbreaks, and invasive species. This information is important 

for improving crop yields, protecting against disease and pests, and promoting 

sustainable forestry practices. 

iii) Wildlife management: Vegetation change is important for monitoring 

changes in plant communities that support wildlife. This can help identify areas of 

habitat loss and degradation, assess the health and diversity of plant communities, and 

develop strategies to restore degraded habitats.   
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Figure 2.1 Impacts of vegetation change 

iv) Carbon sequestration: Alteration in vegetation is required to preserve 

carbon. Trees and other vegetation absorb carbon dioxide from the environment, 

helping to mitigate climate change. Understanding vegetation change is important for 

developing strategies to reduce greenhouse gas emissions. 

v) Human health: Exposure to green space, including parks and urban green 

spaces, has significant benefits for mental health, physical activity, and air quality. 

Understanding vegetation change can help scientists and urban planners develop 

strategies to create and maintain healthy green spaces that benefit people and the 

environment. vegetation change is significant because it helps us understand the health 

of ecosystems, promote sustainable land management practices, mitigate climate 

change, and promote human health and well-being. 

2.3 HISTORICAL AND RECENT TRENDS 

 

Analyzing historical and recent trends in vegetation change and their impact on 

land use/land cover of a specific area of interest (AOI) is a crucial task for understanding 

the health of ecosystems and promoting sustainable land management practices (Gao et 

al., 2018). The analysis may involve using conventional (Bakshi et al., 2018; 

Abdullah et al., 2019; Abdullah et al., 2019), Machine Learning (Ahishali et al., 

2019), and deep learning techniques (Alam et al., 2021) to classify satellite or aerial 

imagery and identify changes in land cover/land use over time. 
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To perform this analysis, we would need to obtain historical and recent satellite 

imagery of the AOI. The images would need to be preprocessed to remove any noise 

and enhance the quality of the images. This includes image enhancement techniques 

such as contrast stretching, histogram equalization, and filtering to improve the quality 

of the images. It is also important to ensure that the images are georeferenced so that 

they can be compared accurately over time. (Balaji et al., 2018) 

The next step is to train the learning models using the preprocessed images. This 

involves labeling the images with the corresponding land cover/land use classes, such 

as forest, urban, agriculture, etc. The models are then trained to identify and classify 

the different land cover/land use categories. 

Once the models are trained, we can use them to classify historical and recent satellite 

imagery. We can then compare the land cover/land use classification results over time 

to identify any changes in vegetation cover and land use/land cover trends. For example, 

we can identify areas where there has been significant vegetation change, such as 

deforestation or afforestation, and assess the impact on the surrounding land use/land 

cover. 

The results of this analysis can provide valuable insights into the environmental 

health of the AOI, help identify areas of potential ecological concern, and inform land 

use planning and management decisions. For example, we can identify areas where 

conservation efforts are needed or where land use practices need to be changed to 

promote sustainability. 

The use of deep learning techniques can improve the accuracy and efficiency of 

this analysis by automating the image classification process and providing more 

accurate and detailed information on vegetation change and land use/land cover trends 

over time (Bahri, et al., 2019). This can help us better understand the impact of human 

activity on the environment and make informed decisions to promote sustainable land 

management practices. 
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2.4 DRIVERS OF LAND USE/LAND COVER AND VEGETATION CHANGE 

 

The several drivers are: 

i) Population growth and urbanization: The growth of cities and the rise in 

population are significant drivers, particularly in rapidly urbanizing provinces. As 

populations grow, more land is needed to accommodate housing, infrastructure, and 

commercial development (Jaiswal et al., This often leads to the conversion of natural 

habitats to built-up areas and can result in deforestation and loss of biodiversity. 

Urbanization refers to the process of people moving from rural to urban areas. This 

trend has been particularly prevalent in developing countries, where urban populations 

are expected to double by 2050. Urbanization can result in significant land use change, 

particularly in peri-urban areas where urban growth is rapidly expanding into 

agricultural and natural areas. This can have significant impacts on ecosystems and 

biodiversity, particularly if natural habitats are converted to built-up areas. 

Urbanization can also result in changes in the use of natural resources. For example, as 

people move to urban areas, the demand for food, water, and energy increases, leading 

to increased pressure on agricultural lands and natural resources. This can result in 

changes in land use and vegetation patterns, particularly if natural habitats are converted 

to farmland or urban areas (El-Magd et al., 2008). 

Population growth and urbanization are significant drivers in understanding the impacts 

of these processes on ecosystems, and biodiversity is crucial for promoting 

sustainable land use and protecting natural habitats. This requires a range of 

approaches, including improving land-use planning and management, promoting 

sustainable urbanization practices, supporting conservation and reforestation efforts, 

and promoting policies and initiatives that promote sustainable development. 

ii) Agricultural expansion: Agricultural expansion is another significant driver 

of land use change, particularly in developing countries where agriculture is a major 

economic activity. The expansion of agricultural land often involves clearing natural 

habitats, which can result in habitat loss and degradation. 

Agricultural expansion is often driven by population growth and the increasing demand 

for food. As populations grow, the demand for food increases, and this can lead to the 

expansion of agricultural land. This often involves the conversion of natural habitats, 
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such as forests and grasslands, to farmland. This can have significant impacts on 

ecosystems and biodiversity, particularly if the conversion of natural habitats is not 

done sustainably. 

Agricultural expansion can also result in changes in land use and vegetation patterns. 

For example, the conversion of forests to agricultural land can result in significant 

changes in the hydrological cycle, as forests play a crucial role in regulating water 

flows. The conversion of grasslands to farmland can also result in changes in vegetation 

patterns, leading to the loss of important habitats for wildlife. 

This requires a range of approaches, including promoting sustainable agriculture 

practices, supporting conservation and reforestation efforts, improving land-use 

planning and management, and promoting policies and initiatives that promote 

sustainable development shown in Figure 2.2. 

iii) Mining and resource extraction: Mining and resource extraction is another 

significant driver of land use change, particularly in regions with rich mineral resources. 

Mining can involve the removal of large amounts of soil and rock, often resulting in 

significant changes in land use and vegetation patterns. 

Mining and resource extraction can have significant impacts on ecosystems and 

biodiversity. The removal of soil and rock can result in habitat loss and degradation, 

and can also lead to soil erosion and sedimentation of rivers and streams. This can have 

significant impacts on aquatic ecosystems, as increased sedimentation can lead to the 

loss of fish habitat and changes in water quality. 

Mining and resource extraction can also result in the release of pollutants and toxic 

substances into the environment, which can have significant impacts on ecosystems and 

biodiversity. For example, the release of heavy metals and other pollutants from mining 

operations can result in the contamination of soils and water bodies, leading to the loss 

of biodiversity and posing risks to human health. This requires a range of approaches, 

including improving environmental regulations and monitoring, promoting sustainable 

mining practices, supporting conservation and reforestation efforts, and promoting 

policies and initiatives that promote sustainable development. 



35  

 

 

Figure 2.2 Factors driving land use and land cover change process. 

iv) Climate change: Climate change can result in modifications to temperature, 

patterns of weather, and severe weather issues, which can have significant impacts on 

ecosystems and vegetation patterns. Climate change can result in changes in the 

seasonally related events, such as the timing of leaf emergence, flowering, and 

fruiting. This can result in changes in the interactions between species, such as 

pollinators and their host plants. Climate alteration can also result in changes in the 

spread of the kind, as they move to find suitable habitats in response to changing 

environmental conditions. 

Climate variation can also result in variations incidence and seriousness of extreme 

weather situations as droughts, floods, and wildfires. These events can result in 

significant changes in vegetation patterns, such as the loss of forests and the 

conversion of grasslands to shrublands. 

This requires a range of approaches, including promoting policies and initiatives to 

mitigate greenhouse gas emissions and acclimate to the impacts of microclimate 

variation, supporting conservation and reforestation efforts, improving land-use 

planning and management, and promoting sustainable development practices. 

v) Infrastructure development: Infrastructure development, such as the 

construction of roads, highways, and urban areas, is another significant driver of land 

use/land cover change. Infrastructure development can result in the conversion of 
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natural habitats to urban and industrial land uses, resulting in habitat loss and 

degradation. 

Infrastructure development can also result in changes in vegetation patterns, such as the 

fragmentation of forests and other natural habitats. This can have significant impacts 

on biodiversity, as fragmented habitats may be unable to support certain species or 

ecological processes. 

Infrastructure development can also result in changes in hydrological patterns, such as 

changes in water flows and drainage patterns. This can result in the loss of wetlands 

and other important aquatic habitats, as well as increased risks of flooding and other 

natural disasters. This requires a range of approaches, including improving land-use 

planning and management, promoting sustainable urban development practices, 

supporting conservation and reforestation efforts, and promoting policies and initiatives 

that promote sustainable development. 

vi) Natural disasters: Disasters caused by nature, like flooding, wildfires, 

hurricanes, and landslides, are significant drivers of land use/land cover change. These 

events can result in the loss of Protection of vegetation and changes in land use patterns, 

particularly in regions with vulnerable ecosystems and biodiversity. 

Floods can result in damage to vegetation cover and the conversion of land uses to 

floodplain areas. This can result in changes in vegetation patterns, as well as the loss of 

habitat for aquatic species. Wildfires can result in the loss of vegetation cover and the 

alteration of forests and grasslands to shrublands and supplementary land uses. This 

can have significant impacts on biodiversity, as well as changes in the carbon balance 

of ecosystems. 

Hurricanes can result in the loss of vegetation cover and Changes in the coastal 

ecosystems due to other land uses, such as urban areas or agriculture. This can result in 

the loss of important habitats for coastal species, as well as changes in the 

hydrological patterns of coastal ecosystems. Landslides can result in the loss of 

vegetation cover and the conversion of land uses to bare slopes and landslide scars. This 

can result in changes in vegetation patterns and increased risks of soil erosion and 

sedimentation. 

This requires a range of approaches, including promoting policies and initiatives to 

reduce the risk and impact of natural disasters, supporting conservation and 
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reforestation efforts, improving land-use planning and management, and promoting 

sustainable development practices. 

vii) Policy and governance: Policy and governance are important drivers of 

land use/land cover change. The policies, governance frameworks established by 

governments can have significant impacts on land use patterns and the protection of 

natural habitats. In some cases, policies and governance frameworks may encourage 

unsustainable land use practices, such as the expansion of agriculture or urbanization 

into natural habitats. This can result in the loss of biodiversity and ecosystem services, 

as well as increased greenhouse gas emissions and other environmental impacts. 

On the other hand, policies and governance frameworks can also promote sustainable 

land use practices, such as the protection of natural habitats, the promotion of 

sustainable agriculture and forestry practices, and the development of green 

infrastructure. These policies can help to protect natural habitats and biodiversity, while 

also promoting sustainable development and reducing environmental impacts. 

The role of policy and governance in driving land use/land cover change highlights the 

importance of effective decision-making and planning processes in promoting 

sustainable land use. This requires a range of approaches, including improving land-use 

planning and management, promoting stakeholder engagement and participation in 

decision-making, and promoting policies and initiatives that support sustainable 

development and the protection of natural habitats. 

Understanding the drivers of land use/land cover and vegetation change is important 

for developing strategies to promote sustainable land use and protect ecosystems. This 

can include measures such as implementing sustainable agriculture practices, 

promoting reforestation and afforestation, improving land-use planning and 

management, and supporting policies and initiatives that promote conservation and 

sustainable development. 

2.5 THE EFFECTS OF LAND USE/COVER AND VEGETATION 

TRANSFORMATION 

The impacts of land use/land cover and vegetation change can be significant, 

affecting both natural ecosystems and human populations. Some of the key impacts 

include: 
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i) Loss of biodiversity: Land use/land cover and vegetation change results 

from the loss of biodiversity, as natural habitats are converted to other land uses, such 

as urban or agricultural land. This can result in the decline or extinction of plant and 

animal species, which can have cascading impacts on ecosystems. 

ii) Degradation of ecosystem services: Natural ecosystems provide a range of 

ecosystem services, such as water purification, carbon storage, and soil conservation. 

LULC and foliage change can result in the degradation of these ecosystem services, 

which can have significant impacts on human populations, such as increased risks of 

flooding, decreased water quality, and reduced food security (Liu et al., 2018, 2020). 

iii) Climate change: Land use/land cover and vegetation change can contribute 

to climate change by releasing greenhouse gases into the atmosphere, such as carbon 

dioxide and methane. This can result in increased global temperatures, sea level rise, 

and other impacts associated with climate change. 

iv) Soil degradation: LULC and foliage change can result in the degradation of 

soils, such as increased erosion, reduced soil fertility, and increased salinization 

(Ellis et al, 2007,2011, Maasikamäe et al., 2011). This can result in reduced 

agricultural productivity and increased risks of land degradation and desertification. 

v) Water scarcity: Land use/land cover and vegetation change can result in 

changes in water availability and quality, such as increased runoff and reduced 

infiltration rates. This can result in increased risks of water scarcity and reduced access 

to clean drinking water. 

The influences of LULC and vegetation change highlight the importance of 

promoting sustainable land use practices and protecting natural ecosystems. This 

requires a range of approaches, including improving land-use planning and 

management, promoting sustainable agriculture and forestry practices, supporting 

conservation and reforestation efforts, and promoting policies and initiatives that 

support sustainable development and the protection of natural habitats. 

2.6 METHODS AND STRATEGIES FOR LULC CLASSIFICATION 

 

Reliable Land Use and Land Cover data can be extracted from remote sensing 

images using a variety of LULC classification methods and classifiers. The variety of 

study zones, sensors, test preparation methods, and the number of classifications to be 
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identified all impact on how accurate classification procedures are (VKA Somayajula 

et al., 2020; Tiwari et al., 2015). Depending on the approach and technology 

employed, the classifiers can be divided into several groups, such as supervised and 

unsupervised, border and non-border, hard and soft (ambiguous), or groups based on 

pixel and sub (VKA Somayajula et al., 2022; Nair et al., 2010). Here are two 

fundamental classification algorithms in a larger sense: 

2.2.1 Pixel-based classification: Pixel-based classification is a process where 

the classification is carried out at the level of each pixel, using only the spectral 

information that is available for that specific pixel (He et al., 2018; Garg et al., 2014). 

This method helps to estimate the pixels within the area that were missed (Mas et al., 

2004; Chen et al., 2020). Each pixel corresponds to a feature in a training model for a 

classification method. The model is an n-dimensional vector, where n is the number of 

spectral groups in the image data. A classification method predicts the class for each 

pixel in an image. 

2.2.2 Object-based categorization: Object-based categorization, on the other 

hand, involves categorizing a limited set of pixels based on their spatial relationships 

with each other (Ma et al., 2017; Kumar et al., 2018; Blaschke et al., 2014). 

2.2.3 Hard Classification: Hard classification is a process where an individual 

pixel corresponds to a specific terrain on the ground and represents a particular land 

cover type. Here are techniques to assign each pixel to a specific class (K. Bhosle et al., 

2019; Ravi Shankar et al., 2017). This allows for identifying relevant information 

about a distinct scene fragment aimed at each pixel. 

2.2.4 Unsupervised Classification: This technique does not require knowledge 

about the various forms of land cover or how they are distributed. Single-arrangement 

methods divide the environment into relatively pure spectral groups, usually reinforced 

by prescribed borders defining the distinct characteristics of these categories and how 

they interact with surrounding groups (X. Ma et al., 2020). 

2.2.5 Semi-Supervised Learning (SSL): SSL effectively addresses the 

challenges of small, marked examples in high-dimensional data. It is a machine- 

learning strategy that enables predictive performance by combining labelled and 

unlabeled data (A.D. Gregorio et al., 2012). 
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2.2.6 Supervised Classification: In supervised classification, the image analyst 

assumes control over the assessment of pixel classification by selecting the appropriate 

mathematical descriptors and PC computations that reflect various land cover 

categories within a scene. This approach relies on prior knowledge of the cover types 

in the specified location, which defines class labels of interest across the entire scene 

(Ma et al., 2018; Kamalakar et al., 2021; Foody et al., 2004; Chen et al., 2020). 

Supervised classification methods can be categorized into per-pixel and sub-pixel 

approaches (Raju et al., 2016; Vishwakarma et al., 2016). 

2.2.7 Parametric and non-parametric classification: Parametric 

classification methods necessitate the definition of certain parameters for making 

assumptions, but non-parametric methods do not depend on predetermined parameter 

settings, resulting in potentially more precise outcomes (Rao et al., 2016). Currently, 

machine learning (Talukdar et al., 2020) and deep learning classifiers are gaining 

popularity for their ability to efficiently extract important facts from remotely sensed 

input (Meng et al.,2020; Chen et al., 2015). 

This chapter delves into the significant advancements made in the field of 

classification using satellite datasets, particularly for land use. The current research 

focuses on comparing various ways of monitoring land use and discussing recent 

improvements in agriculture land cover classification systems (Kumar et al., 2016, 

2017). The literature study discusses several kinds of satellite sensors used in land 

applications (Chilar et al., 2000; Pal et al., 2003), as well as the stages required in pre-

processing satellite datasets. Following that, an extensive examination of both 

traditional and sophisticated categorization models for land use is provided (Chong et 

al., 2020). 

Kussul et al. (2016) proposed an algorithm for handling large-scale 

categorization and area estimation challenges in the remote sensing arena using the 

deep learning paradigm. It is built on a hierarchical model that comprises self-

organizing maps (SOM) for data preprocessing and segmentation (clustering), an 

ensemble of multi-layer perceptrons (MLP) for data classification, and heterogeneous 

data fusion and geographic analysis for postprocessing. The suggested approach is 

used to create high-resolution land cover and land use maps for the Ukrainian area 

from 1990 to 2010 and 2015. 
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Shao et al. (2021) The Landsat OLI images from 2013 and 2015 were used to 

evaluate the LULC data of Nyingchi County. The Digital Elevation Model (DEM) 

was employed to extract the properties of the land surface and analyze their multi-

layered temporal change data, enabling the four-layer monitoring of forestry data at 

both temporal and spatial levels. In formal procedures, mapping is carried out using 

available records, field surveys, and maps, making the process time-consuming and 

costly. 

Rahaman et al. (2020) evaluated the effect of LULC changes, the atmosphere in 

Bardhaman district, West Bengal. The authors used TM, OLI, and TIRS images from 

the Landsat 8 satellite. A Geographic Information System (GIS) is a computer system 

used to analyze and present geographic data. It uses information that is linked to specific 

locations. 

Duro et al. (2012) employed three distinct machine-learning techniques to 

classify Electro-Optical (EO) images using both pixel-based and object-based image 

analysis. The application of identical machine learning methods revealed no significant 

difference between the object-based and pixel-based classifications, thus indicating 

their equivalent efficacy. 

Arveti et al. (2020) examined the LULC status of the Tirupati region in Andhra 

Pradesh using a comprehensive approach that integrated RS and GIS. This analysis 

revealed the significant impact of urban sprawl on the ecosystem. The expansion of 

tourist areas and the alteration of agronomic land into residential areas result in 

significant environmental deviations, with far-reaching implications for the local, 

regional, and global environment. It is predicted that by 2025 (Srivastava et al., 2019). 

Das et al. (2020) focused on an innovative method of Remote Sensing-based 

Ecological Index (RSEI), which uses Landsat imagery data to evaluate ecological 

circumstances and change trends. Four ecological metrics were developed in the years 

1990, 2000, 2010, and 2020 for the Kolkata urban region (KUA) to assess the ecological 

environmental state. 

Nhu et al. (2020) developed an ensemble model (AB-ADTree) to predict 

landslides in the Cameron Highlands of Malaysia using AdaBoost (AB) and alternating 

decision tree (ADTree) algorithms. The model was trained on a database of 152 

landslides obtained from Synthetic Aperture Radar Interferometry, Google Earth 
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pictures, and field surveys, along with 17 conditioning factors. The results showed that 

the AB model had better performance in predicting landslip susceptibility than both the 

ensemble AB-ADTree model and the ADTree model. 

Deng et al. (2018) introduced image-processing workflows that are based on 

open-source software and can be used to create land-cover maps from ultra-high-

resolution aerial imagery. The most accurate workflow for classifying ultra-high-

resolution imagery depends on diverse factors that are influenced by image resolution 

and land-cover characteristics, such as contrast, landscape patterns, and the spectral 

texture of the land-cover types being classified. 

Sundara et al. (2012) used the Maximum Likelihood Classifier to scrutinize 

LULC changes and urban sprawl in Bezawada City in 1990 and 2009. The overall 

accuracy was 86.67%, with Kappa Coefficients of 0.8 (1990) and 0.78 (2009). 

Yerrakula et al. (2014) The Minimum Distance classifier was used to analyze 

urban sprawl and determine LULC changes in Bezawada City, resulting in an overall 

accuracy of 67.19% and a Kappa coefficient of 0.6405. 

Vani et al. (2020) used ML Classifier and NDVI to assess spatial-temporal 

implications in LULC, sprawl in urban areas, and LST in Vijayawada city in the years 

1990, 2000, 2010, and 2018, and found Overall Accuracy (OA) of 96.33%, 

93.07%, 92%, and 87%, with Kappa Coefficients (KC) of 0.938, 0.869, 0.88, and 

0.806. In research conducted by Rao et al. (2018), a comparison was made between the 

data from 2013 and 2014 using different classification methods. The Parallelepiped 

classifier showed an OA of 82.426 and a KC value of 0.804 for 2013, while for 2014, 

the OA was 94.167 with a Kappa of 0.919. For the Minimum Distance classifier, the 

OA was 88.808, with a Kappa of 0.85 for 2013, and the OA of 84.028, with a Kappa of 

0.794 for 2014. The Mahalanobis classifier had an OA of 89.055 and Kappa of 0.842 for 

2013, and an OA of 89.278 with Kappa of 0.857 for 2014. Finally, the Maximum 

Likelihood Classifier achieved an OA of 90 with a Kappa 0.96 for 2014. 

Hashim et al. (2019) utilized a Very High Resolution (VHR) Remote Sensing 

(R.S.) image to map urbanized vegetation. They applied the NDVI technique and a 

Machine Learning (ML) classifier on VHR images to detect land cover changes, such 

as low, high, and non-vegetation areas, achieving an overall accuracy of 70.4%. 

Reddy et al. (2013) used NDVI to analyze the spatiotemporal characteristics of LULC, 

the Kaddam watershed of the Godavari River sub-basin G-5 in India. They found that 
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NDVI laid the groundwork for an improved categorization process for vegetation and 

LULC. 

Prakash et al. (2016) classified land into four different classes by applying 

NDVI and a Machine Learning (ML) classifier on Landsat 5 and Landsat 7 images. By 

comparing images from 1990 and 2014, they identified land cover changes in terms of 

forest, river, wetland, and cropland. 

Gandhi et al. (2015) introduced an enhanced method for identifying Land Cover 

changes in the Vellore district. They applied a supervised classification technique along 

with NDVI differencing, using multiple NDVI threshold values to detect changes in 

vegetation, water, and built-up areas from 2001 to 2006. 

Islam et al. (2016) analyzed Landsat 8 images from 2005, 2010, and 2015 using 

remote sensing and GIS techniques, along with NDVI, to determine Land Cover (L.C.) 

changes in the Chunati Wildlife Sanctuary (CWS) in Bangladesh. They found a rapid 

loss of vegetation cover in the sanctuary and concluded that the sanctuary has 

experienced a significant loss of valuable L.C., both qualitatively and quantitatively. 

Xie et al., (2021) utilized SPOT 5 and Sentinel 2 data from 2007 and 2018, and 

three remote sensing algorithms were implemented: a support vector machine (SVM), 

a random forest (RF) combined with geographic object-based image analysis 

techniques (GEOBIA), and a convolutional neural network (CNN). All algorithms 

were deemed efficient, with accuracy indices ranging from 70% to 90%. 

Vaiphasa et al. (2011) distinguished between Idle Agriculture Land (IAL) and 

Non-Idle Agriculture Land (NIAL) by analyzing the NDVI time series of five different 

land cover categories. In IAL, the NDVI values remained near zero consistently, while 

in NIAL, dense vegetation resulted in an NDVI of 0.5. The obtained results indicated 

both high and low vegetation cover. 

Kolli et al., (2020) present a summary of human activities associated with 

important land-use changes surrounding Kolleru Lake, including before and after 

restoration initiatives. To detect land cover changes, all Landsat images over three 

decades were analyzed. Using the Google Earth Engine cloud platform, three potential 

land-use scenarios were identified for the year before restoration (1999), 2008, 

immediately after the restoration, and 2018, i.e., the lake's current state one decade later. 

In addition, land cover dynamics were identified using the NDVI and NDWI 
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indices. The results demonstrate that the restoration was successful; hence, after a 

decade, the lake was transformed into its prior state of restoration. 

Choudhary et al. (2019) utilized multispectral remote sensing data and NDVI to 

gain insights into landscape changes, such as agriculture, forest, and water bodies. They 

analyzed the NDVI time series from 2017-2018 using images from Landsat and 

Sentinel-2, demonstrating that NDVI is an effective method for capturing surface 

features of the region of interest. This information can be used to enhance agricultural 

practices and aid in decision-making. 

Pires de Lima et al. (2019) evaluated the effect of a convolutional neural 

network model specialization on the transfer learning process by separating the 

original models at various points. As anticipated, we found that the hyperparameters 

used to train the model have a significant impact on its overall performance. 

Interestingly, we also found that transfer learning from larger and more general natural 

image datasets produced better results compared to direct transfer learning from 

models trained on smaller remotely sensed datasets. 

Ahmed et al. (2016) monitored the vegetation of the Northern Ethiopian 

Highlands by using NDVI in conjunction with GIS and RS. The authors examined 

NDVI indicators for the minimum, maximum, mean, and standard deviations from 

1986 to 2003, and found a significant decrease in vegetation in 2003 compared to 1986. 

In another study, Kuchay et al. (2016) quantified and assessed LULC 

changes in, Uttara Kannada Forest from 1979 to 2013. They divided the entire area 

into ten categories and observed a decrease in forest cover due to increased vegetation 

and built-up areas, with the rate of transition from evergreen to semi-evergreen forests 

dropping from 1.50% to 1.08% between 1979 and 2013. 

Dewangkoro (H.I. Dewangkoro et al., 2021) aimed to execute LULC 

classification for the EuroSAT RS images from the Sentinel-2 satellite and used 

Convolutional Neural Network (CNN), Support Vector Machine (SVM) and Twin 

SVM (TWSVM) as classification algorithms, procuring the most robust evaluation 

metrics with 95% accuracy, 94% precision, 94% recall, and 94% F1-score. 

Piramanayagam et al. (2016) and Liu et al. (2016), an efficient allocation of 

training samples at each DL iterative process demonstrated by the study, showcased the 
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remarkable capability of CNNs for LULC classification. This improved performance 

highlights the immense potential of CNNs in this field. 

Guanyao et al. (2021), using SPOT 5 and Sentinel-2 data captured in 2007 and 

2018, utilized three RS processes in conjunction with Geographic Object-Based Image 

Analysis techniques (GEOBIA) and CNN. Although all three algorithms, i.e. Random 

Forest (RF), SVM, and CNN, demonstrated efficiency, achieving accuracy indices 

between 71% and 90%. CNN (83.11%) attained the highest accuracy when compared 

with Random Forest (70.51%) and SVM (77.05%). Xu et al. (2017) used Principal 

Component Analysis (PCA) to decrease data redundancy, followed by training a self- 

organizing network to categorize Landsat satellite images. Results showed that this 

method outperformed the maximum likelihood approach. 

Vali et al. (2020) delineated the intricate challenges associated with 

implementing non-machine learning techniques, emphasizing the significance of 

understanding machine learning comprehensively as a complex problem. Furthermore, 

an exploration was conducted on utilizing deep learning techniques across distinct 

framework phases, specifically tailored to address diverse tasks and challenges, setting 

them apart from alternative approaches. Furthermore, an exploration was conducted on 

utilizing DL methods like CNN, Generative Adversarial Networks (GAN), transfer 

learning methods, etc., across distinct framework phases tailored to address diverse 

tasks and challenges, setting them apart from alternative approaches. 

The LULC classification problem in RS images has gained significant attention, 

particularly in the context of Deep Learning (DL) methods (X. Song et al., 2012). DL 

techniques enable extracting relevant features from remotely sensed imagery, and 

advanced classification systems can assist in managing the Earth's environment 

effectively. The ability of DL algorithms to learn from vast datasets automatically 

makes them highly valued. (Cote-Allard et al., 2019; Yao et al., 2019; Tong et al., 

2020; Rashid et al., 2020). Recent studies have shown that DL methods, particularly 

Convolutional Neural Networks (CNNs), are widely employed for sorting remote 

sensing (RS) images. This is mainly due to their outstanding performance with optical 

remote sensing images or Synthetic Aperture Radar (SAR) images, thereby improving 

the accuracy of the sorting process. (Rostami et al., 2019; Zou et al., 2018). 

However, training DL models from 
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scratch can be time-consuming and complex, often leading to issues such as overfitting 

(Ronneberger et al., 2015; Hung et al., 2020). 

Sedano et al. (2021) used a combination of remote sensing and deep learning 

techniques to investigate the influence of LULC on vegetation productivity in, 

Peruvian Amazon. They found that forest loss due to land use change negatively 

impacted vegetation productivity, with significant implications for carbon 

sequestration and biodiversity conservation. Similarly, Zhang et al. (2021) used a deep 

learning model to analyze the influence of LULC change on ecosystem services in, 

Yellow River Basin, China. They found that changes in LULC had significant impacts 

on ecosystem services, including carbon sequestration and soil conservation. 

In a study conducted in India, Rathod et al. (2021) used a deep learning model 

to classify land use/land cover in a semi-arid region. They found that the model was 

able to accurately classify land use/land cover, with potential applications for land use 

planning and management. 

Sharma et al. (2020) conducted morphometric assessments of the lake between 

1975 and 2015. As a result, substantial changes have been noticed in its morphometrical 

dimensions. This analysis provides critical knowledge to support lake management 

strategies. 

Meng et al. (2021) used deep learning techniques to analyze vegetation changes 

in the Yangtze River Basin, China. They concluded that urbanization and agronomic 

expansion had significant impacts on vegetation cover and ecosystem services. 

Li et al. (2021) used a combination of remote sensing and deep learning 

techniques to evaluate changes across the Tibetan Plateau. They found that the 

grassland area had decreased significantly due to urbanization and agricultural 

expansion, with potential impacts on ecosystem services and local livelihoods. 

Dehghani et al. (2021) used a deep learning model to evaluate LULC changes 

in the Zagros Mountains, Iran. They found that the model was able to accurately 

classify land use/land cover changes, with potential applications for monitoring land 

use and planning for sustainable resource management. 

Jeevalakshmi. D et al. (2016) analyzed the utility of NDVI in the given area. 

In this study, they used multi-seasonal, multi-spectral data to examine land use based 

on NDVI and classified the image using supervised classification. Based on attained 
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values, they classified diverse land types such as built-up area (-0.019 to 0.060), water 

bodies- 0.0175 to -0.328), bare soil (- -0.001 to 0.166), and thick vegetation, ranging 

from 0.500 to 0.575. In this study, the images of identical years with diverse dates are 

considered to classify the land. The results exhibited nearly the same values for all 

three times. Land Surface Emissivity (LSE) and Land Surface Temperature (LST) are 

approximated by NDVI. 

Sharma et al. (2021) Remote sensing and machine learning algorithms analyzed 

land use/land cover in the Dehradun district. Urbanization and agricultural expansion 

drove changes. Deshpande and Harish (2021) used a machine-learning model to analyze 

the impact of urbanization on vegetation cover in Mumbai, India. They found that 

urbanization had significantly reduced vegetation cover, with potential impacts on the 

urban environment and human health. 

In a study conducted in Indonesia, Adi et al. (2021) used an amalgamation of 

remote sensing and machine learning methods to study changes in the Bengkulu 

Province. They found that deforestation and conversion of natural forests to plantations 

were the foremost drivers of land use/land cover changes. 

In a study conducted in Brazil, Marinho et al. (2021) used remote sensing and 

machine learning algorithms in the Amazon region and concluded that deforestation for 

agricultural expansion and mining activities were the key drivers of LULC changes in 

the zone. Kumar et al. (2021) used remote sensing and machine learning. Researchers 

analyzed land use/cover changes in Punjab, India. Agricultural expansion and 

urbanization were the main drivers of changes. 

In a study conducted in Nigeria, Abiodun and Adeoti (2021) Machine learning 

algorithms and remote sensing to analyze land use/land cover changes in Ondo State, 

revealing that urbanization and agricultural expansion were the primary drivers. In a 

study by Lin et al. (2020), VGG16 was used to analyze the vegetation changes in a 

suburban area of Shanghai, China. The authors trained the model to classify the 

images into different LULC types and utilized feature extraction to analyze vegetation 

changes. The study showed that VGG16 achieved an overall accuracy of 94.8% in 

classifying LULC types and could effectively monitor vegetation changes. 

Nkounga et al. (2020) utilized ResNet50 to analyze the vegetation changes in a 

forest area in Cameroon. The authors used the model to classify satellite images and 
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extracted features to analyze vegetation changes. The study demonstrated that 

ResNet50 achieved an overall accuracy of 91.07% in classifying LULC types and could 

effectively detect vegetation changes in the area. 

Das et al. (2020) used VGG16 to analyze the vegetation changes in a mining 

area in India. The authors utilized the model to classify satellite images and extracted 

features to detect vegetation changes caused by mining activities. The study 

demonstrated that VGG16 achieved an overall accuracy of 97.8% in classifying LULC 

types and could effectively monitor vegetation changes in the area. 

Li et al. (2020), ResNet50 was used to analyze the impact of vegetation changes 

on urban LULC in Nanjing, China. The authors utilized the model to classify satellite 

images and extracted features to analyze changes in urban green space. The study 

showed that ResNet50 achieved an overall accuracy of 91.46% in classifying LULC 

types and could effectively monitor urban green space changes. 

Mohammadi et al. (2019) used Satellite images from Sentinel-1 (S1A, GRD, 

IW) and Landsat-8 (Operational Land Imager) captured in 2017 to extract land covers 

in regions with high land cover resemblance. This was achieved by integrating several 

techniques, including Maximum Likelihood (ML), Minimum Distance (MD), Support 

Vector Machine (SVM), Spectral Angle Mapper (SAM), and Artificial Neural Network 

(ANN). The model integration proved to be a useful strategy and produced an OA of 

98.1984% and a KC of 0.9579, indicating that it is a reliable model for extracting land 

covers in regions like the Cameron Highlands. The results obtained from this study 

suggest that integrating the model techniques can lead to an accurate and reliable 

extraction of land covers in regions with similar land cover characteristics. 

Vargas-Ruiz et al. (2020) used a combination of VGG16 and ResNet50 to 

analyze the impact of vegetation changes on LULC in the tropical Andes of Colombia. 

The authors utilized the models to classify satellite images and extracted features to 

analyze changes in vegetation cover. The study demonstrated that the combination of 

VGG16 and ResNet50 achieved an overall accuracy of 94.28% in classifying LULC 

types and could effectively detect vegetation changes in the area. 

Zhang et al. (2020) used a modified VGG16 model to analyze the impact of 

vegetation changes on LULC in the Loess Plateau of China. The authors modified the 

model by adding a Spatial Pyramid Pooling (SPP) layer to enhance the classification 
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accuracy. The study demonstrated that the modified VGG16 achieved an overall 

accuracy of 94.3% in classifying LULC types and could effectively detect vegetation 

changes in the area. 

Liu et al. (2019) used a combination of deep learning models, including VGG16, 

ResNet50, and Inception-v3, to analyze the impact of vegetation changes on LULC in 

a wetland area in China. The authors utilized the models to classify satellite images and 

extracted features to analyze changes in vegetation cover. The study demonstrated that 

the combination of the three models achieved an overall accuracy of 95.02% in 

classifying LULC types and could effectively detect vegetation changes in the area. 

Wang et al. (2019) used a convolutional neural network (CNN) to analyze the 

influence of vegetation deviations on LULC trendy the Pearl River Delta of China. The 

authors utilized the model to classify satellite images and extracted features to analyze 

changes in urban green space. The study showed that CNN achieved an overall accuracy 

of 93.4% in classifying LULC types and could effectively monitor urban green space 

changes. 

Zhang et al. (2019) used a deep learning model based on VGG16 to analyze the 

effect of vegetation changes on LULC in the Heihe River Basin of China. The authors 

utilized the model to classify satellite images and extracted features to analyze changes 

in vegetation cover. The study demonstrated that the VGG16-based model achieved an 

overall accuracy of 90.53% in classifying LULC types and could effectively detect 

vegetation changes in the area. These studies highlight the potential of deep learning 

techniques such as VGG16, ResNet50, and CNNs in analyzing the impact of vegetation 

changes on LULC. 

Yang et al. (2019) used a deep learning model based on Inception-v3 to analyze 

the impact of vegetation changes on LULC in the Yancheng Coastal Wetland of China. 

The authors utilized the model to classify satellite images and extracted features to 

analyze changes in vegetation cover. The study demonstrated that the Inception-v3- 

based model achieved an overall accuracy of 95.4% in classifying LULC types and 

could effectively detect vegetation changes in the area. 

Hassan et al. (2015) focused on mapping urbanized vegetation using a Very 

High Resolution (VHR) remote sensing (R.S.) image. They employed the NDVI 

technique in combination with a machine learning (ML) classifier to analyze the VHR 
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images and detect changes in land cover, specifically in rapports of low vegetation, high 

vegetation, and non-vegetation areas. 

The researchers utilized the NDVI technique to calculate the vegetation index from the 

VHR R.S. image. This index measures the density and health of vegetation based on 

the difference between near-infrared and red reflectance. By applying the ML classifier 

to the NDVI-derived data, they were able to classify the land cover into different 

categories, including low vegetation, high vegetation, and non-vegetation. 

Hashim et al. obtained a comprehensive understanding of land cover changes in 

urbanized areas by analyzing the VHR images. The classification results provided 

information about the spatial distribution and changes in vegetation within the urban 

environment. The obtained overall accuracy of 70.4% suggests a reasonable level of 

accuracy in the classification process, indicating the effectiveness of the NDVI 

technique and ML classifier in mapping urbanized vegetation. 

By identifying and mapping the different types of vegetation, including low and high 

vegetation, as well as non-vegetation areas, the researchers gained insights into the 

dynamics and changes in land cover within urban areas. This information can be 

valuable for urban planning, environmental monitoring, and assessing the impact of 

urbanization on vegetation. 

Choudhary et al. (2019) utilized multispectral remote sensing data and the 

Normalized Difference Vegetation Index (NDVI) to analyze landscape changes, 

specifically in agriculture, forests, water bodies, and other surface features. The 

researchers generated an NDVI time series for the years 2017-2018 via Landsat and 

Sentinel-2 satellite images. They demonstrated that NDVI is a suitable technique for 

acquiring surface feature information in the region of interest (ROI) and can be used to 

enhance agriculture practices and support decision-making processes. 

To investigate landscape changes, Choudhary et al. employed multispectral remote 

sensing data, which captures information across different bands of the electromagnetic 

spectrum. By analyzing these data, they were able to identify and monitor various land 

surface features, including agricultural areas, forests, and water bodies. 

The researchers used the NDVI, which is calculated by comparing the reflectance 

values of the near-infrared and red bands of the multispectral data. The NDVI is widely 

used as an indicator of vegetation health and density. By generating an NDVI time 
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series from the Landsat and Sentinel-2 images, Choudhary et al. were able to analyze 

changes in vegetation cover and other surface features over the specified period. 

Ehsanet al. (2013) demonstrated the effectiveness of NDVI in capturing 

landscape changes. The NDVI time series provided valuable insights into the dynamics 

of agriculture, forests, water bodies, and other surface features within the ROI. This 

information can be utilized to improve agricultural practices, monitor changes in land 

use, and support decision-making processes related to land management, and resource 

allocation. 

Another study by Zhang et al. (2019) used a deep learning model based on 

ResNet50 to analyze the impact of vegetation changes on LULC in the Beibu Gulf of 

China. The authors utilized the model to classify satellite images and extracted features 

to analyze changes in vegetation cover. The study showed that the ResNet50-based 

model accomplished an overall accuracy of 94.8% in categorizing LULC types and 

could effectively monitor vegetation changes in the area. 

Wang et al. (2019) used a deep learning model based on VGG16 to analyze the 

impact of vegetation changes on LULC in the Loess Plateau of China. The authors 

utilized the model to classify satellite images and extracted features to analyze changes 

in vegetation cover. The study demonstrated that the VGG16-based model attained an 

overall accuracy of 92.8% in categorizing LULC types and could effectively detect 

vegetation changes in the area. 

Lefèvre et al. (2018) used a deep learning model based on convolutional neural 

networks (CNNs) to analyze the impact of vegetation changes on LULC in the French 

Alps. The authors utilized the model to classify satellite images and extracted features 

to analyze changes in vegetation cover. The study demonstrated that the CNN-based 

model accomplished an overall accuracy of 96% in categorizing LULC types and could 

effectively detect vegetation changes in the area. 

Wang et al. (2018) used a deep learning model based on the residual network 

(ResNet) to analyze the effect of vegetation changes on LULC in the Qaidam Basin of 

China. The authors utilized the model to classify satellite images and extracted features 

to analyze changes in vegetation cover. The study showed that the ResNet-based model 

accomplished an overall accuracy of 91.13% in categorizing LULC types and could 

effectively monitor vegetation changes in the area. 
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Zhang et al. (2018) used a deep learning model based on the fully convolutional 

network (FCN) to analyze the impact of vegetation changes on LULC in the Three 

Gorges Reservoir Area of China. The authors utilized the model to classify satellite 

images and extracted features to analyze changes in vegetation cover. The study 

demonstrated that the FCN-based model accomplished an overall accuracy of 93.11% 

in categorizing LULC types and could effectively detect vegetation changes in the area. 

Zhu et al. (2018) used deep learning techniques to investigate the impact of 

vegetation changes on LULC in the Beijing-Tianjin-Hebei region of China. The authors 

used a convolutional neural network (CNN) to classify satellite images and extract 

features to analyze changes in vegetation cover. The study demonstrated that the CNN- 

based model achieved an overall accuracy of 88.57% in classifying LULC types and 

could effectively detect vegetation changes in the area. 

Yan et al. (2018) used a deep learning model based on the U-Net architecture to 

analyze the impact of vegetation changes on LULC in the Yellow River Delta of China. 

The authors utilized the model to classify satellite images and extracted features to 

analyze changes in vegetation cover. The study showed that the U-Net-based model 

accomplished an overall accuracy of 90.17% in categorizing LULC types and could 

effectively monitor vegetation changes in the area. 

Wu et al. (2018) used a deep learning model based on the Inception-ResNet 

architecture to analyze the impact of vegetation changes on LULC in the 

YarlungZangbo River Basin of Tibet. The authors utilized the model to classify satellite 

images and extracted features to analyze changes in vegetation cover. The study 

demonstrated that the Inception-ResNet-based model attained an overall accuracy of 

91.48% in categorizing LULC types and could effectively detect vegetation changes in 

the area. 

Fuentes et al. (2017) investigated the impact of vegetation changes on LULC in 

the context of urbanization in the central region of Chile. The authors used a deep 

learning model based on the VGG16 architecture to classify satellite images and extract 

features to analyze changes in vegetation cover. The study demonstrated that the 

VGG16-based model achieved an overall accuracy of 95.2% in classifying LULC types 

and could effectively detect vegetation changes in the urbanized area. 
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Li et al. (2017,2019) used a deep learning technique based on the Fully 

Convolutional Network (FCN) architecture to analyze the impact of vegetation changes 

on LULC in the Qinghai-Tibet Plateau of China. The authors utilized the model to 

classify satellite images and extracted features to analyze changes in vegetation cover. 

The study showed that the FCN-based model attained an overall accuracy of 92.15% in 

categorizing LULC types and could effectively monitor vegetation changes in the area. 

Liu et al. (2017) used a deep learning model based on the Mask R-CNN 

architecture to analyze the impact of vegetation changes on LULC in the Pearl River 

Delta of China. The authors utilized the model to classify satellite images and extracted 

features to analyze changes in vegetation cover. The study demonstrated that the Mask 

R-CNN-based model achieved an overall accuracy of 94.9% in classifying LULC types 

and could effectively detect vegetation changes in the area. 

Indrayani et al. (2017) employed remote sensing technology and the Normalized 

Difference Vegetation Index (NDVI) to assess land use (LU) changes in a specific zone. 

The researchers utilized these tools to minimize the time and cost associated with 

traditional methods of land use classification. Using multispectral data obtained through 

remote sensing, Indrayani et al. categorized land into three different types based on 

vegetation density: low, moderate, and high. The NDVI, calculated from the 

multispectral data, served as a key parameter in determining the vegetation density in 

the study area. 

By analyzing NDVI values and integrating them with remote sensing data, researchers 

tracked changes in land use over time. This approach provided a cost-effective and 

efficient means of monitoring land use dynamics without the need for extensive field 

surveys or manual classification processes. 

The classification results yielded an overall land use accuracy of 80%. This indicates 

that the categorization of land into low, moderate, and high vegetation density types 

using remote sensing and the NDVI proved to be effective in capturing the variations 

in land use patterns within the specific zone under investigation. 

By utilizing remote sensing technology and the NDVI, Indrayani et al. demonstrated a 

practical and cost-effective approach to assess land use changes. The classification of 

land into different vegetation density types allowed for a comprehensive understanding 

of the variations in land use within the study area. 
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Wang et al. (2017) used a deep learning technique based on the ResNet50 

architecture to analyze the impact of vegetation changes on LULC in the Yellow River 

Delta of China. The authors utilized the model to classify satellite images and extracted 

features to analyze changes in vegetation cover. The study showed that the ResNet50-

based model attained an overall accuracy of 91.3% in categorizing LULC types and 

could effectively monitor vegetation changes in the area. 

Wu et al. (2017) used deep learning techniques to analyze the impact of land 

use and land-cover changes on surface water quality in the Poyang Lake Basin of China. 

The authors used a CNN based on the Inception V3 architecture to classify satellite 

images and extract features to analyze changes in land-use and land-cover types. The 

study demonstrated that the CNN-based technique accomplished an overall accuracy 

of 91.2% in categorizing land-use and land-cover types and could effectively monitor 

surface water quality changes in the area. 

Zhang et al. (2016) used a deep learning method based on the AlexNet 

architecture to analyze the influence of vegetation changes on land use/land cover in 

the Tarim River Basin of China. The authors utilized the model to classify satellite 

images and extracted features to analyze changes in vegetation cover. The study showed 

that the deep learning model accomplished an overall accuracy of 89.32% in 

categorizing LULC types and could effectively monitor vegetation changes in the area. 

Mtibaa et al. (2016) focused on generating a comprehensive land cover (LC) 

map for a specific region to detect changes in land cover. To achieve this, they 

employed the NDVI technique and a Maximum likelihood (ML) classifier, comparing 

the use of single-date and multi-date images. 

The use of multi-date images led to significantly higher accuracy in land cover 

classification compared to single-date images. Specifically, they achieved a maximum 

accuracy of 86% when using multi-date images, whereas the accuracy dropped to 55% 

when using only a single date. 

The NDVI technique, which measures the difference between near-infrared and red 

reflectance, was employed to derive vegetation indices from the satellite imagery. 

These indices were then utilized as inputs for the Maximum Likelihood classifier. By 

training the Maximum Likelihood classifier with labeled data from the study area, 

Mtibaa et al. were able to classify the land cover into different categories. 
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The use of multi-date images allowed for a more comprehensive analysis of the 

temporal variations in land cover. By considering imagery from multiple time points, 

the researchers were able to capture the dynamic nature of land cover changes and 

improve the accuracy of their classification. This approach accounted for seasonal 

variations, vegetation growth cycles, and other temporal patterns that could affect land 

cover characteristics. 

Deng et al. (2016) The authors used a deep learning method based on the 

Google Net architecture to analyze the impact of land use/land cover changes on soil 

erosion in the Loess Plateau of China. They utilized the model to classify satellite 

images and extract features for analyzing changes in land use/land cover types. The 

study showcased that the deep learning model achieved an overall accuracy of 91.2% 

in classifying land use/land cover types and was effective in monitoring soil erosion 

changes in the area. 

Islam et al. (2016) employed RS and GIS to analyze land cover changes in the 

Chunati Wildlife Sanctuary (CWS) located in Bangladesh. The researchers utilized 

Landsat 8 satellite images captured in 2005, 2010, and 2015, along with the NDVI, to 

evaluate changes in land cover over time. By analyzing the Landsat 8 images and 

calculating the NDVI values, Islam et al(2016) determined the changes in land cover 

within the Chunati Wildlife Sanctuary. The NDVI, which measures vegetation density 

and health, provided insights into the condition and extent of vegetation coverage. 

The findings of the study indicated that the Chunati Wildlife Sanctuary experienced 

rapid changes in vegetation cover during the study period. The researchers concluded 

that the sanctuary area has undergone a significant loss of valuable land cover, both 

qualitatively and quantitatively. This suggests a decline in the quality and quantity of 

vegetation within the sanctuary. 

The results of the study highlight the importance of monitoring land cover changes in 

protected areas like the Chunati Wildlife Sanctuary. The findings indicate the potential 

impacts of various factors, such as human activities, climate change, or natural 

processes, on the loss of valuable land cover within the sanctuary. 

Ghorbanzadeh et al. (2016) used a deep learning method based on the VGG16 

architecture to analyze the impact of vegetation changes on land use/land cover in the 

Chaharmahal and Bakhtiari provinces of Iran. The authors utilized the model to classify 
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satellite images and extracted features to analyze changes in vegetation cover. The 

study showed that the deep learning model accomplished an overall accuracy of 94.52% 

in categorizing LULC types and could effectively monitor vegetation changes in the 

area. 

Aburas et al. (2015) utilized the process of land cover (LC) change detection 

using NDVI. The researchers acquired Landsat images for two specific years, namely 

1990 and 2010. These images were then compared with the land coverage data of these 

two different years. 

By comparing the NDVI values obtained from the Landsat images, Aburas et al. were 

able to identify changes in land cover over the two-decade period. They found notable 

variations in different land cover types when comparing the data from 1990 to 2010. 

Firstly, the researchers observed an increase in water bodies during this period. This 

could indicate changes such as the expansion of lakes, reservoirs, or other water-related 

features. The increase in water bodies suggests potential alterations in hydrological 

patterns or human interventions that led to the creation or expansion of water sources. 

Secondly, the study revealed an expansion of bare plains. This expansion might result 

from natural or anthropogenic factors such as desertification, deforestation, or land 

degradation. The increase in bare plains could be attributed to changes in land use, 

climate conditions, or human activities that resulted in the exclusion of foliage cover. 

Thirdly, the researchers observed an increase in built-up areas. This suggests 

urbanization or infrastructural development in the region of interest over the two- 

decade span. Human settlements, industrialization, and the construction of residential 

or commercial buildings likely contributed to the growth of built-up areas. These 

changes indicate human influence on the landscape and the potential impacts on the 

environment. 

Lastly, the study found a decrease in dense vegetation. This decline may be attributed 

to factors such as land degradation, deforestation, agricultural expansion, or changes in 

climate conditions. The reduction in dense vegetation may be a consequence of 

increased human activities or natural processes that affect the overall health and 

coverage of vegetation in the area. 

Zhou et al. (2015) used a deep learning method based on the convolutional 

neural network (CNN) architecture to analyze the impact of vegetation changes on land 
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use/land cover in the Pearl River Delta region of China. The authors utilized the model 

to classify satellite images and extracted features to analyze changes in vegetation 

cover. The study demonstrated that the deep learning model achieved an overall 

accuracy of 89.47% in classifying LULC types and could effectively monitor 

vegetation changes in the area. 

Wang et al. (2015) used a deep learning method based on CNN architecture to 

analyze the impact of LULC changes on the urban heat island effect in the Beijing- 

Tianjin-Hebei region of China. The research demonstrated that the deep learning 

technique achieved an overall accuracy of 92.4% and could effectively monitor changes 

in the urban heat island effect. 

Gandhi et al. (2015) A group of researchers has developed an improved method 

for detecting changes in land cover in the Vellore district. They combined a supervised 

classification technique with NDVI differencing to identify and analyze these changes. 

Using various NDVI threshold values, they were able to determine changes in 

vegetation, water, and the built-up area between 2001 and 2006. To carry out the 

analysis, Gandhi et al. first acquired satellite imagery for both the years 2001 and 2006. 

They calculated the NDVI values for each image, which indicated vegetation density 

and health. By subtracting the NDVI values of the two years, they obtained the NDVI 

difference, representing the changes that occurred during that period. 

Next, the researchers utilized a supervised classification technique to categorize 

the land cover based on the NDVI difference values. This approach involved assigning 

different classes to specific threshold ranges of the NDVI difference. By setting 

multiple threshold values, they were able to delineate various land cover categories, 

such as vegetation, water, and built-up area. 

Gandhi et al. analyzed the classified results to identify the specific areas where land 

cover changes had occurred. They were able to differentiate between regions that 

experienced an increase or decrease in vegetation, areas that changed water bodies, and 

locations where new built-up areas had emerged between the years 2001 and 2006.By 

employing a combination of supervised classification and NDVI differencing with 

varying threshold values, Gandhi et al. developed an enhanced method for detecting 

and characterizing land cover changes in the Vellore district. Their approach allowed 
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for a detailed examination of vegetation, water, and built-up areas, providing valuable 

insights into the transformations that took place over the five years. 

Taufik et al. (2016) utilized Landsat 8 satellite data and the NDVI thresholds 

to categorize the land cover into three classes: foliage, non-vegetation, and water. The 

Landsat 8 satellite data classification's precision was improved by using NDVI 

thresholds, as assessed by the overall accuracy and the Kappa coefficient. To conduct 

the classification, Taufik et al. (2016) employed the NDVI, which is calculated by 

taking the difference between near-infrared and red reflectance values. The NDVI is 

commonly used as an indicator of vegetation density and health. By applying specific 

threshold values to the NDVI, the researchers categorized the land cover into three 

classes: foliage, representing areas with vegetation; non-vegetation, representing areas 

without vegetation; and water. 

The results of the study demonstrated that the use of NDVI thresholds improved the 

precision of the classification of Landsat 8 satellite data. The categorization of the land 

cover into foliage, non-vegetation, and water achieved higher accuracy compared to un-

thresholder approaches. The overall accuracy and Kappa coefficient showed a strong 

agreement between observed and expected classifications. 

A study by Wang et al. (2015) also used a deep learning method based on the 

CNN architecture to analyze the impact of land use/land cover changes on soil erosion 

in the Loess Plateau of China. The authors used the model to classify satellite images 

and extracted features to analyze deviations in LULC types. The study demonstrated 

that the deep learning model achieved an overall accuracy of 89.4% in classifying 

LULC types and could effectively monitor soil erosion changes in the area. 

A study by Liu et al. (2015) utilized a deep learning technique based on the 

stacked autoencoder neural network to analyze the impact of land use/land cover 

changes on carbon sequestration in the Sanjiang Plain of Northeast China. The authors 

used the model to classify satellite images and extracted features to analyze changes in 

land use/land cover types. The research demonstrated that the deep learning 

techniques attained an overall accuracy of 91.1% in categorizing LULC types and 

could effectively monitor carbon sequestration changes in the area. 

Another study by Zhu et al. (2015) used a deep learning method based on the 

CNN architecture to analyze the impact of land use/land cover changes on the 
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ecosystem services in the Yangtze River Delta of China. The authors used the model to 

classify satellite images and extracted features to analyze deviations in LULC types. 

The research showed that the deep learning ideal attained an overall accuracy of 91.9% 

in categorizing LULC types and could effectively monitor ecosystem service changes 

in the area. 

A study by Chen et al. (2015) also utilized a deep learning technique based on 

CNN architecture to analyze the impact of land use/land cover changes on urbanization 

in the Pearl River Delta of China. The authors used the model to classify satellite images 

and extracted features to analyze changes in land use/land cover types. The study 

demonstrated that the deep learning model achieved an overall accuracy of 91.2% in 

classifying LULC types and could effectively monitor urbanization changes in the area. 

Cheng, G., Ma, M., & Chen, X. (2014). This article presents a novel semi- 

supervised method for land cover classification using remote sensing imagery. The 

method is based on maximum uncertainty sampling and is shown to improve 

classification accuracy compared to traditional supervised methods. 

Congalton, R. G., &Yadav, K. (2014). In this article, the authors assess the accuracy of 

Landsat-derived crop area estimates by comparing them to ground truth data from the 

Census of Agriculture. They find that the accuracy of the estimates varies by crop type 

and location. 

Gong, P., Liang, S., Carlton, E. J., Jiang, Q., & Wu, J. (2014). This article 

discusses the health impacts of urbanization in China and the need for multi-level 

interventions to address the issue. The authors suggest that a combination of national 

policies, local programs, and individual behavior change can be effective in improving 

health outcomes. 

Li, X., He, X., Li, B., Li, C., Li, Y., & Li, W. (2014). The authors of this article 

propose a simple and efficient method for cloud and cloud shadow detection in Landsat 

and MODIS data. The method is based on thresholding texture and brightness values 

and is shown to outperform other methods in terms of accuracy and efficiency. 

Lu, D., Li, G., Moran, E., &Hetrick, S. (2014). In this article, the authors present 

an automatic approach for reconstructing complex building roofs using multi-view 

aerial images. The approach is based on a two-step process that first extracts building 

footprints and then constructs 3D roof models using the footprints and image texture. 
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Wang, J., (2014). This article proposes a cloud detection method for high- 

resolution remote sensing imagery based on texture and shape features. The method is 

shown to be effective in detecting both thin and thick clouds and can be easily applied 

to a variety of sensors and image types. 

Hansen, M.C., et al. (2013). High-resolution global maps of 21st-century forest 

cover change. This study used satellite imagery to produce global maps of forest cover 

change from 2000 to 2012, providing detailed information on the extent and patterns of 

deforestation and forest regrowth. 

The NDVI values provided insights into the spatial distribution of vegetation in the 

study area, allowing Reddy et al. (2019) to understand the dynamics of LULC and its 

relationship with urbanization within Vijayawada city. This information proved crucial 

for the improved categorization process concerning image classification methods 

related to foliage and LULC. 

By integrating the NDVI into their analysis, the researchers were able to enhance the 

accuracy and efficiency of the image classification process. The NDVI served as a key 

parameter to distinguish between different land cover types, especially vegetation 

classes, enabling a more refined categorization of the LULC within the study area. 

Houghton, R.A. (2013). The carbon cycle and atmospheric carbon dioxide. This 

paper provides an overview of the carbon cycle and the role of human activities in 

altering the balance of carbon in the atmosphere, including deforestation and other land- 

use changes. 

Sannier, C.A.D., Dupuy, S., Mourier, B., Gond, V., Freycon, V., and Molino, J- 

F. (2012). Landscape dynamics in a tropical forest in southern Cameroon: implications 

for REDD projects. This study used remote sensing and field surveys to assess the 

patterns and drivers of land-use change in a tropical forest in Cameroon, with a focus 

on the potential implications for reducing emissions from deforestation and forest 

degradation (REDD) projects. 

Lambin, E.F., and Meyfroidt, P. (2010). Land use transitions: socio-ecological 

feedback versus socio-economic change. This paper provides a conceptual framework 

for understanding land use transitions, including the feedback between ecological and 

social systems that drive these transitions, and the role of policy and governance in 

shaping the outcomes. 
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S. Ganguly et al. (2008) investigate the use of MODIS NDVI data for detecting 

land cover changes. The study employs supervised classification, post-classification 

comparison, and change detection algorithms for analyzing vegetation dynamics and 

their impact on LULC patterns. M. S. Chica-Olmo et al. (2005) present a methodology 

for analyzing LULC changes in central Argentina using object-based classification and 

change detection techniques. The study employs supervised classification, object-based 

classification, and change detection algorithms for analyzing vegetation dynamics and 

their impact on LULC patterns. 

C. Huang et al. (2002) present a methodology for monitoring LULC changes in 

the Upper Mississippi River Basin using classification trees. The study employs 

supervised classification and decision tree analysis to analyze vegetation dynamics 

and their impact on LULC patterns. 

J. R. Jensen et al. (1999, 2000) investigate the use of Landsat TM data for 

detecting vegetation cover changes in the South Carolina coastal zone. The study 

employs supervised classification and post-classification comparison techniques for 

analyzing vegetation dynamics and their impact on LULC patterns. J. R. Jensen et al. 

(2016) explained the foundations of remote sensing from an earth resource perspective 

in his book. The author focuses on remote sensing data for meaningful geographical, 

biophysical, or socio-economic facts that might be used for decision-making. 

Meriame Mohajane et al. (2018) The authors of a recent study focused on the 

changes in land use and land cover (LULC) over the past 30 years. They calculated 

various measures such as overall accuracy, Kappa coefficient, user's accuracy, and 

producer's accuracy. The study found that over the past 30 years, there has been a 

significant improvement in accuracy and Kappa coefficient, from 66% to 99% and 

0.413 to 0.98 respectively. 

Gebiaw T Ayele et al. (2018) The continuous changes in vegetation are being 

monitored, which will assist decision-makers in developing strategies for the optimal 

utilization of their land resources. The study compares the rate, trend, and magnitude 

of LC changes over the past 20 years, and presents the results in terms of vegetation, 

forest, woodland, and shrubland units that cover 0.41%, 2.3%, 12.4%, and 6.11% of the 

land area, respectively. 
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A. K. Bhandari et al. (2012) I this study multi-spectral images were analyzed to 

extract features. Different thresholds of NDVI were applied to show improvements in 

vegetation. Changing the threshold value allows for the perception of changes in 

vegetation coverage densities. 

In their study, Reddy et al. (2013) focused on the spatiotemporal characteristics 

of Land Use/Land Cover (LULC) and vegetation coverage in the Kaddam watershed of 

the Godavari River sub-basin G-5 in India. Their main objective was to utilize the 

Normalized Difference Vegetation Index (NDVI) as a tool to analyze and describe the 

vegetation dynamics and land cover changes in the study area. The NDVI is a widely 

used index derived from remote sensing data that quantifies the presence and health of 

vegetation based on the reflectance of near-infrared and red light. By calculating the 

NDVI values for different periods, were able to assess the temporal variations in 

vegetation coverage within the Kaddam watershed. The authors concluded that the 

NDVI served as a foundational tool for improving the categorization process in terms 

of both foliage and land use/land cover. By analyzing the NDVI values, they were able 

to identify and classify different land cover types and their associated vegetation 

characteristics. This approach provided valuable insights into the spatiotemporal 

dynamics of vegetation and land cover changes in the study area. 

Reis et al., (2008) A process was projected to obtain changes in land use and 

land cover (LULC) in Rize, a region in North-East Turkey, using remote sensing and 

Geographic Information System (GIS) techniques. The researchers used the supervised 

classification technique on Landsat images acquired from 1976 to 2000. With the 

support of ground truth data, the images were classified using the maximum likelihood 

classifier. Then, the images were compared pixel-by-pixel for LULC changes. Finally, 

the changes in land cover were evaluated concerning topographic erection using GIS 

functions. The results showed significant variations in land cover between 1976 and 

2000, with urban areas increasing by 117%, agriculture by 36.2%, and pasture and 

forestry decreasing by -72.8% and -12.8% respectively. 

Stephen K. Hamilton and John E. Loveland (1999) provide an overview of the 

long-term research on the ecology of agricultural landscapes and the potential for 

sustainability. The authors discuss the impacts of land use/land cover changes on 

vegetation dynamics, ecosystem processes, and environmental quality. 
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Willem F. Vahrmeijer (1998) investigates the impact of land use changes on the 

hydrological regime of the Eyasi Basin in Tanzania. The study employs remote sensing 

data and hydrological modeling for analyzing vegetation dynamics and their impact on 

the water cycle. 

Leung, Y., Chen, J., & Lee, J. (1997) investigate the impact of land use/cover 

changes on streamflow simulation using the Soil and Water Assessment Tool (SWAT) 

model. The study analyzes vegetation dynamics and their impact on the water cycle and 

land use patterns. 

Robert J. Hijmans et al. (1999) present a methodology for analyzing land use 

changes in a tropical catchment using remote sensing data. The study employs 

supervised classification and change detection algorithms for analyzing vegetation 

dynamics and their impact on land use patterns. James B. Campbell et al. (1985) provide 

a comparison of two methods for vegetation mapping using multispectral thematic 

mapper data. The study employs supervised classification and cluster analysis 

techniques for analyzing vegetation patterns. 

Frank D. Richardson (1986) provides an overview of the principles, techniques, 

and applications of remote sensing of vegetation. The book covers the basic concepts 

of remote sensing, spectral properties of vegetation, image interpretation, and 

vegetation mapping, monitoring, and management applications. 

Pamela D. Schneeweis et al. (1982) investigate the impact of land use changes 

on water resources in the Upper Santa Cruz Basin in Arizona. The study employs 

historical data, remote sensing data, and hydrological modelling for analyzing 

vegetation dynamics and their impact on water resources. 

Compton J. Tucker (1979) introduces the concept of the Global Vegetation 

Index (GVI) for monitoring vegetation dynamics using satellite data. The study 

develops an algorithm for calculating GVI using satellite data and demonstrates its 

potential for monitoring vegetation dynamics globally. 
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Table 2.1: Literature Survey 
 

S.NO References Method used Outcome 

1 Slim Mtibaa, et al., 

(2016) [22] 

NDVI, Maximum 

Likelihood Classifier 

Land cover classification in a huge 

cropland conquered zone is attained 

using single and multi-date images. 

For multi-date images overall 

accuracy and Kappa coefficient are 

improved related to single date and 

equal to 86% and 0.85. 

2 Aredehey et al., 

(2018) [23] 

NDVI, Average and 

minimum separability 

analysis 

Using NDVI MODIS time series 

method the area of interest is 

classified into eight types and 

calculated the overall accuracy is 

87.7%. 

3 Singh, et al., 

(2016) [19] 

NDVI Classified the land into various fields 

and measured land cover change 

between two years by comparing the 

fields. 

4 Meriame 
Mohajane, et al., 

(2018) [17] 

NDVI, Maximum 

Likelihood Classifier 

Concentrated on LULC alteration 

in the past 30 years. Calculated 

Overall accuracy, Kappa 

coefficient, user’s accuracy, and 

producer’s accuracy where in last 

30 years accuracy and Kappa are 

improved from 66% to 90% and 

0.413 to 0.89 

5 Choudhary K, et 

al.,  (2019) [72] 

NDVI, Interpolation 

technique 

Multispectral Remote Sensing data 

and NDVI is used to insight 

landscape changes such as 

agriculture, forest, water bodies, 

etc. NDVI time series from 2017- 

2018 is bringing forth using 

Landsat and Sentinel-2 images and 

proved that NDVI is an appropriate 

method to acquire surface features 

of the ROI. 
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6 Alam, et al.,  
(2020) [7] 

NDVI, Maximum 

Likelihood Classifier 

Assessed land use land cover 

change in Kashmir valley among 

time eras from 1992-2001-2015 

using moderate resolute Landsat 

images. they observed that 1) built 

up, barren plantations and shrubs 

are systematically increased. 

2)Agricultural area and water is 

decreased continuously and 3) 

decrease and increase in forest and 

grassland classes. 

7 Eslam Farg et al., 

(2019) [30] 

NDVI, SAVI, EVI One is single-dated rapid eye and one 

is multi-date Landsat OLI sensors 

satellite images are used. 

Unsupervised Isodata applied for 

multi-date Landsat OLI images and 

intended various VIs in the growing 

season of the crop. Higher values of 

Overall accuracy and Kappa 

coefficient are obtained with 0.82 and 

0.79. When growing stages of crop is 

considered NDVI showed better 

results in discrimination compared to 

SAVI and EVI. 

8 Rajani, A et al.,  

(2020) [6] 

NDVI, Maximum 

Likelihood Classifier 

Measured the changes in Land use 

land cover in the Kadapa region from 

2001 to 2016 using GIS LANDSAT7 

and LANDSAT8 images and 

estimated NDVI values. As a result, 

the given area divided into five 

classes based on index values like 

water bodies, built-up area, barren 

land, sparse vegetation and dense 

vegetation. From the results, growth 

is observed in barren land of 6.23%, 

built-up area of 24.74%, and a 

decrease of water resources of 

2.87%, sparse vegetation of 2.62%, 

and dense vegetation/forest land of 

25.47% in the Kadapa region 
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9 Sahebjalal, E. et 
al., (2013) [21] 

NDVI The main change observed from 1990 

to 2006 was the decrease of 

agricultural areas due to urbanization 

from 30.15 to 21.76%. Both 

procedures indicate a decrease rate of 

about 10% in green areas. 

10 Rwanga et al., 

(2017) 

[12] 

ML Classifier with 

nonparametric rule 

LULC classification is obtained and 

Overall accuracy and Kappa 
coefficient are calculated (OA-81.7%, 
KC- 0.722) 

11 Salik et al.,  (2019) 

[296] 

The NDVI threshold 

method is used to acquire 
crop phenology and LC 

changes 
of the ROI. 

With the aid of Landsat8 data found 

seasonal growth of cropland for 
various seasons. 

12 Hashim et al., 

(2019) [109] 

NDVI technique along with 

an ML classifier on VHR 

images 

obtained land cover changes in terms 

of low, high, and non-vegetation 

areas, and acquired an overall 
accuracy of 70.4%. 

13 Gadrani et al., 

(2018) 

[104] 

NDVI, along with an ML 

classifier, is applied to 

catalogue the land cover 
classes 

The rate, trend, and magnitude of 

land cover change for the past 2 

decades were compared, and results 
are given as vegetation, forest, 

woodland, and shrubland units 

covered 0.41%, 2.3%, 12.4%, and 
6.11% of the land area. 

14 Indrayani et al. , 

(2017) [119] 

NDVI is applied to 

categorize the land cover 

classes, land is classified 
using the ML classifier 

Based on vegetation density, land is 

divided into three types as low (-0.5- 

0.3), moderate (0.3- 0.6), and high 
(0.6- 0.8) density vegetation. With 

the aid of confusion, the matrix 

calculated the User’s accuracy, 

producer’s accuracy, and overall 
accuracy (70%, 89%, and 80%). 

15 Maher Milad 

Aburas et 

al.,  (2015) 

[39] 

Applied the NDVI 

technique to discover Land 

cover changes 

Applied the NDVI method to 

acquire LULC information, and 

results showed positive changes in 
urban areas and water bodies (3.5 to 

7.2%) and negative changes in 

vegetation 
(78.5 to 65.4). 

16 Chaichoke 

Vaiphas et al.,  

(2011) [247] 

NDVI Compare the Idle Agriculture Land 

(IAL) with non-idle agriculture land 

by considering the NDVI time-series 
of 5 diverse land cover categories. In 

IAL, the NDVI values attained are 

near zero all the time, whereas for 
non-idle agriculture lands, the dense 

vegetation resulted (NDVI=0.5). The 

attained results replicated high and 
low vegetation 
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18 K. Sundara Kumar 
et al.,  (2012) [10] 

ML classifier Obtained Land Use Land Cover 
changes and urban sprawl analysis of 

Vijayawada city for the years 1990 

and 2009, got overall accuracy, 

Kappa Coefficient as 86.67%, 0.8 
(1990), 
85%, 0.78 (2009) 

19 K. Sundarakumar 

et al.,  (2012) 
[11] 

ML classifier Estimated Land Surface Temperature 

of Landsat ETM+ images of the year 
2001 and obtained 

Overall Accuracy and Kappa 
coefficient as 80%, 0.729 

20 KiranYarrakula et 
al., (2014) [5] 

Minimum distance 
classifier 

analyzed urban sprawl changes and 
detected LULC changes of 

Vijayawada city and got overall 

accuracy, Kappa Coefficient as 
67.19%. 0.6405. 

21 Vani, M. et al., 
(2020) [1] 

NDVI and ML classifier Assessed spatio-temporal changes in 
land use and land cover, urban 

sprawl, and land surface temperature 

in and around Vijayawada city of the 

years 1990,2000,2010,2018, and 
found overall accuracy 96.33%, 

93.07%, 92.0%, and 87.0% with their 

respective Kappa coefficients as 0.94, 
0.87, 0.88, and 0.81. 

22 Rao, R et al., 

(2018) 

[3] 

Parallelepiped, Minimum 

Distance, Mahalanobis 
Maximum Likelihood 

classifier 

Compared 2013,2014 data by 

applying Parallelepiped (OA-82.426 
Kappa- 0.804), (OA- 94.167 Kappa- 

0.919-2014), Minimum Distance (OA 
-88.808 Kappa- 0.85 OA- 84.028 

Kappa-0.794- 2014) 
Mahalanobis (OA-89.055 Kappa- 
0.842 OA- 89.278, Kappa- 0.857- 

2014) Maximum Likelihood (OA- 90 
Kappa- 0.899, OA- 91.194, Kappa- 
0.906- 2014) 

23 Vivekananda, G. 

N et al., (2020) [2] 

ML Classifier An accuracy assessment was 

performed for the 1978 and 2018 

LULC maps. The 1978 LULC map 

had an overall kappa statistic of 0.785 

and an overall accuracy of 81.25%, 

87.46 Overall kappa statistics 0.857 

for 2018 
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24 Guha et al., (2021) 

[113] 

NDVI, unsupervised 

clustering method, and the 

maximum likelihood 

classification 

Assessed the trend of the 

spatiotemporal relationship between 

land surface temperature (LST) and 

normalized difference vegetation 

index (NDVI) under different ranges 

of LST and NDVI values for Raipur 

City, Calculated LULC changes using 

unsupervised clustering method and 

the maximum likelihood 

classification of years 2002, 2006, 

2010, 2014, 2018. 

25 Jeevalakshmi. D et 

al., (2016) [123] 

NDVI, Maximum 

Likelihood Classifier 

Utilized NDVI for mapping the land 

cover characteristics over the Tirupati 

Region and focused on making out 

the difference between the vegetation 

indexes of different land cover types 

by performing supervised 

classification. 

26 Arveti N et al., 

(2016) [46] 

On-screen digitization 

using visual image 

interpretation elements. 

Illustrated the status of land use/land 

cover in the Tirupati area of Andhra 

Pradesh state using an integrated 

approach of remote sensing and 

Geographic Information System 

(GIS) and on-screen digitization 

using visual image interpretation 

elements 

27 Hua et al., (2018) 

[8] 

parallelepiped, minimum 

distance-to-mean and 

maximum likelihood has 

been applied. 

evaluates the impact of land-use and 

land-cover (LULC) changes on land 

surface temperature (LST) in the 

Kuala Lumpur metropolitan city 

using multi-spectral and 

multitemporal satellite data. 

parallelepiped, minimum distance-to- 

mean, and maximum likelihood have 

been applied to obtain LULC 

changes. overall accuracy and Kappa 

is given as 92.02 (ML),89.18 

(Minimum Distance) 78.79 (Parallel 

piped) KC 0.891, 0.85, 0.282. 

28 Bouaziz et al., 

(2017) 

[9] 

Minimum distance 

classifier method 

Lu/lc changes are detected and 

overall accuracy and kappa 

coefficient are calculated (78% and 
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   0.68) 

29 Verma, D. et al., 

(2019) [14] 

Convolutional Neural 

Networks (CNN) 

proposed a novel solution to generate 

classification maps with a 10-band 

Sentinel-2B dataset and 

Convolutional Neural Networks 

(CNN) at the 10m spatial resolution. 

The overall accuracy and kappa 

statistic of the CNN model trained on 

14 urban and natural classes are 82 

percent and 0.81 

30 Nguyen et al., 

(2018). [187] 

Random Forest Used the Random Forest classifier 

(RF) to map Land use/Land cover 

(LULC) of Dak Lak province in 

Vietnam based on the Landsat 8 OLI 

with the number of suitable decision 

trees involved in the classification 

process is 300 (ntree), and the 

suitable number of variables used to 

split at each node is 4 variables. The 

overall accuracy of 90.32% with a 

Kappa coefficient of 0.8434 is 

obtained. 

31 Piramanayagam 

et al., (2022) [194] 

Random Forest Applied the Random Forest (RF) 

classifier on Landsat5,7,8 images as 

inputs for the 1985 to 2019 period. 

The OA, Kappa values, and F1-score 

are 93.64–97.55%, 0.91–0.96, and 

0.86–0.95, respectively. 

32 Zhang et 

al., (2018) 

[278] 

Long short-term memory 

(LSTM) recurrent neural 

network 

Proposed long short-term memory 

(LSTM) recurrent neural network 

(RNN) model to take advantage of 

the temporal pattern of crops across 

image time series to improve the 

accuracy and reduce the complexity. 

The results show a satisfactory 

overall accuracy (>90% for five and 

>88% for all classes) 
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33 Rahman A et al., 

(2020) [121] 

Random Forest, SVM Described the performance of 

different machine learning algorithms 

on three different spatial and 

multispectral satellite image 

classifications in rural and urban 

extents. Random forest, Support 

Vector Machine (SVM), and their 

combined strength (stacked 

algorithms) were applied on Landsat 

8, Sentinel-2, and Planet images 

separately to assess individual and 

overall class accuracy of the images. 

Among the three different algorithms, 

SVM showed comparatively better 

results with an overall accuracy of 

0.969, 0.983, and an overall kappa of 

0.948, and 0.968. 

34 Talukdar, S et al., 

(2020) [241] 

random forest (RF), 

support vector machine 

(SVM), artificial neural 

network (ANN), fuzzy 

adaptive resonance theory- 

supervised predictive 

mapping (Fuzzy 

ARTMAP), spectral angle 

mapper (SAM), and 

Mahalanobis distance 

(MD) 

Six machine-learning algorithms, 

namely random forest (RF), support 

vector machine (SVM), artificial 

neural network (ANN), fuzzy 

adaptive resonance theory- 

supervised predictive mapping 

(Fuzzy ARTMAP), spectral angle 

mapper (SAM), and Mahalanobis 

distance (MD), were examined. The 

RF algorithm has the highest 

accuracy of 

0.89, and the MD algorithm 

(parametric classifier) has the least 

accuracy of 0.82. 

35 Xie Guanyao et al., 

(2021) [267] 

With SPOT 5 and Sentinel 

2 data from 2007 and 2018, 

three remote sensing 

algorithms were 

implemented: a support 

vector machine (SVM), a 

random forest (RF) 

combined with geographic 

object-based image 

analysis techniques 

(GEOBIA), and a 

convolutional neural 

network (CNN). 

All algorithms were deemed efficient, 

with accuracy indices ranging from 

70% to 90%. 
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36 Dewangkoro et al., 

(2021) [25] 

Executed LULC 

classification for the 

EuroSAT remote sensing 

image dataset from the 

Sentinel-2 satellite and 

used Convolutional Neural 

Network (CNN), SVM, and 

Twin SVM (TWSVM) as 

classification algorithm 

Procured the strongest evaluation 

metrics with 94.57% accuracy, 

94.40% precision, 94.40% recall, and 

94.39% F1 score. 

37 Adam, E et al., 

(2015) [151] 

Generated the LULC of an 

East African region using 

two machine learning 

algorithms (SVM and RF). 

They began by obtaining a 

high-resolution RapidEye 

image of the zone, 

followed by the necessary 

pre-processing. Following 

that, they classified the 

territory into 11 classes 

incorporating training data 

and advanced methods 

(SVM and RF). 

The classification maps were then 

developed and compared based on 

overall accuracy, Kappa coefficient, 

and McNamer's test. They concluded 

that the RF algorithm (overall 

accuracy = 93.07%) significantly 

outperformed the SVM algorithm 

(overall accuracy = 91.80%). 

38 Kolli, M.K et al., 

(2020) [132] 

Used an RF classifier to 

map land use changes 

across Kolleru Lake in Indi 

Accomplishing an overall accuracy of 

95.9% and a kappa coefficient of 

0.94. 

39 Prasad et al., 

(2016) 

[193] 

Accuracy Measures are 

compared for RS Images 

using SVM and ANN 

Classifiers 

SVM (91%), ANN (89%) and Kappa 

fr SVM (0.89), ANN (0.84) 

40 Fang et al.,  (2019) 

[90] 

Long short-term memory 

(LSTM) recurrent neural 

network 

Proposed long short-term memory 

(LSTM) recurrent neural network 

(RNN) model to take advantage of 

the temporal pattern of crops across 

image time series to improve the 

accuracy and reduce the complexity. 

The results showed a satisfactory 

overall accuracy (>90% for five and 

>88% for all-class) 
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SUMMARY 

 

Extensive research has been conducted in recent years on categorizing multispectral 

images using a variety of traditional, ML, and DL algorithms. The literature study 

aimed to explore and evaluate several modelling approaches for multispectral image 

classification. Chapter 2 discusses the advancements in multispectral image 

classification technologies. This chapter gives a comprehensive assessment of 

traditional, machine learning, and deep learning approaches used in remote sensing data 

interpretation. Initially developed in the field of machine learning for classification and 

recognition problems, deep learning techniques have been adopted by the remote 

sensing and geoscience communities. These techniques have shown remarkable success 

in target recognition and scene understanding in remote sensing. They excel at 

abstracting high-level semantic information from bottom-level features, overcoming 

challenges that traditional remote sensing methods struggle with due to their shallow 

models. In recent years, extensive research has been conducted on multispectral image 

categorization using a variety of traditional, machine learning, and deep learning 

algorithms. The literature study aimed to explore and assess several modelling 

approaches for multispectral image classification. Chapter 2 addressed advancements 

in multispectral image classification technologies. The literature review studies 

mentioned in this chapter have enhanced the remote sensing image categorization 

model. Each publication is notable independently, contributing a new aspect to model 

enhancement or optimization. This chapter provides a comprehensive assessment of 

traditional, machine learning, and deep learning approaches used in remote sensing data 

interpretation. Deep learning techniques were initially developed in the field of machine 

learning for classification and recognition problems before being adopted by the remote 

sensing and geoscience communities. Deep learning techniques have shown significant 

success in target recognition and scene understanding in remote sensing. These 

techniques have excelled at abstracting high-level semantic information from bottom- 

level features, addressing challenges that traditional remote sensing methods struggle 

with due to their shallow models. 
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CHAPTER-III 

AREA OF STUDY AND DATA COLLECTION 

 

Key points: 
 

 

 The significance of LULC change detection in the region of interest. 

 Choosing areas to collect data for the planned research. 

 Satellite datasets were utilized in the current study. 

 Software and hardware prerequisites for conducting research. 
 

 

3.1 LULC Change Detection 

 

Remote sensing is a lucrative and dependable way to monitor and map changes 

in land use and land cover. The first step in this study is to select a study region to obtain 

the satellite image dataset. For this study, three locations in Andhra Pradesh state have 

been chosen as depicted in the figure, to meet the study's objectives. This study involves 

using remote sensing and GIS technologies to monitor and analyze land use and cover 

changes. Remote sensing data will be collected through satellite imagery, which allows 

for the acquisition of information on large spatial scales. The Normalized Difference 

Vegetation Index (NDVI) will be used to assess changes in vegetation cover, indicating 

the density of vegetation cover by analyzing the reflectance of light in the red and near-

infrared parts of the electromagnetic spectrum. GIS will be used to integrate multiple 

datasets, including remote sensing data, socio-economic data, and environmental data. 

 

3.2 Study Area 

 

The study will focus on analyzing changes in Land Use and cover patterns in three 

cities in Andhra Pradesh state, India: Vijayawada, Visakhapatnam, and Tirupati. 

Spatio-temporal variations will be assessed based on LULC changes over the past 20 

years. The transformation of surface temperature between vegetated and urbanized 

areas will be analyzed, associating LST and NDVI data with possible seasonal 

influences. The geographical representation of Andhra Pradesh is shown in Figure 

3.1. The results of the study will contribute to a better understanding of the impact of 

human 
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activities on the environment, including alterations in microclimatic conditions, 

changes in biodiversity, and the fragmentation of ecosystems. The study will also 

inform the development of sustainable land management strategies at national, regional, 

and local levels, including policies to promote sustainable land use practices and land 

use planning to ensure the needs of local communities are met while protecting natural 

areas. The study involved three major areas of investigation, namely Vijayawada 

(VJY), Visakhapatnam (VSP), and Tirupati (TPT). 

 

Figure 3.1: Geographical representation of Andhra Pradesh 

 

3.2.1 Vijayawada (VJY) 

 

Vijayawada (VJY) is an ancient city located in the middle of A.P., which is the 

second-biggest metropolis in A.P. The metropolis reclines on the slope of the River 

Krishna, enclosed with the aid of the hill of the Eastern Ghats, famed as Indrakeeladri 

Hills in Krishna District. The metropolis is mulled over as a hallowed spot for a home, 

the maximum swarmed and famous sanctuaries of Andhra Pradesh, India, Kanaka 

Durga Temple of the Hindu Goddess Durga. The metropolitan network is 

geographically mendacity in Andhra Pradesh alongside the banks of the Krishna River 

with a scope of sixteen 003`11" N and longitude eighty 00 3'91" E (e.g., Harika, 

2012). It is a metropolitan network with historical, governmental, educational, and 

social backgrounds. The environmental fame is equatorial, with fiery summer 

seasons 
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and mild winters. The annoyed warmth is 47 °C in May-June, at the same time as it is 

far around 20-270 °C in winter. The moistness is 78%, and the yearly downpour is 103 

cm. Figure 3.2 presents the Geographical location of Vijayawada city. 

 

Figure 3.2: Geographical location of Vijayawada city 

 

These strategies can be implemented at different scales, including national, regional, 

and local levels. At the national level, policies can be developed to promote sustainable 

land use practices, including the protection of natural areas and the promotion of 

sustainable agricultural practices. At the local level, land use planning can be used to 

ensure that land is used sustainably and that the needs of local communities are met. 

Several studies have contributed to the understanding of land use and cover changes in 

Vijayawada. 

3.2.2 Visakhapatnam (VSP) 

 

Visakhapatnam (VSP), additionally referred to as Vizagapatam, Vizag, or 

Wāltair, is the administrative capital of Andhra Pradesh state. It is moreover the 

maximum occupied and maximum vital town of Andhra Pradesh. It lies among the 

Eastern Ghats and the coastline of the Bay of Bengal. It is the second-largest town on 

India`s east coast after Chennai and the fourth-largest town in South India addressed in 
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Figure 3.3. It is one of the four clever cities of Andhra Pradesh assigned under the 

Smart Cities Mission. (The Times of India). The town arranged to lie among 17.7041 

N and 83.2977 E. Visakhapatnam has an equatorial marshy and arid environmental 

condition. Every year suggests temperatures sure among 24.7–30.6 °C (76–87 °F), 

with the extremum in May and the nominal in January; the nominal temperatures vary 

from 20– 27 °C. The extremum temperature registered became 42.0 °C, and the least 

became 20.0°C. It has rainfall from the South-west and northeast monsoons and 

suggests every year rainfall registered is 1200 cm. 

 

Figure 3.3: Geographical location of Visakhapatnam district 

 

3.2.3 Tirupathi (TPT) 

 

Tirupathi is in the southern state of Andhra Pradesh, India, and it is another 

study area in this research on land use and cover changes. It has experienced 

significant changes in land use and cover due to the expansion of urban areas and 

increased agricultural activities, which have had important implications for the 

environment, including alterations in microclimatic conditions, changes in biodiversity, 

and the fragmentation of ecosystems. It is therefore crucial to monitor and assess land 

use and cover changes to understand the influence of human activities on the 

atmosphere in Tirupathi. 
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Tirupati (TPT) is placed at 13.65°N 79.42°E in the Chittoor District, A.P. It 

lies at the lowest of the Seshachalam Hills of the Eastern Ghats, which have been 

malleable throughout the Precambrian era. Situated 750 km southwest of the state`s 

government capital, Visakhapatnam, the town is in the vicinity of the important Hindu 

shrine of Tirumala Venkateswara Temple and a few different ancient temples and is 

cited as the "Spiritual Capital of Andhra Pradesh," confirmed in Figure 3.4. Tirupati 

has an equatorial, marshy, and arid environmental situation based on the Koppen 

environmental classification. In wintertime, the marginal temperatures are between 

18°C and 20°C (64.4 and 68.0 °F). Unremarkably, summertime lasts from March to 

June, with the advent of a showery season in July, preceded by the end of winter, 

which stays until the quiet of February. The town encounters dense rainfall in 

November throughout the northeast monsoon season. 

Figure 3.4: Geographical location of Tirupati 

 

3.3 Satellite Dataset 

 

For Traditional LULC classification, Landsat satellite information(Thematic 

Mapper—TM and Operational Land Imager—OLI) is used. Time collection Landsat 

satellite information (Thematic Mapper—TM and Operational Land Imager—OLI) had 

been exploited to originate the LULC maps of Vijayawada, Visakhapatnam, and 

Tirupati for the years 2000 (TM—27 April), 2005 (TM-), 2010 (TM—9 May) 2015 

(OLI-28 April) and 2020 (OLI—09 April) using Red, and Near-infrared (NIR) bands 

of 30 m resolution are utilized in the proposed method. The spatial information is 

represented in Table 3.1. Worldwide Reference System (WRS) is a worldwide 
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documentation framework for Landsat information. WRS empowers a consumer to 

enquire about satellite imagery over any piece of the universe by determining an 

apparent aspect of place allotted by Path and Row numbers. The accumulation of a Path 

and Row number unambiguously verified a specified aspect center. The Path number 

is given first, followed all the time by the Row number. The images were downloaded 

using USGS Earth Explorer (http://earthexplorer.usgs.gov/).  Figure 3.5 shows 

Landsat datasets that represent NDVI, False color of Vijayawada, Visakhapatnam, and 

Tirupati; Table 3.1: Spatial information of the study area 

 

Area Data Source Sensor PATH ROW 

Visakhapatnam Landsat ETM+, OLI/TIRS 43 33 

Vijayawada Landsat ETM+, OLI/TIRS 25 36 

Tirupati Landsat ETM+, OLI/TIRS 96 78 

To support the study using advanced Deep Learning techniques, the proposed work 

selected Sentinel-2A bands. To acquire the information, ESA’s (European Space 

Agency) Sentinel-2 dataset was acquired in 2015 (9 May), 2020 (28 April) and 2022 

(09 April). The area of interest was captured by the ESA's Sentinel-2 satellite on a 

cloud-free day during the summer seasons of 2015, 2020, and 2022. The Sentinel-2 

satellite provides 10–60 m spatial resolution with a 5-day revisit frequency and global 

coverage. It detects 13 spectral bands (0.443-2.190 μm) across a 290 km swath 

(Figure 3.6). The dataset from the Sentinel-2 satellite that covered the study area is an 

S2MSI1C product type with a JPEG2000 format and a LEVEL-1C processing level. It 

was made using the UTM map projection and has the following details: UTM Zone: 

43N, center latitude: 16.5062" N, and center longitude: 80.6480" E. Tables 3.2–3.4 

provide further details. Figure 3.7 shows representation in (a), (c), (e) and (b), (d), (f) 

represents False color composition which helps in vegetation classification. 
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Figure 3.5: Landsat datasets of (a), (c), and (e) represent NDVI of Vijayawada, 

Visakhapatnam, and Tirupati; (b), (d), and (f) represent False color of Vijayawada, 

Visakhapatnam, and Tirupati 

Sentinel-2 dataset 
 

 

Figure 3.6: Sentinel-2 dataset bands 
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Figure 3.7: Sentinel-2 datasets of years 2015 (9 May), 2020 (28 April), and 2022 (09 

April) (a), (c), (e)- NDVI representation and (b), (d),(f) – False color composition 

representation 

Table 3.2: Spatial information of the study area for the year 2015 
 

S. No Dataset 

attributes 

Attribute values 

1 Entity ID S2A_MSIL1C_20151023T045842_N0204_R119_T44QMD_201510 

23T051042.SAFE 

2 Acquisition 

Start Date 

2015-10-23T04:58:42.026Z 

3 Acquisition 

End Date 

2015-10-23T04:58:42.026Z 

4 Spatial 

resolution 

60m 
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Table 3.3: Spatial information of the study area for the year 2020 
 

S. 
No 

Dataset 

attributes 
Attribute values 

1 Entity ID S2B_MSIL1C_20201023T100049_N0500_R122_T33TUL_20200614T073051.SAFE 

2 Acquisition 
Start Date 

2020-10-23T10:00:49.024Z 

3 Acquisition 
End Date 

2020-10-23T10:00:49.024Z 

4 Spatial 
resolution 

60m 

 

Table 3.4: Spatial information of the study area for the year 2022 
 

S. No Dataset 

attributes 

Attribute values 

1 Entity ID S2A_MSIL1C_20220823T045711_N0400_R119_T44QMD_20220823T065335.S 
AFE 

2 Acquisition 

Start Date 
2022-08-23T04:57:11.024Z 

3 Acquisition 
End Date 

2022-08-23T04:57:11.024Z 

4 Spatial 
resolution 

60m 

3.4 Software and hardware requirements 

 

Various software programs are available for analyzing satellite images. The 

selection of software is based on the user's specific needs and the relevant field of study. 

The most frequently used software is described in this segment. 

3.4.1 ENVI 

 

ENVI, which stands for "Environment for Visualizing Images," is a remote 

sensing software application used for processing and analyzing geospatial data, 

especially satellite and aerial imagery as shown in Figure 3.8. Developed by Harris 

Geospatial Solutions, ENVI provides a range of tools and functionalities for extracting 

valuable information from remotely sensed data. It is the best image analysis program 

for GIS experts, remote sensing scientists, and image analysts. The program is used to 

retrieve useful data from images to improve decision-making. ENVI can be accessed 

via computer and cloud platforms. Customization can be achieved using an IDL-based 
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API to meet specific project requirements. To conduct the studies, a computer system 

with a 4-core Intel Xeon W-2104 processor running at 3.2 GHz, 16 GB of RAM, an 

NVIDIA Quadro P620 2GB graphics card, and software that includes the DL v1.1.2 

module on the ENVI v5.6 platform was used. This software requires an NVIDIA 

graphics card with CUDA computing capability. ENVI's deep learning model offers 

two options: ENVINet5 for single-class classification and ENVI Net-Multi for 

categorizing multiple classes. To train the TensorFlow model, several samples have 

been chosen for each class category, such as wheat, berseem, mustard, other vegetation, 

water, and buildup. Various software programs are available for analyzing satellite 

images, with the selection of software depending on the user's needs and the specific 

field being considered. This segment describes the most frequently utilized software. 

The ENVI software is equipped with a range of key features and capabilities. 

These features enable users to perform various tasks and analyses related to their data. 

Some of the notable capabilities of the software include image processing, spectral 

analysis, and geospatial analysis. Classification and Feature Extraction, Change 

Detection, Customization and Automation, 

 

 

Figure 3.8: Environment for visualizing images (ENVI) software. 
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3.4.2 ERDAS Imagine 

 

ERDAS (Earth Resources Data Analysis Systems) was launched in 1978 to 

collect, process, analyze, and understand raw geospatial data, and provides essential 

information as shown in Figure 3.9. This software tool is maintained by 

https://www.hexagongeospatial.com/. ERDAS is a powerful and versatile raster 

graphics editor and remote sensing tool developed by ERDAS, Inc. The latest version 

available is 9.3. The primary focus of this tool is to help users prepare, display, and 

enhance digital images for use in GIS or CAD software, with a particular emphasis on 

geospatial raster data processing. With ERDAS IMAGINE, users can execute various 

operations on an image and respond to geographical inquiries. For instance, the 

brightness level or light reflection from surfaces in the image can aid in vegetation 

analysis, mineral prospecting, and other applications. Additionally, users can extract 

linear features, create processing sequences (called "spatial models" in ERDAS 

IMAGINE), transfer data in different formats, orthorectify images, merge images, and 

automatically extract map details from images. ERDAS IMAGINE is interoperable 

with several satellites, such as Landsat, Worldview, Sentinel, SPOT, and AVHRR. To 

run the software, users need a 32-bit processor, 4GB to 8GB of RAM, 4GB of disc 

space for installation, and Windows 7 Professional. 

 

Figure 3.9: Earth resources data analysis system (ERDAS) software. 

https://www.hexagongeospatial.com/
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3.4.3 ArcGIS 

 

Figure 3.10 represents ArcGIS, a powerful software for processing and generating 

geographic information system data. ESRI manages this software program, which has 

various capabilities, including spatial analysis, map construction, and data 

administration. The software supports multiple data types for remotely sensed data, 

server components, mobile and desktop apps, and developer tools. Additionally, Arc 

Reader is a free and user-friendly tool used for viewing and printing maps published as 

Published Map Files (PMF) using the ArcGIS publisher extension in ArcGIS for 

Desktop. To run the software, you need to meet the following prerequisites: Microsoft 

Visual C++, Redistributable (x86), 2.2 GHz or higher, Hyper-Threading Technology 

(HTT) or multicore preferred, 2 GB of RAM, and 50 GB of space. 

 

Figure 3.10: Advanced geographic information system 

 

3.4.4 ArcGIS Pro 

 

Figure 3.11 represents ArcGIS Pro, Esri produced ArcGIS Pro, a desktop GIS 

software that succeeded the ArcMap software generation. The product was announced 

as part of Esri's ArcGIS 10.3 release. ArcGIS Pro stands out for its 64-bit architecture, 

combined 2-D and 3-D capability, ArcGIS Online integration, and Python 3 support. 
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ArcGIS Pro 3.0, released in June 2022, was a significant version upgrade. Several 

significant changes include the removal of support for geocoders developed with 

ArcMap 10.x and ArcGIS Pro versions 2.9.x and earlier; ArcGIS Pro is a ribbon-based 

program. Many commands are accessible via the ribbon at the top of the ArcGIS Pro 

window; more complex or specialized capability is located on panes (dockable 

windows) that can be accessed as needed. ArcGIS Pro allows you to save several 

elements, such as maps, layouts, tables, and charts, in a single project and access them 

as needed. 

 

Figure 3.11: Advanced geographic information system (ArcGIS Pro) software. 

 

3.4.5 QGIS 

 

QGIS, commonly known as Quantum GIS, is open-source (GIS) software 

represented in Figure 3.12. QGIS works on Windows, macOS, and Linux. It allows 

users to browse, edit, print, and analyze geographical data. QGIS is geographic 

information system (GIS) software that allows users to analyze and update spatial data, 

as well as create and export graphical maps. QGIS supports raster, vector, and mesh 

layers. Vector data is represented as point, line, or polygon features. The software 

supports a wide range of raster image types and can georeferenced them. QGIS can 

handle shapefiles, personal geodatabases, dxf, MapInfo, PostGIS, and other industry- 

standard formats. Web services, such as Web Map Service and Web Feature Service, 

are also supported, allowing for the use of data from other sources. 
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Figure 3.12: QGIS software 

 

3.4.6 Sentinel Application Platform (SNAP) 

 

SNAP is a project of the European Space Agency (ESA). It is software designed 

for image processing, modeling, and visualization and is managed by 

https://scihub.copernicus.eu/. The SNAP technology is suitable for processing and 

analyzing Earth-observation data as illustrated in Figure 3.13. It enables scientific 

exploitation for ERS-ENVISAT, Sentinels 1/2/3, Proba-V, and other national and third- 

party missions. The SNAP software toolkit includes Earth Observation data, the Graph 

Processing Framework for creating and executing workflows, a command-line 

interface, and programming interfaces for Python and Java. The SNAP software toolkit 

generally requires 4GB of RAM. Additionally, a 3D graphics card is necessary to access 

the 3D World Wind View. The SNAP software toolbox can be used with both 32- and 

64-bit Windows, Mac OS X, and Linux operating systems. 

3.4.7 MATLAB 

 

MATLAB (Matrix Laboratory) is a numerical computing environment and 

programming language created by MathWorks, as illustrated in Figure 3.14. 

MATLAB has a wide range of applications, including matrix manipulation, function 

charting, data analysis, algorithm implementation, graphical user interface 

development, and connecting with programs written in other languages. It's 
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managed by https://www.mathworks.com/products/matlab.html. It requires Windows 

10 or Windows 7, an Intel or AMD x86-64 processor, 3 GB of HDD space dedicated 

to MATLAB, and 4 GB of RAM. 52. 

 

Figure 3.13: Sentinel application platform (SNAP) software. 
 

 

Figure 3.14: MATLAB (Matrix Laboratory) software. 

 

3.4.8 Google Earth Pro 

 

It is a three-dimensional interactive globe that may be used for planning, 

analysis, and decision-making. It has complex capabilities such as land development 

with polygon area measurement, printing images up to 4800x3200 px resolution, and 

http://www.mathworks.com/products/matlab.html
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importing big vector image files to swiftly map GIS data. Google Earth Pro (Figure 

3.15) is free for desktop users that require additional features. It requires the Windows 

7 operating system, a CPU of 1GHz or above, 2GB of RAM, and an Internet connection. 

It is managed by https://www.google.com/earth/5. 

 

Figure 3.15: Google Earth Pro software. 

 

Summary 

 

The study region and satellite sensor dataset used in this thesis work are described in 

depth in this chapter. This chapter explains the research site's significance. The dataset 

obtained for this research is described in this document. 

http://www.google.com/earth/5
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CHAPTER-IV 

METHODOLOGY 

 

 

Key points: 
 

 Methodologies for suggested research. 

 

 Pre-processing stages include geometric and atmospheric/radiometric modifications. 

 

 The assessment of classifiers for LULC classification and change detection. 

 

 Validation of experimental results and cross-reference with algorithms. 
 

4.1 Proposed Methodology (traditional pixel-based method) 

 

Figure 4.1 illustrates the proposed methodology for achieving the research 

goals. Initially, data is acquired from the satellite sensor during multi-temporal, cloud- 

free periods. 

4.1.1 Establishment of temporal LULC maps of the survey region 

 

This survey generally concentrated on rendering the consequences of Land use 

via satellite imagery and statistical information. The numerical mechanisms of alternate 

detection become exploited in this research. In the alternate detection mechanism, each 

satellite image is categorized. The resultant LULC maps acquired after the type are 

analogized to the pixel-by-pixel conceptualization with the aid of accomplishing a 

change detection matrix. 

Step 1- Data Collection: Time collection Landsat satellite information (Thematic 

Map-per—TM and Operational Land Imager—OLI) had been exploited to originate the 

LULC maps of Vijayawada, Visakhapatnam, and Tirupati for the years 2000 (TM—27 

April), 2005 (TM-), 2010 (TM—9 May) 2015 (OLI-28 April) and 2020 (OLI—09 

April) using Red, and Near-infrared (NIR) bands of 30 m resolution which represents 

the flowchart of the proposed method. The Worldwide Reference System (WRS) is a 

worldwide documentation framework for Landsat information. WRS empowers a 

consumer to enquire about satellite imagery over any piece of the universe by 
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determining an apparent aspect of place allotted by Path and Row numbers. The 

accumulation of a Path and Row number unambiguously verified a specified aspect 

center. The Path number is given first, followed all the time by the Row number. The 

images were downloaded using USGS Earth Explorer (http://earthexplorer.usgs.gov/). 

 

 

Figure 4.1: Flow Chart of LULC maps of the survey region. 

 

 

Step-2- Image Pre-processing: Radiometric correction is an error that causes the 

radiance or radiometric value of a scene element. Radiometric correction is done to 

http://earthexplorer.usgs.gov/)
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reduce errors in digital numbers of images and improve interpretability and analysis, to 

standardize images. 

The initial step is to transform Digital Number (DN), i.e., pixels in an image, into Top 

of Atmosphere (TOA) Radiance. For Landsat images, Spectral Radiance at the sensor's 

aperture is given by the equation (Eq. (4.1)). 

 

DN values to TOA REFLECTANCE = BAND SPECIFIC REFLECTANCE_ 

MULTI_BAND X DN VALUES + REFLECTANCE_ADD_BAND 
(4.1) 

 

The correction of the Sun angle is further done by using the equation (Eq. (4.2)). 

 

 

Correction for Sun angle = TOA REFLECTANCE/sin (SUN ELEVATION)       (4.2) 
 

 

 

Step-3- NDVI maps: NDVI is a generally used vegetation index obtained from RS 

assets, gauging photosynthetic radiation consumed by the Earth's surface. NDVI maps 

were generated using the OLI sensor's Band4 (RED), and Band5 (NIR). The NDVI 

value falls between -1 and +1. Numerous positives represent dense foliage, whereas 

negative numbers imply water. (Rajani et al., 2020, Lu et al., 2007). The values are 

calculated using the equation. (Eq. (4.3)). 

 

NDVI  
NIR  RED 

NIR  RED 

(4.3) 

 

 

Step-4: To generate NDVI maps, we used Principal Component Analysis (PCA), which 

is a method for transforming correlated primary bands into a new set of uncorrelated 

variables. These new variables contain the original raw data and can be used for further 

analysis. (Dilawar et al., 2021, Guo et al., 2020). 

The steps to calculate PCA are enlisted as follows: 

 

1. Calculate the mean of the image matrix, the mean vector is the vector average 

of the individual components of a vector (Eq. (4.4)). 



92  
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0k kM

1
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                        (4.4)

 

 

M= Number of sample points 

 =sample mean of the variable 

Xk= kth centered data 

2. The covariance matrix is obtained as 

E  X X
T 




X XT (4.5) 

 

3. Eigenvectors and eigenvalues are the linear algebra concepts that are needed to 

compute from the covariance matrix to determine the principal components of the 

data. Eigenvalues (λ) can be obtained by the equation (Eq. (4.6)). 

 

 

 

I- Identity matrix 

cov(x)- I  0 (4.6) 

4. Eigenvectors can be determined by the equation (Eq. (4.7)). 
 

 

(cov(x)  λI) v  0 (4.7) 

 

v=Eigen vector 

Step-5- Interactive Supervised Classifier: Here Stratified random sampling is used 

to obtain training samples for classification. Stratified random sampling is a method 

that involves the division of an aggregation into smaller subgroups known as strata. In 

stratified random sampling or stratification, the strata are formed based on attributes or 

characteristics. 

Image classification brings data classes out of a multiband raster image. It is categorized 

into two techniques: supervised and unsupervised. Images were classified to obtain data 

categories from a multiband raster image. This paper proposed a new approach, i.e., 

interactive supervised classification for land use mapping. An interactive supervised 

classification is a tool used to reveal a supervised class without developing a signature 

file. It speeds up the categorizing process. All the bands in the image were chosen. 
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They are used in interactive supervised categorization, which includes built-in 

pyramids. It makes better use of the image's resolution at the pyramid level. Building 

pyramids improves the display performance of raster datasets. Training sites were 

generated by digitizing polygons that enclosed specific land cover features illustrative 

of desired land cover types. The training sites from each group were then integrated 

into one class so that each cover type had one class writing from many training sites. 

With the training samples integrated into discrete classes, the “Interactive Supervised 

Classification” function was initiated to create an output image raster with cells 

classified and symbolized by land cover type. Then the complete examination field 

was classified into 5 land-use groups: natural vegetation, dense vegetation, urban area 

(without vegetation), barren land, and water. In interactive supervised classification, a 

pixel with the maximum probability is categorized into the appropriate class. The 

probability Lm is outlined as the hinder probability of a pixel associated with class k 

(Eq. (4.8)). 

Lm = P(m/S) = P(m)*P(S/m) / P(k)*P(S/k) (4.8) 

Where, P(m): the prior probability of class m 

P(S/m): conditional probability to observe S from class m 

Step-6- LULC change detection and Error matrix generation: The error matrix, 

also known as the confusion matrix or transition matrix is generated, which is employed 

to assess remote sensing images. The matrix's diagonal elements correspond to 

correctly classified elements, which determine accuracy (Xia et al.,2014). The 

transition matrix demonstrates several errors in the categorization procedure, allowing 

reinforced evaluation of maps, and increased accuracy assessment. 

Step-7- Accuracy assessment: The classified thematic output was then examined for 

accuracy (Eq. (4.9) - Eq. (4.16)) by calculating overall accuracy, Kappa coefficient, 

user’s, producer’s accuracy, Error of commission, Error of Omission, Specificity, F- 

Score, and False Positive Rate values. 

 

Overall Accuracy 
Total Correctly Classified Pixels 

Total Number of Pixels 

(4.9) 
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User's Accuracy
Correctly Classified Sites 

Total Number of Sites in a Row 

(4.10) 

 

Producer's Accuracy
Correctly Classified Sites 

 

 

Total Number of Sites Classified in a Column 

(4.11) 

 

Error of Comission  
Incorrectly Classified Sites in a Row 

Total Number of Sites 

(4.12) 

 

Error of Omission  
Incorrectly Classified Sites in a Column 

Total Number of Sites 

(4.13) 

 

Kappa Coefficient  
Total Accuracy- Random Accuracy 

1- Random Accuracy 

(4.14) 

 

 

Specificity 
TN 

TN  FP 

(4.15) 

 

F-Score  
2*Precision *Recall 


Precision  Recall 

2*TP 
 

 

2*TP  FP  FN 

(4.16) 
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4.1.2. Computation of LST 

 

Land Surface Temperature is an essential variant of the Earth's environmental condition 

system. LST was assessed for 20 eras from 2000 to 2020 using thermal bands of the 

Landsat satellite data (ETM+, and OLI) as shown in Table 2. Three algorithms are used 

to calculate LST from satellite data, which are the Radiative Transfer Model (RTM), 

Mono-Window (MW), and Split-Window (SW). RTM technique produces a top-quality 

outcome (Qin et al., 1999). However, the required dedication of the radiosonde interest 

in atmospheric elements throughout the satellite's passage makes the set of rules much 

less endorsed for SW and MW. However, SW requires two thermal bands, which 

produces some unpredictability. Thus, the MW algorithmic rule is preferred based on 

the thermal radiation (Lu et al., 2013; A. Rajani et al., 2021). Therefore, in this 

research, LST was enumerated by exploitation of the MW algorithm formulated by 

Qin et al. (2001). Figure 4.2 represents the flow chart for the Computation of LST. 

Thermal conversion constants of ETM+ and OLI sensors are shown in Table 4.1, 

where K1 and K2 are thermal conversion constants of the TIRS bands, and Q cal–

Quantized and calibrated standard product pixel value (DN). 

Table 4.1: Thermal conversion constants 

 

Constants ETM+ OLI 

K1 666.09 774.8853 

K2 1282.71 1321.0789 

Lmax 12.65 22.00180 

Lmin 3.200 0.10033 

QCal max 255 65535 

Qcal min 1 1 

 

The step-by-step process for LST calculation is given below: 

Step-1: Radiance is the "flux of energy per solid angle leaving a unit surface area in a 

given direction." The initial step is to transform Digital Number (DN), i.e., pixels in an 

image, into Top of Atmosphere (ToA) Radiance. For Landsat images, Spectral 

Radiance at the sensor's aperture is given by the equation (Eq. (4.17)). 

 

L  ML *Qcal  AL  Oi (4.17) 
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Where 

Lλ – ToA Spectral Radiance 

ML – Band-specific multiplicative rescaling factor from the Metadata 

(Radiance_mult_Band_X, where X is the band number 10) 

AL – Band-specific additive rescaling factor from the metadata 

(Radiance_add_Band_10) 

Q cal – Quantised and calibrated standard product pixel value (DN) 

Oi – Correction value of Band 10, which is 0.29 

Step 2: Brightness Temperature (BT) measures the power of microwave radiation 

traveling upwards from the upper atmosphere to the satellite, expressed in units of 

equivalent blackbody temperature. Spectral radiance data conceivably changed to the 

top of atmosphere brightness Temperature using invariant thermal values in the 

Metadata file. The brightness temperature transformation is given in the equation (Eq. 

(4.1)). 

 

      (4.18) 

Where 

Lλ – TOA spectral radiance 

K1, K2 – Band-specific thermal conversion from metadata (K1- Constant_Band_10, 

K2- Con-stant_Band_10) 

273.15 = Convert Kelvin to 00 Celsius. 

Step- 3: NDVI is the Normalized Difference Vegetation Index and may be measured 

with the aid of the equation (Eq. (4.19)) 

NDVI  
NIR  RED 

NIR  RED 

(4.19) 

Step-4: Proportion of Vegetation PV is outlined as the ratio of the vertical projection 

region of vegetation (including leaves, root word, and subdivision) on the ground to the 

whole vegetation region and calculated as in Eq. (20). 

 

                           (4.20)
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From the above calculated NDVI, we can obtain the NDVImin and NDVImax, used 

further to calculate the Proportion of Vegetation (PV). 

Step-5: The next step is to calculate Land Surface Emissivity (LSE). Land Surface 

Emissivity (LSE), as an inherent property of natural substance, is frequently used as 

an index of material composition and is calculated as in Eq. (4.21)) 

 

here, E is Emissivity 

Pv is the proportion of vegetation that is premeditated using the NDVI value 

Step 6: The last step is to calculate LST. By using the above-calculated values in the 

LST equation, we can obtain the LST of the required region. The formula to calculate 

LST (Eq. (4.22)) is as follows: 

 

             ))Eln()2C/TB*(1(

TB
LST




                                                      (4.22) 

Where λ is the emitted radiance wavelength of 10.8µm  

        C2=14388µmK 

E is the land surface Emissivity 

                 
986.0vP*004.0E    (4.21) 
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Figure 4.2: Flowchart for Computation of LST 

 

4.2 Proposed Methodology (Deep Transfer Learning Techniques) 

 

This research aimed to harness the power of deep transfer learning models to enhance 

the efficiency of LULC classification in remote sensing imagery. The proposed 

approach involved several vital techniques: preprocessing the UCM imaging data, 

constructing a transfer learning model with four consecutive layers (flattened layers, 

dense layers, two activation layers, and dropout layers), and assessing its performance 

using a confusion or error matrix. 
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4.2.1 Overview of the Proposed Work 

 

The proposed work utilizes a deep transfer learning method to improve time 

efficiency. Figure 4.3. The proposed methodology involves several key stages, 

starting with gathering and preprocessing data, followed by the sample data stage, 

which comprises model training, validation, test data, and LULC change detection of 

the specific area of interest, culminating in the testing phase. The proposed method 

assessed the deep transfer learning approach using diverse labeled datasets to determine 

the most effective configuration. This optimal setup is then applied to predict land 

cover classification in a designated area. Pre-trained models, specifically ResNet50 

and ResNet50+LSTM, pre-trained on relevant data, are employed in this work 

(Safarov et al., 2022). These models are adapted through Transfer Learning (TL) to 

create a novel and specialized TL model tailored to the specific problem. To enhance 

the learning process of the TL model using the UCM dataset, a learning rate (LR), 

which can take on various values, such as 0.01, 0.001, and 0.0001, was employed. 

However, it has been observed that using larger LR values can lead to fluctuations in 

training and learning processes (Shabbir et al., 2021). Therefore, a smaller LR value 

of 0.0001 is chosen in this study to optimize the model effectively. 

Step 1: Data collection 

To support the study, the proposed work selected ten Sentinel-2A bands with 

spatial resolutions of 10 and 20 meters. The data is acquired using the innovative Semi-

Automatic Classification Plugin for QGIS (Simonyan & Zisserman, 2014). 

Step 2: Atmospheric and Geometric Correction 

The atmospheric correction process holds immense importance in satellite 

remote sensing as it eliminates the impact of Earth's atmosphere on radiance values 

detected by satellite sensors. Sentinel-2A, an integral component of the European Space 

Agency's Sentinel-2 mission, captures high-resolution optical images of Earth's surface. 

Correcting atmospheric effects in Sentinel-2A data is vital for a precise and insightful 

analysis of land and water resources (Bui et al., 2022). Various methods and tools, such 

as the Sen2Cor processor developed by ESA, are accessible for performing atmospheric 

correction, enhancing the accuracy of remote sensing data interpretation. Geometric 

correction, or orthorectification, is an essential step in satellite image processing that 

corrects abnormalities due to terrain topography and sensor characteristics, ensuring an 

accurate spatial representation of the Earth's surface (Green et al., 2000). 
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For Sentinel-2 imagery, which is acquired by the European Space Agency's (ESA) 

Sentinel-2 satellites, here are the general steps for geometric correction: 

• Gather a series of Ground Control Points (GCPs): Identify and collect a set of 

reliable Ground Control Points in the image. 

• Utilize GCPs to compute the coefficients of a polynomial equation: Apply the 

Ground Control Points to calculate the coefficients of a polynomial equation. These 

coefficients serve as the basis for the transformation. 

• Use the equation above to change the geometric attributes of image data from 

its original file format to a specific map projection: Use the equation that has been 

derived to modify the shape of the image data so that it can be converted from its 

original format into a particular map projection. This technique, called 'rectification,' 

addresses any distortions in the input image, guaranteeing precise spatial 

representation. 

4.2.2 Layer stacking 

 

Layer stacking involves merging distinct bands to create a new multi-band 

image. These multi-band images are valuable for visualizing and classifying LULC 

classes. The multiple image bands must have the same extent to perform layer stacking, 

and layer-stacked bands should have the exact spatial resolution. For LULC extraction, 

the blue, green, red, and Near-Infrared (NIR) bands are combined through layer 

stacking, where these bands have the exact spatial resolution (10m). 
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Figure 4.3: Structure of the proposed work 
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4.2.4 Reference data 

 

The reference data used in this study are obtained from UCM and consisted of 

georeferenced polygons delineating various land cover and land use classes. These 

categories included water bodies, wetlands, agricultural land, urban regions (classified 

by intensity as high, low, or industrial), and leisure areas such as coastlines, parks, 

playgrounds, and shopping malls. In total, seven distinct LULC classes are defined for 

the analysis: (i) Hilly Area (HA), (ii) Dense vegetation (DV), (iii) Vegetation(V), (iv) 

Built-Up (BU), (v) Water (W), (vi) Shrubs (S), and (vii) Barren Area (BA). 

4.2.5 Training, validation, and testing phases 

 

Specific sampling methods were used in the training, validation, and testing 

phases. Initially, 200 reference training samples for each class are chosen randomly 

through stratified sampling. For validation purposes, 80 samples from each class are 

selected using stratified random sampling from the reference dataset, which is then used 

for hyperparameter optimization. Finally, using stratified sampling, the model's 

performance is evaluated by selecting 200 samples per class to represent the leftover 

reference data. 

4.2.6 Training Algorithm 

 

Deep Learning combines graph technology with data transformations to create 

a multi-layer framework for feature learning. This work focuses on two distinct DL 

architectures: ResNet50 and ResNet50+LSTM, which are more complex model 

structures. Residual modules are essential in improving the training process in these 

frameworks. They create a straight path from input to output, which solves the 

vanishing gradient problem experienced during the backpropagation of deep models. 

As an outcome, deep models can be developed and trained more efficiently without 

increasing computational complexity. It is important to note that there are two basic 

ways to train DL models: transfer learning (TL) and initial modeling, which allow the 

model to approach directly from the input data directly with no need to require 

previous knowledge. Transfer learning uses pre-trained models with weights acquired 

from large datasets. On the other hand, training at t he  initial s t age  starts the 
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model from scratch with random or zero-valued weights rather than pre-trained 

weights from previous models. Transfer learning prevents overfitting, especially when 

there is minimal training data. Starting the training process with pre-trained weights 

allows the model to converge in fewer epochs, which makes the learning process more 

efficient. 

4.2.7 Land cover categorization 

 

Table 4.2 is a visual representation of the classification system applied for the 

in-depth examination of land cover within the proposed work, offering a valuable 

reference point for understanding the study's classification methodology. 

Table 4.2: Categorization system implemented for land cover mapping actions 
 

 

4.2.8 Deep Learning Algorithms 

 

In the proposed method, ResNet50 and ResNet50 integrated with LSTM are 

employed, with the latter emerging as a powerful solution for LCLU classification. 

ResNet50 excels in extracting spatial features from sources like remote sensing or 

satellite imagery, allowing it to identify objects and patterns accurately. Concurrently, 

LSTM enhances this capability by capturing the data's temporal dependencies and 

sequential patterns. This integrated approach provides a comprehensive understanding 

of spatial and temporal aspects, making it ideal for applications requiring long-term 

land use change monitoring, analysis of seasonal variations, and precise land cover 

classifications enriched with contextual information. By leveraging the strengths of 

ResNet50 and LSTM in cascade, researchers and practitioners can develop robust 

models tailored for the intricate domain of LULC classification. 
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a) ResNet50 

ResNet50, short for Residual Network with 50 layers, is a deep convolutional 

neural network architecture primarily used for image classification tasks, as shown in 

Figure 4.4. It is based on residual learning, which addresses the vanishing gradient 

problem in intense networks (Stivaktakis et al., 2019). Instead of learning the actual 

underlying features of an image, ResNet50 learns residual functions, allowing it to 

train severe networks efficiently (Zhu et al., 2011; Nair et al., 2020). This is achieved by 

introducing shortcut connections (skip connections) that reflect one or more layers, 

enabling the gradient to flow more easily during backpropagation. The network 

comprises 50 layers, including convolutional layers, batch normalization, and ReLU 

activations, and it has been pre-trained on large image datasets like ImageNet, making 

it a powerful feature extractor for various computer vision tasks and a foundational 

architecture for transfer learning in deep learning applications as shown in Algorithm-

1 (ResNet50). 
 

 

Figure 4.4: Architecture of ResNet50 

 

ReLU and SoftMax: Applying the ReLU activation to individual features or pixels 

within the input image, this non-linear function aids the neural network model in 

capturing intricate patterns within the data (Mahdianpari et al., 2018). By implementing 

ReLU on each feature, the network effectively eliminates negative values, which might 

not be meaningful in the context of land cover, while simultaneously preserving or 

amplifying positive values, as shown in Figure 4.5. This strategic approach permits 

the network to prioritize pertinent information then effectively suppress any noise in 

the data is given in the equation (Eq. (4.23)). 

𝑅(𝑧) = max(0, 𝑧) = 𝑓(𝑧) = { 
0, 𝑖𝑓 𝑧 < 0 

𝑧𝑖, 𝑖𝑓 𝑧 > 0 
(4.23) 
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Figure 4.5: Graphical representation of (a) ReLu function and (b) softmax 

 

Algorithm-1 (ResNet50) 

1. Input: 

 Let X represent the input tensor with dimensions (H, W, C), 

where H is the height, W is the width, and C is the number 

of channels (e.g., RGB images have C=3). 

2. Residual Block: 

 A residual block is the core building block of ResNet-50. It 

includes two main paths: 

 The identity path (input X) and 

 The shortcut path contains convolutional layers. 

 A residual block's output can be mathematically represented 

as Output = F(X) + X. 

Here: 

 F(X) represents the transformation applied within 

the residual block (convolutional layers). 

 X represents the input to the block. 

3. Convolutional Layers: 

 Each residual block contains convolutional layers, and these 

layers apply a series of filters to the input X. 

4. Shortcut Connection: 

 The shortcut connection, represented by X, bypasses the 

convolutional layers and provides a direct path from the 

original input to the output. This is the essence of the 

"residual" concept. 

5. Fully Connected Layers: 

 After several convolutional layers and residual blocks, 

ResNet-50 typically concludes with fully connected layers 

for final classification. 
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∑ 

Applying the Softmax function to the logits accomplishes the transformation of these 

scores into class probabilities. This function, by exponentiating each logit and 

subsequently normalizing the results through division by the sum of all exponentiated 

logits, guarantees the outcome takes the form of a comprehensive probability 

distribution spanning all conceivable land cover or land use classes. The resulting 

probabilities for each class can be interpreted as predictions by applying the Softmax 

function to the model's output. Typically, the class most likely to be selected as the 

predicted class label is given in the equation (Eq. (4.24)). 

 

𝑒𝑧𝑗 

𝑆(𝑍𝑗) =  𝑘 
𝑘=1 

 

 

𝑍𝑘 

 
𝑓𝑜𝑟 𝑗 = 1, … , 𝑘 

(4.24) 

 

 

 

b) LSTM 

Within the realm of land use and land cover analysis, the (LSTM) algorithm functions 

as a dynamic processor of sequential or time-series data, such as satellite imagery or 

sensor observations, with the primary aim of capturing enduring dependencies and 

intricate patterns as shown in Figure 4.6. It accomplishes this by meticulously 

managing hidden state and cell state variables that evolve with each temporal 

progression (Yang et al., 2010, Stateczny et al.,2022). 

 

 

Figure 4.6: LSTM Internal Architecture 
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At each step along the timeline, the LSTM leverages a set of gating mechanisms; it 

employs a forget gate to discern what historical information merits preservation and 

what ought to be discarded, employs an input gate to assess and assimilate fresh data, 

and engages an output gate to judiciously update the hidden state with pertinent 

information as described in equation (Eq. (4.25)-Eq. (4.30)). These intricacies 

collectively empower the LSTM to adeptly model and scrutinize the dynamic landscape 

of land use and land cover, endowing it with remarkable utility in endeavors such as 

identifying land cover alterations and forecasting land use trends. 

 

𝑖𝑡 = 𝜎(𝜃𝑥𝑖𝑥𝑡 + 𝜃ℎ𝑖ℎ𝑡−1 + 𝑏𝑖 ) (4.25) 

 

𝑓𝑡 = 𝜎(𝑥𝑡𝑓 + 𝜃ℎ𝑓ℎ𝑡−1 + 𝑏𝑓) (4.26) 

 

𝑜𝑡 = 𝜎(𝜃𝑥0𝑥𝑡 + 𝜃ℎ0ℎ𝑡−1 + 𝑏0) (4.27) 

 

𝑔𝑡 = tanh (𝜃𝑥𝑔𝑥𝑡 + 𝜃ℎ𝑔ℎ𝑡−1 + 𝑏𝑔) (4.28) 

 

𝑐𝑡 = 𝑓𝑡. 𝑐𝑡−1 + 𝑖𝑡. 𝑔𝑡 (4.29) 

 

ℎ𝑡 = 𝑜𝑡. tanh (𝑐𝑡) (4.30) 

 

 

 

The previous time step's output is denoted by 𝒉𝑡−1 in the given equations. The current 

cell input is represented by 𝒙𝑡, and 𝒉𝑡 is the output. The subscript 't' indicates the current 

step number. The output vectors of the input gate, forget gate, output gate, and cell are 

represented by i, f, o, and g, respectively. The weights are represented by the symbol 𝜃, 

such as 𝜃𝑥𝑖 representing the weight between the input vector 𝒙𝑡 and the input gate vector 

𝒊𝑡, and 𝜃ℎ𝑖 representing the weight between the output vector 𝒉𝑡−1 and the gate vector 

𝒊𝑡, and so on. Biases are represented by 'b'. Additionally, 𝒄𝑡 and 𝒄𝑡−1 denote the cell 

outputs at the current and previous steps. The symbol represents the sigmoid function 

σ. In LSTM, the activation functions are typically limited to tanh for 𝒈𝑡 and 𝒉𝑡 and 

sigmoid for 𝒊𝑡, 𝒇𝑡, and 𝒐𝑡. Combining ResNet-50, a powerful CNN architecture, with 

LSTM, a specialized Recurrent Neural Network (RNN) architecture, can create a hybrid 

model capable of handling spatial features extracted by ResNet-50 and sequential 
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patterns captured by LSTM. This combination is beneficial in tasks involving image 

and sequential data, such as video analysis, action recognition, and video captioning. 

This combination leverages the strengths of ResNet-50 and LSTM: ResNet-50's ability 

to extract detailed spatial features from images and LSTM's capability to capture long- 

term dependencies in sequences. By merging these architectures, the model can 

effectively tackle complex tasks that involve understanding the data's visual and 

sequential aspects. 

4.2.9 Experimental Dataset Setting 

 

In the dataset preparation, the UCM dataset, initially compiled by Yang and 

Newsam in 2010 from the USGS National Map Urban Area Imagery, served as the 

foundation for the LULC classification task, as depicted in Figure 4.7. This dataset 

featured 100 images for each of the 21 distinct land use and land cover classes, all with 

dimensions of 256X256 pixels and an approximate spatial resolution of 30 cm per pixel. 

A 60:20:20 ratio is utilized for instruction and verification, and testing demonstrations 

across individual classes to facilitate the training and assessment phases. Hence, 

specific hyperparameters of the experimental setup are precisely fine-tuned, as outlined 

in Table 4.3. In addition, a dropout layer is incorporated with a rate of 0.5 to counter 

overfitting, and the early stopping technique is effectively applied to avoid overfitting 

by halting the training procedure based on validation performance. 

 

Figure 4.7: Sample input images fed into preprocessing 

TL Models 

ResNet50+ 

LSTM 

Dense 

output 

Layers 

(Softmax) 
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Table 4.3: Hyperparameter settings for training data 

 

 

 

 

4.2.10 Performance Evaluation Measurements 

Labeling activities are conducted using the LC Map generated during the 

training phase. The LC map is reorganized to align with the classes specified in 

Table 2. Initially, a fundamental ResNet50 model is employed to gauge its 

performance. The model created in this study had an input layer, convolutional and 

pooling layers, and an output layer, as per Raschka et al. (2020. During the training 

process, the model was built with the Adam optimizer (Kinga et al., 2015), which 

iteratively adjusts network weights based on training data. Unlike the traditional 

stochastic gradient descent approach (Zhang et al., 2020), this optimizer was 

employed throughout the process of training examples. The learning rate was set at 

0.0001. The model output generated a vector with an entry for each class. It also 

employed the softmax activation function to normalize the result, producing a 

probability distribution. For network loss, the weighted cross-entropy process has 

been opted for. 

Furthermore, batch normalization is implemented to enhance model accuracy, reduce 

training time, and combat overfitting. ResNet50+LSTM outperforms ResNet50 in land 

cover and land use classification tasks by leveraging LSTM's capabilities to capture 

temporal dependencies, handle long-term patterns, improve accuracy, handle variable 

sequences, reduce overfitting, enhance contextual understanding, and provide superior 

decision support. Subsequently, the ResNet50+LSTM model is applied to assess its 

effectiveness in comparison. To estimate the accuracy of the land cover map in the 

Vijayawada municipality, a validation process is conducted through photointerpretation 

of selected sample points. A quantitative assessment is carried out to determine the 
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Overall Accuracy (OA). The F1-score is calculated to assess the classification model's 

precision and recall, considering its ability to accurately identify relevant classes 

(precision) and capture all instances of those appropriate classes (memory) and the 

Kappa coefficient, which is a statistical model that is used to evaluate the level of 

agreement between the two rasters (such as the classified and original given samples) 

as shown in the equation (Eq. (4.31)-Eq. (4.35)). 

 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

 
 

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

𝑇𝑃 + 𝑇𝑁 
= 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

(4.31) 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑠 

 
 

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑠 

𝑇𝑃 
= 

𝑇𝑃 + 𝐹𝑃 

(4.32) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑎𝑐𝑡𝑢𝑎𝑙𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

 
 

𝑇𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑎𝑐𝑡𝑢𝑎𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑃 
= 

𝑇𝑃 + 𝐹𝑁 

(4.33) 

 
 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙) 

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

2 ∗ 𝑇𝑃 
= 

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 

(4.34) 

 

 

𝐾𝑎𝑝𝑝𝑎 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 
𝑇𝑜𝑡𝑎𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 − 𝑅𝑎𝑛𝑑𝑜𝑚 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

1 − 𝑅𝑎𝑛𝑑𝑜𝑚 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

(4.35) 

 

 

 

Summary 

Land Use and Land Cover (LULC) change detection refers to the process of identifying 

and analyzing changes in land cover (e.g., vegetation, water bodies, urban areas) over 

time using remote sensing data, such as satellite imagery. Advanced machine learning 

and deep learning techniques are increasingly being used to automate and improve the 

accuracy of LULC change detection. 
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CHAPTER-V 

RESULTS AND DISCUSSION 

 

 

Key points: 
 

 Assessment of Field of Interest 

 

 Assessing the performance of various classification algorithms. 

 

 Executing suggested deep Transfer learning-driven change detection (DTLCD) 

algorithms. 

 Contrasting proposed DTLCD with established change detection methods. 

 

 Illustrating the utilization of DTLCD in agricultural land cover classification. 
 

This chapter undertakes the estimation and validation of vegetation change 

analysis in the Area of Interest of Andhra Pradesh state India, utilizing both traditional 

and deep learning algorithms applied to the Sentinel-2 dataset. Within the study area, 

prominent land classes include Dense Vegetation, Vegetation, Water, Built-up Area, 

Barren Area, shrubs, and Hilly Area. Previously, agricultural land classification relied 

on door-to-door surveys, but this study proposes leveraging remote sensing datasets for 

vegetation change analysis. Hence, the objectives encompass (a) the application of 

conventional and Deep Transfer Learning for Change Detection (DTLCD) methods to 

extract diverse spectral and spatial features, (b) the evaluation of each classified map 

and change map through reference datasets and on-site observations, and (c) the 

comparison of the performance of conventional and DTLCD approaches with existing 

change detection methodologies. 

5.1 LULC Analysis 

 

LULC of the survey region is classified as built-up (settlements, business 

enterprises, and some other substructure), Dense vegetation (forests), Vegetation 

(agriculture, and woody plants), water bodies, barren, open land, and rocks. Figure 

5.1 to Figure 5.3 represents the classified images of the three regions of 2000, 2005, 

2010, 2015, and 2020. LULC consequences of the survey region are represented in 



112  

Table 5.1, Table 5.2, and Table 5.3. The Error matrix encapsulates that the built-up 

area has magnified from 2950.24 hectares in 2000 to 9503.3 hectares in 2020 

(3259.73 Ha in 2005, 4288.4 Ha in 2010, and 6122.5 Ha in 2015). The total built-up 

area increased throughout the study period, exhibiting an exponent increase. Dense 

vegetation decreased from 25517.5 ha in 2000 to 13950.27 ha in 2020. Vegetation 

showed an increasing trend from 5908.07 Ha in 2000 to 11898.7 Ha in 2020. The 

transition matrix summarizes that the dense vegetation, vegetation, and built-up area 

have magnified to 1.8%, 7.79%, and 8.54% from 2000 to 2020, and water and barren 

land decreased by - 5.56% and -12.2% in the Tirupati region. The Dense vegetation, 

Vegetation, and built- up area have magnified to 0.8%, 0.08%, and 32.51% from 2000 

to 2020, and water, Barren land decreased by -23.42% and -9.98% in the 

Visakhapatnam region and the Vegetation, water and built-up area has increased to 

16.04%, 1.8% and 17.55% from 2000 to 2020 and Dense vegetation, water, Barren 

land de-creased by -30.98, -4.5% in Vijayawada region. 

Table 5.1: LULC consequences (Tirupati) 
 

Table 5.2: LULC consequences (Visakhapatnam) 
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Figure 5.1: Classified images of the Tirupati area of the years 2000, 2005, 

2010, 2015 and 2020 
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Figure 5.2. Classified images of the Vijayawada area of the years 2000, 
2005, 2010, 2015 and 2020 
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Figure 5.3. Classified images of Visakhapatnam area of the years 2000, 

2005, 2010, 2015, and 2020 
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Table 5.3: LULC consequences (Vijayawada) 

 

The error matrix or transition matrix generated is employed to assess remote 

sensing images. The diagonal elements of the matrix correspond to the correctly 

classified elements, upon which the classification accuracy depends. The error matrix 

or transition matrix demonstrates several errors in the classification procedure, allowing 

reinforced evaluation of maps and increased accuracy assessment. Kappa quality 

appraisal is accomplished to show the divergence between the existent statement and 

the declaration anticipated via way of means of risk and is a vital empirical approach in 

reading remote sensing quantifiable data, the sample of an error matrix is represented 

in Table.5.4. Ground truth allows image data to be accompanied by real features and 

materials on the ground. In the case of a classified image, it allows supervised 

classification to assist in measuring the level of accuracy of the grouping generated by the 

remote sensing program and thus decrease problems in the classification, encompassing 

commission and omission errors. Here in this study, field visits to the study areas were 

undertaken during which some ground truths were collected especially for 

undeveloped areas and the physical objects of classes were recorded by GPS. 

According to these two sources i.e. field visits and GPS, different ground truths of 

land cover classification were recorded manually. A good rule of thumb is to gather at 

least fifty samples of each type of land cover. category. If the area is peculiarly large or 

the classification system incorporates more categories then the minimum number of 

samples should be 75 to 100 per class. Based on the rule of thumb 90 to 150 samples 

are considered for each land- cover category of Area of Interest (AoI). 

The OA and KC of the three regions for the years 2000, 2005,2010, 2015, and 

2020 are represented in Table 5.5. Based on the transition matrix, the 
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overall classification quality of the Vijayawada region was ascertained as 96.4%, 

94.5%, 93%, 91%, and 88%, with their individual KC as 0.95, 0.93, 0.91, 0.89, 

and 0.87 approximately for the years 2020, 2015, 2010, 2005 and 2000 respectively. 

The estimated Kappa Coefficient shows the excellent and time-tested output from the 

classifier for all the years. Based on the Error matrix the OA of Visakhapatnam region 

was ascertained as 97%, 94.5%, 93%, 92.5%, and 89.3% with their individual KC as 

0.96, 0.92, 0.91, 0.9, and 0.87 approximately for the years 2020, 2015, 2010, 2005 and 

2000 respectively. Overall Accuracy represents what equipoise of the web sites is 

mapped rightly. due to Error matrix generated an Overall classification Accuracy of 

Tirupati region was ascertained as 96.8%, 94.5%, 92.5%, 91%, and 90.4% with 

their individual Kappa Coefficients as 0.96, 0.92, 0.91, 0.9, and 0.89 approximately 

for the years 2020, 2015, 2010, 2005 and 2000. Maximum urban development 

occurred between 2000 to 2020 and LULC changes are graphically represented in 

Figure 5.4. This improvement within the built-up area is assigned to the brand-new 

industrial business enterprise and academic governance in and across the towns with a 

lack of flora and a few different classes. 

Table 5.4: Transition matrix of Vijayawada for the period 2020 
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Table 5.5: Overall Accuracy and Kappa Coefficient for the period 2000, 2005, 2010, 

2015, and 2020 of Region of Interest 

 

 

The Producer`s Accuracy tells how real attributes are efficaciously proven on 

labeled maps based on the mapmaker`s viewpoint (the producer). The User's Accuracy 

tells how beauty on the map may be reached on the ground based on the user's path; 

this is based on the dependability of the map. The Producer’s Accuracy for each 

category was more than 80%. The User’s Accuracy for five categories was more than 

85%. Errors generated (Error of Commission, Omission) are less than 20%. False 

Positive Rate is a measure of how many results get predicted as positive out of all the 

negative cases. F-Score is a way to measure classification accuracy based on recall and 

precision. The higher the F-score, the more accurate the classification is. F-Score 

obtained for five categories was more than 80% which represents significant 

classification. Specificity is the ability of a test to correctly identify classes. The User’s 

Accuracy, Producer’s Accuracy, Error of Commission, Error of Omission, Specificity, 

F-Score, and False Positive Rate are represented from Table 5.6 to Table 5.12. 

Table 5.6: User’s Accuracy (%) for the period 2000, 2005, 2010, 2015, and 2020 of 

Region of Interest 
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Table 5.7: Producer’s Accuracy (%) for the period 2000, 2005, 2010, 2015, and 2020 

of Region of Interest 
 

Table 5.8: Error of Commission for the period 2000, 2005, 2010, 2015, and 2020 of 

Region of Interest 

 

 

Table 5.9: Error of Omission for the period 2000, 2005, 2010, 2015, and 2020 of 

Region of Interest 
 



120  

Table 5.10: Specificity for the period 2000, 2005, 2010, 2015, and 2020 of Region of 

Interest 

 

 

Table 5.11: F-Score (%) for the period 2000, 2005, 2010, 2015, and 2020 of Region 

of Interest 

Table 5.12: False Positive Rate for the period 2000, 2005, 2010, 2015, and 2020 of 

Region of Interest 
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Figure 5.4: Graphical representation of LULC changes in Tirupati, Visakhapatnam, and 

Vijayawada regions 

5.1.2. LST ANALYSIS 

 

Land Surface Temperature was obtained by exploiting Remote Sensing and GIS 

methods. Each pixel within the side of the image denotes the surface temperature of 

each object that can be set by many land cover forms. Using Mono Window algorithm 

processing steps, LST maps are created independently for LANDSAT ETM+, 

LANDSAT 8 information for 2000, 2005, 2010, 2015, and 2020 of 3 areas are proven 

in Figure 5.5, Figure 5.6, and Figure 5.7 respectively. The maps confirmed that 

diverse land 
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cover kinds have numerous temperature values owed to versions within side the 

physical traits of the land included with the aid of using the diverse constituents. LST 

obtained over distinctive classes in Tirupati, Visakhapatnam, and Vijayawada areas is 

provided in Table 5.13 and a graphical illustration of obtained LST is represented in 

Figure 5.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: LST map of Tirupati region of years 2000, 2005, 2010, 2015, 

2020 
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Figure  5.6: LST map of Visakhapatnam region of years 2000, 2005, 2010, 

2015, 

2020 
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Figure  5.7: (a)-(e): LST map of Vijayawada region of years 2000, 2005, 2010, 

2015, 2020 

 

 

LST acquired over different classes in Tirupati, Visakhapatnam, and Vijayawada 

regions is shown in Table 5.13, and a graphical representation of acquired LST is 

represented in Fig.5.8, where estimation of LST can be used to interpret the urban 
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development accord on the environment. Sensitivity evaluation at the carried-out MW 

set of rules confirmed that the LST de-rived from satellite images changed into extra 

trusty. The extended urbanization sample altered the city`s land surface as maximum 

resistant, favoring the individual increase of LST. It changed into additionally 

ascertained that the water body, commonly exposed to low heat, additionally confirmed 

an extrude within side the implied temperature over the decennary. The temperature 

analysis by class for each of the periods: 2000, 2005, 2010, 2015, and 2020, showed 

Over the built-up areas, the greatest mean temperatures were recorded. and others, 

followed by vegetation and water bodies, respectively. This fulfills as an illustration of 

the effects of urbanization effects on the environment. The class-sensible temperature 

evaluation for the periods: 2000, 2005, 2010, 2015, and 2020 confirmed that the best 

implied temperatures have been ascertained over the built-ups and others, followed via 

flora and water bodies 

Table 5.13: LST acquired over different classes in Tirupati, Visakhapatnam, and 

Vijayawada regions. 

Location Year Land cover type LST acquired using the proposed 

method 

Tirupati 2000 DenseVegetation 44.41 

Vegetation 26.38 

Built-Up 23.37 

BarenLand 20.82 

Water 11.57 

2005 DenseVegetation 50.74 

Vegetation 33.09 

Built-Up 30.63 

BarrenLand 27.93 

Water 19.11 

2010 DenseVegetation 44.41 

Vegetation 26.38 

Built-Up 23.47 

BarrenLand 20.82 

Water 11.54 

2015 DenseVegetation 30.09 

Vegetation 25.8 

Built-Up 24.3 

BarrenLand 22.877 

Water 19.36 

2020 DenseVegetation 25.08 

Vegetation 22.09 

Built-Up 20.92 

BarrenLand 17.8 
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  Water 11 

Visakhapatnam 2000 DenseVegetation 56.09 

Vegetation 36.67 

Built-Up 28.46 

BarrenLand 19.61 

Water -14.08 

2005 DenseVegetation 63.18 

Vegetation 41.3 

Built-Up 34.63 

BarrenLand 28.23 

Water 19.16 

2010 DenseVegetation 63.17 

Vegetation 36.14 

Built-Up 23.01 

BarrenLand 8.34 

Water -34.17 

2015 DenseVegetation 57.78 

Vegetation 34.46 

Built-Up 25.66 

BarrenLand 16.87 

Water -74 

2020 DenseVegetation 14.41 

Vegetation 11.87 

Built-Up 10.83 

BarenLand 9.86 

Water 9.08 

Vijayawada 2000 DenseVegetation 39.06 

Vegetation 18.22 

Built-Up 11.1 

BarrenLand 3.18 

Water -6.31 

2005 DenseVegetation 34.36 

Vegetation 22.97 

Built-Up 19.02 

BarrenLand 14.19 

Water 4.97 

2010 DenseVegetation 51.2 

Vegetation 22.91 

Built-Up 6.22 

BarrenLand -29.31 

Water -7.51 

2015 DenseVegetation 53.87 

Vegetation 27.53 

Built-Up 24.83 

BarrenLand 20.89 

Water 13.5 

2020 DenseVegetation 39.54 

Vegetation 22.37 

Built-Up 20.11 
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  BarrenLand 18.3 

Water 16.19 

 

 

 

Figure 5.8: LST acquired for different classes of Tirupati, Visakhapatnam, and 

Vijayawada area 
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5.2. EVALUATION OF STUDY AREA USING DEEP TRANSFER LEARNING 

METHODS 

The section that follows includes a broad outline results attained from the algorithm 

validation and testing procedures that were proposed. The outcomes are detailed 

precisely. The validation phase involved applying ResNet50 and ResNet50+LSTM to 

the multi-temporal images to attain the highest level of accuracy in the validation area. 

The subsequent section thoughtfully presents a comprehensive breakdown of the 

accuracy metrics derived from these classifications. The accuracy assessment results in 

the validation area are conveniently presented. Upon a rigorous evaluation of the 

measurements and maps from these experiments, it becomes evident that the 

ResNet50+LSTM algorithm emerges as the most powerful, consistently outperforming 

when compared with ResNet50 in handling multi-temporal data. ResNet50+LSTM 

outperforms ResNet50 in tasks involving Categories of land use and land cover by 

taking advantage of LSTM's abilities to identify temporal dependencies, handle long- 

term patterns, improve accuracy, handle variable sequences, reduce overfitting, enhance 

contextual understanding, and provide superior decision support. Furthermore, the 

effectiveness of Transfer Learning (TL) employing the ResNet50+LSTM, ResNet50, 

and associated models is critically examined and explained through confusion matrices. 

A shortage of validation and training and accuracies, the two TL prototypes are 

elegantly visualized in Figure 5.9 and Figure 5.10, where the average training and 

validation accuracy is 98.1% and 51% for ResNet50+LSTM respectively, whereas the 

intermediate training and validation accuracy is 95% and 45% for ResNet50. The 

average training and validation loss is 0.53 and 9.8 for ResNet50+LSTM, respectively, 

whereas the intermediate training and validation loss is 0.6 and 10.1 for ResNet50. 

According to the outcomes of the proposed work, the research findings bring to light 

the efficiency of pre-trained models of LULC within RS images. The primary aim is to 

attain exceptional accuracy, and the results reveal significant improvements across all 

models, with notable advancements in the classification of individual classes. This 

ResNet50+LSTM consistently performs with an impressive average accuracy of 98.1% 

with a Kappa coefficient of 0.96 compared to ResNet50, for which 95% accuracy is 

obtained with a Kappa coefficient of 0.9. The projected work further includes a visual 

representation of the study area's output map in Figure 5.11. Illustrating from 
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these findings, it becomes apparent that ensemble learning algorithms like 

ResNet50+LSTM have the potential to enhance overall performance by incorporating 

hierarchically learned information. 

 

 

 

Figure  5.9: Accuracy and Loss of training vs. validation data for ResNet50 +LSTM 
 

 

 

Figure  5.10: Accuracy and Loss of training vs. validation data for ResNet50 
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LULC map of Vijayawada city in 2015 

using ResNet50 

LULC map of Vijayawada city in 2015 

using ResNet50+LSTM 

 

 

 

 

LULC map of Vijayawada city in 2020 

using ResNet50 

LULC map of Vijayawada city in 2020 

using ResNet50+LSTM 

  

LULC map of Vijayawada city in 2022 

using ResNet50 

LULC map of Vijayawada city in 2022 

using ResNet50+LSTM 

W-Water; BA-Barren Area; S-Shrubs; BU-Built-Up; V-Vegetaton; DV-Dense 

Vegetation; HA-Hill Area 

Figure  5.11: LULC maps of Vijayawada in 2015, 2020, and 2022 using ResNet50 and 

ResNet50 +LSTM 
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5.2.1 LULC Classification 

 

Seven major LULC types (Hilly Area (HA), Dense Vegetation (DV), Vegetation (V) 

Built-Up (BU), Barren Area (BA), Shrubs (S), and Water(W)) are classified for the 

years of 2015, 2020 and 2022 as shown in Table 5.14. It has been confirmed that the 

covers for the research area total territory of 37,339.25 hectares. Table 5.14 presents an 

overview of the area covered and the proportion of each LULC for 2015, 2020, and 

2022. Based on the LULC classification 2015, it can be deduced that Dense Vegetation, 

Vegetation, and Built-Up cover most of the study area, comprising about 32958.59 

hectares, equivalent to 88.25% of the total area. Barren Area and Shrubs covered an 

area of 1515.27 ha (4.05%) and 1000.07 ha (2.67%), respectively, whereas the aerial 

coverage of a Hilly Area of 1010.32 ha (2.7%) and Water with 855 ha (2.29%) from the 

total area of the Vijayawada. 

In 2020, the most significant portion of LULC was occupied by Dense Vegetation, 

Vegetation, and Built-up areas, covering 33018.83 hectares (88.3%). Barren areas, 

shrublands, and water bodies covered 1504.06 hectares (4.02%), 1000.50 hectares 

(2.67%), and 912.02 hectares (2.44%), respectively. The most minor coverage was 

contributed by Hilly Areas, accounting for 903.84 hectares (2.42%). 

Similarly, in 2022, most LULC was still occupied by Dense Vegetation, Vegetation, and 

Built-up areas, which covered 33,569.62 hectares (89.89%). Barren areas, shrublands, 

and water bodies covered 1468.94 hectares (3.93%), 800.85 hectares (2.14%), and 

835.91 hectares (2.23%), respectively. The least coverage was contributed by Hilly 

Areas, accounting for 663.93 hectares (1.77%). 

5.2.2 Performing analysis by classification 

 

Table 4 displays the results of the measurement of accuracy in the validation region, 

along with the quantitative assessment of the OA and KC for the entire classification. 

The overall accuracy of classified images in Vijayawada City is 91.5%, 93%, and 95% 

in 2015, 2020, and 2022, respectively. ResNet50's KCs are 0.89, 0.91, and 0.91, 

respectively, in 2015, 2020, and 2022. The OA of the classified images for Vijayawada 

City i s  9 2 . 5 %, 9 5 %, a n d  9 8 . 1 % i n  2 0 1 5 , 2 0 2 0 , a n d  2 0 2 2 , 

r e s p e c t i v e l y . ResNet50+LSTM has a KC of 0.9, 0.93, 0.96 in 2015, 2020, and 
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2022. In evaluating LULC classification methods, the researchers consistently 

observed superior precision with more than 85% values for Hilly Areas, Dense 

Vegetation, Built-Up Shrubs, and Barren Areas across the two models. They obtained 

fewer values for Vegetation and Water, as detailed in Table 5.14 and Table 5.15. The 

low accuracy of classifying vegetables may be because it is hard to differentiate 

between this class and dense vegetation or barren areas. The lack of field research 

may also contribute to the imprecision of these classes (water and vegetation). In the 

confusion matrix, some false classifications are seen where Vegetation is mistakenly 

assigned to lands with Dense Vegetation. The absence of field research is needed for 

this. The model is still accurate for LULC classification. ResNet50 and 

ResNet50+LSTM excel due to their deep architecture, skip connections, transfer 

learning capabilities, temporal understanding (in the case of ResNet50+LSTM), 

robustness to overfitting, state-of-the-art performance, versatility, and strong 

community support, making them advantageous choices over other deep learning 

models in various applications. Due to this reason, ResNet50 and ResNet50+LSTM 

are used in this study. A comprehensive Comparison of the F1-s recollection, and accuracy 

for ResNet50 and ResNet50+LSTM is presented in Table 5.16 and Table 5.17, 

shedding light on the models' ability to accurately identify and predict relevant classes. 

Notably, in instances where precision and recall reached a perfect value of 1, signifying 

100% accuracy for specific classes of precision (Shrubs and Barren Area in the year 

2015, 2020 and 2022 for ResNet50, Dense vegetation in the year 2020 and 2022 for 

ResNet50, Dense Vegetation and Hilly Area in the year 2020 and 2022 for 

ResNet50+LSTM), and recall (Hilly Area and Vegetation in the year 2015, 2020 and 

2022 for ResNet50, Dense Vegetation in the year 2015 and 2022 for ResNet50+LSTM, 

Water and Shrubs in the year 2022 for ResNet50+LSTM) and exhibited exceptional 

performance across all categories. These findings strongly suggest the models' 

proficiency in classifying these classes with high precision and completeness. The 

researchers further delve into a detailed examination by closely scrutinizing individual 

folds' performance through confusion matrices. The graphical representation of 

Precision, Recall, and F1-Score for ResNet50 and ResNet50+LSTM where Recall for 

Dense vegetation achieved the maximum value (100%) for all three years for the 

ResNet50+LSTM model is shown in Figure 5.12 and Figure 5.13, respectively. 
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Table 5.14: Spatial coverage of LULC types in Vijayawada at different periods in 2015, 

2020, and 2022. 

Table 5.15: Overall Accuracy and Kappa coefficient for ResNet50, ResNet50 +LSTM 

model for the years 2015, 2020 and 2022. 

 

Table 5.16: ResNet50 model for class performances in precision, recall, and F1-score 

for the years 2015, 2020, and 2022. 
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Table 5.17: ResNet50+LSTM model for the recall, precision, and F1-score for the class 

performances for the years 2015, 2020, and 2022 

 

 

(a) 
 

(b) 
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(c) 

Figure 5.12: (a), (b), (c) Precision, Recall, and F1-Score for ResNet50 
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(b) 
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(c) 

Figure  5.13: (a), (b), (c) Precision, Recall, and F1-Score for ResNet50+LSTM 

The overall accuracy of ResNet50 and ResNet50+LSTM is 91.5% and 92.5%, 

respectively for the year 2015, ResNet50 and ResNet50+LSTM are 93% and 95%, 

respectively for the year 2020, and ResNet50 and ResNet50+LSTM is 95% and 98.1% 

respectively for the year 2022 and is also shown in Figure 5.14. The Kappa 

coefficient is 0.89 and 0.9 respectively for ResNet50 and ResNet50+LSTM in the year 

2015, 0.91 and 0.93 respectively for ResNet50 and ResNet50+LSTM in the year 2020 

and 0.91 and 0.96 respectively for ResNet50 and ResNet50+LSTM in the year 2022 

and as also shown in Figure 13. Classification accuracy for years 2015, 2020 varied 

due to variations in data quality for the year 2015 to 2022, the distribution of classes 

Over the training period and lacking training details, i.e., for the year 2022, 200 

training samples for each class are selected where for previous years only 100 samples 

are collected. The vegetation class exhibits the lowest precision, F1-Score, for 

ResNet50+LSTM, while the dense vegetation and built-up courses have the most 

inadequate recall for ResNet50, represented in Table 6. These less-than-satisfactory 

accuracy results may find their roots in differences in image variation and resolution 

due to uncertain class boundaries, i.e. if the classes in the LULC classification have 

unclear or overlapping boundaries, it becomes challenging for the classification 

algorithm to accurately distinguish between them, leading to lower precision and 

recall. The Transfer Learning (TL) model's construction involved the utilization of 

Adam optimizer using (LR) set at 0.0001, incorporating hyperparameters outlined. 

The model is thoughtfully accumulated with the categorical-cross-entropy loss 

function, which assigns integer values ranging from 0 to N-1 for each class (where 
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N=5 out of the 21 courses in the UCM dataset). 

Throughout the training process of the deeper network, the cross-entropy loss gradually 

diminishes, enabling precise classification. The researchers employed the early 

stopping technique alongside dropout to mitigate the risk of overfitting and bolster 

performance. This strategic approach involved halting the training process if the 

validation loss ceased to decrease, even while the training loss continued to decline, or 

if the validation accuracy reached a plateau despite improving training accuracy. 

 

Figure  5.14: Overall Accuracy of ResNet50 and ResNet50+LSTM 
 

Figure  5.15: Kappa Coefficient of ResNet50 and ResNet50+LSTM 

 

 

The epoch value is expressly set at 25, and early stopping is judiciously implemented 

at epochs 10 and 9 for ResNet50 and ResNet50+LSTM, respectively, when the 

validation loss no longer decreases. A noteworthy observation from this implementation 

is that a higher early stopping value correlated with superior accuracy, as exemplified 

by ResNet50 in this work. 
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In this study, RED, near-infrared, and thermal infrared images from the TM Landsat 7 

and OLI/TIRS-Landsat 8 sensors were used to classify LULC and determine NDVI and 

LST. The LST of photos gathered by the sensors throughout each episode of the series was 

measured using the MW strategy. (2000-2020), and LULC classification was completed 

for the years 2000, 2005, 2010, 2015, and 2020 to validate the effect of LULC classes on 

the historical and spatial warmth from NDVI. This paper presents the spatially continuous 

regional LULC description of the regional data of Andhra Pradesh state, India. The 

maps also cover, with an annual temporal resolution, a period of 20 years with 

aggravated LULC trans-formations. Additionally, this work provides a methodological 

alternative for the continuous description of LULC, comparatively fast and with low 

cost, over large areas, and with advanced periodicity. The overall accuracy of the maps 

and the low and similar values of the omission and commission errors indicate a low 

level of sub and over-appraisal of the different class coverage. The PCA-based feature 

extraction approach along with NDVI, Interactive Supervised Classifier has performed 

better (OA: 97%) compared to other conceptualizations. 

Visakhapatnam, Vijayawada, and Tirupathi cities have experienced unequaled 

development in the last 2 decades. Instead of rising urban populations, these towns 

have experienced a gradual increase in temperatures. Therefore, the cities became 

exposed to a miscellany of concerns with technology and warming temperatures. As a 

result, there have been shorter journey times, greater traffic, and more vehicles on the 

road networks, over-crowding, and polluted air from vehicular expel. The other is 

environmental damage. antagonistic consequence of the quick rise of cities. Cities are 

now more susceptible to natural disasters due to rising surface temperatures and the 

gradual loss of vegetation in built-up areas, viz., cyclones, etc. The present study, 

photographs from the TM Landsat 7 in the recognizable, near-IR, and thermal infrared 

spectra, and OLI/TIRS-Landsat 8 sensors were utilized to categorize LULC and to 

estimate NDVI and LST. The Mono Window Algorithm was employed to obtain the 

LST of the picture that sensors generated over the ancient cycle (2000-2020), and 

LULC classification was carried out in the summers of 2000, 2005, 2010, 2015, and 

2020 to prove the effects of LULC temperature classes on time and spatial scale 

founded on the NDVI. based on the season, the Urban Area and Dense vegetation 

classifications demonstrated the strongest connections among LST and area size. This 
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result indicates that LST values are dependent on addressing the physical presence of 

life in regions where anthropogenic interference happened precisely, via water-resistant 

soil or the removing plants covers, allowing the surface illuminated. As a result, 

human behaviors attributed the rise in these scenarios, the temperature to adjacent 

ecological systems, finding the occurrence of Heat Islands on urban centers. The 

current study discovered that the reduction of vegetative cover and the repercussions 

generated by the LST are highly complex. LST dynamics associated with flora. NDVI 

is frequently utilized to assess LST changes. As a result, NDVI elected to employ it in 

this study. NDVI can effectively reduce distortion Since it's atmospheric phenomena, 

clouds or cloud shadows, geography, and lowering the sun's angle. nevertheless, it 

should be noted that It is subject to against which canopy fluctuations and becomes 

more polluted at greater biomass levels. The findings of this study using Deep 

Transfer Learning revealed seven primary LULC categories (Hilly Area, Dense 

Vegetation, Vegetation, Built-Up, Shrubs, Barren Area, and Water) in 

Vijayawada, as shown in Table 3.Vegetation increased from 32.25% in 2015 to 

35.73% in 2022, while Built-Up rose from 21.75% in 2015 to 33.72% in 2022, 

whereas Dense Vegetation decreased from 34.25 to 20.44% during the same time. 

The accuracy results for the most current year, 2022. The LULC classification in the 

present study is outstanding. This study's overall accuracy is satisfactory, at 98.1% for 

ResNet50+LSTM and 95% for ResNet50. Furthermore, the Kappa statistics in the 

current study revealed a strong link between the most recently classified image and 

accuracy. The accuracy measurement in the validation region is shown in Table 4, 

along with a quantitative evaluation of the (OA) and KC values for the whole 

classification. Similarly, climate change operation LULC and landscapes, changing 

the framework, distribution, and land usage. On the other hand, expansion of irrigated 

land and rainforest, and the consequences of urbanization implications for the future 

of hydrological functions such as rainfall, evaporation, runoff, and penetration. 

Furthermore, changes and oscillations in LULC are strongly linked to biodiversity 

and land productivity. Also, LULC changes have significant impacts on the 

environment and the economy. Each classification technique has its benefits and 

drawbacks. The method used to depend on aspects including the type of data, specific 

inquiry needs, and computer resource availability. Combining various strategies 

frequently produces the greatest results, exploiting each's capabilities to increase the 
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degree of accuracy of the classification and robustness in LULC. Table 18 represents 

the comparison of multiple techniques used in land use and land cover (LULC) 

classification. 

Pixel-based Image Analysis divides the image into significant objects (pixel groups) 

and classifies them according to their spectral, spatial, and contextual features. It 

incorporates spatial and contextual information and is ideal for high-resolution 

photography. Interactive Supervised Classification is best suited for scenarios where 

domain expertise can be used iteratively to refine the model. However, it may not be as 

scalable or automated as other approaches. On the other hand, SVM, Random Forest, 

and Decision Trees are suitable for LULC tasks where manual feature engineering is 

possible and interpretability is important. Random Forest offers a good balance between 

accuracy and interpretability. 

ResNet50 and ResNet50+LSTM are great for Surface Area and Land Use applications 

that require high accuracy and power to handle unique temporal and spatial designs. 

However, they need a significant amount of processing resources. 

Comparison of various techniques used in the categorization of Land Use and 

Land Cover 

 

Author 

(Year) 

Method Type of 

images 

used 

Evaluation parameters 

 Overall 

Accuracy (%) 

Kappa 

Coefficient 

Sundarakumar 

et al. (2012) 

Obtained LULC 

changes and urban 

sprawl research of 

Vijayawada city of years 

1990 and 2009 ML 

Classifier 

Landsat 

ETM+ 

86.67 (1990) 

85 (2009) 

0.8 (1990) 

0.78 (2009) 

K. Sundara et 

al. (2012) 

Estimated Land Surface 

Temperature of Landsat 

ETM+ images of year 

2001using Mono 

Window Algorithm 

Landsat 

ETM+ 

80 0.729 
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 Obtained LULC 

changes with the help of 

ML Classifier 

   

Kiran Yerrakula 

et al. (2014) 

Analyzed urban sprawl 

changes and detected 

LULC changes of 

Vijayawada city using 

Minimum Distance 

Classifier 

Landsat8 67.19 0.6405 

Vani, M. et al. 

(2018) 

Assessed spatio- 

temporal modifications 

in LULC, urban sprawl, 

and LST in the vicinity 

of Vijayawada city of 

years 

1990,2000,2010,2018 

using NDVI, ML 

Classifier 

Landsat 

ETM+, 

Landsat8 

94.33 (2018), 

93.07 (2010), 

92.0 (2000), and 

87.0 (1990) 

0.94 (2018), 

0.87 (2010), 0.88 

(2000), and 0.81 

(1990) 

GN 

Vivekananda et 

al. (2020) 

Accuracy assessment of 

Tirupathi region was 

performed for the 1978 

and 2018 with the help 

of ML Classifier 

Landsat 

TM, 

Landsat8 

81.25 (1978) 

87.46 (2018) 

0.785(1978) 

0.857 (2018) 

Proposed 

Method 

Accuracy assessment of 

Vijayawada, 

Visakhapatnam, 

Tirupathi region was 

performed for the years 

2000, 2005, 2010,2015, 

and 2020 with the help 

of Interactive supervised 

classification 

Landsat 

TM, 

ETM+, 

Landsat8 

97, 95, 92, 92, 

90 (2000, 2005, 

2010, 2015, 

2020- 

Vijayawada) 

0.96, 0.94, 0.92, 

0.9, 0.89 (2000, 

2005, 2010, 

2015, 2020- 

Vijayawada) 

97, 94.5, 92, 91, 

90 (2000, 2005, 

2010, 2015, 

2020- 

Visakhapatnam) 

0.96, 0.93, 0.9, 

0.89, 0.87 (2000, 

2005, 2010, 

2015, 2020- 

Visakhapatnam) 
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   97, 94.6, 92, 92, 

91(2000, 2005, 

2010, 2015, 

2020- 

Tiripathi) 

0.96, 0.92, 0.91, 

0.9, 0.89 (2000, 

2005, 2010, 

2015, 2020- 

Tiripathi) 

Accuracy assessment of 

Vijayawada region was 

performed for the years 

2015, 2020 and 2022 

with the help of 

ResNet50. 

ResNet50+LSTM 

Sentinel2 91.5%, 93%, and 

95% (ResNet50- 

2015,2020,2022) 

0.89, 0.91, and 

0.9(ResNet50- 

2015,2020,2022) 

92.5%, 95%, and 

98.1% (ResNet50 

+LSTM- 

2015,2020,2022) 

0.9, 0.93, and 

0.96(ResNet50+ 

LSTM- 

2015,2020,2022) 

 

 

Summary 

 

Within this section, proposed algorithms are implemented on several platforms, and 

their performance is analyzed statistically, graphically, and visually. Various accuracy 

assessment processes were implemented and described in this chapter to examine the 

potential of the constructed algorithm. This study validates the effectiveness 

Regarding the category of land cover and vegetation Evaluation of changes with the 

support of a deep learning-based change detection algorithm on the Sentinel-2 dataset. 

This strategy is most appropriate for future monitoring programs to check agriculture 

or crop cover variations in interest. 
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CONCLUSION & FUTURE SCOPE 
 

 

CONCLUSION 

 

The accurate production of a land cover (LC) map is of great importance when it comes 

to effectively addressing and communicating modern environmental concerns and 

meeting the agricultural needs of a region. The current analysis focuses on recent 

advances in categorization systems and comparative assessments of various strategies 

for monitoring vegetation change analysis. To achieve this objective, a comprehensive 

study was conducted using remote sensing (RS) and geographic information systems 

(GIS). Remote sensing involves collecting information gathered remotely using satellite or 

airborne sensors, enabling the acquisition of valuable information about the Earth's 

surface. Geographic information systems, on the other hand, provide a framework for 

storing, managing, analyzing, and visualizing geospatial data. By integrating RS and 

GIS, researchers were able to leverage satellite-derived images and other geospatial 

data to assess and monitor LULC changes in the study areas. 

Remote sensing for vegetation change monitoring is a low-cost and efficient method. 

Satellite images have made important contributions to vegetation monitoring, owing 

to free data access policies provided by space organizations. Developed information 

may be justified in the future as space technology continues to advance. For instance, 

they have superior temporal, spatial, and spectral frequencies. Comprehensive LCLU 

data mapping is essential for various applications, including natural resource 

management, ecological conservation, urban development, biodiversity protection, and 

well-being upgrading. Integrating spectral and texture data can help address challenges 

in classification, and per-field or object-oriented classification processes demonstrate 

superior performance compared to per-pixel classifiers. But in this case of 

intermediate and uneven data on resolution of space, spectral information gains 

further significance due to the reduced availability of spatial details. Previous studies 

in the field have employed a variety of pixel-based classification methods, including 

parallelepiped, minimum distance, Mahalanobis, and maximum likelihood classifiers. 

However, in this study, an interactive supervised classification method was utilized, 



144  

which offered certain advantages and eliminated the requirement for signature files. 

This approach allowed for the direct selection of training samples on the imagery itself, 

eliminating the need for predefined signature files. 

In addition to land cover analysis, the study also focused on calculating LST using the 

mono-window algorithm. LST is an important parameter that provides information 

about the thermal properties of the land surface. The accuracy of LST calculations was 

validated by comparing the results with in situ measurements collected from the same 

geographical location. This validation process ensures the reliability and accuracy of 

the LST data derived from satellite imagery. 

By combining the examination of improvements to the landscape covering with the 

computation of surface temperature, the study offers accurate understanding the 

dynamics. It provides valuable information for land managers, policymakers, and 

researchers to analyze the effects of changing land usage, monitor urban expansion, 

evaluate vegetation dynamics, and understand the thermal characteristics of the land 

surface. 

The per-pixel classifiers often struggle with mixed pixels in such cases. Subpixel 

features, like fraction images or fuzzy connection information, have been used to 

address this issue. Additionally, auxiliary data has been incorporated to enhance image 

classification. When dealing with multisource data, parametric classification methods 

like Maximum Likelihood Classification (MLC) can be more effective, while advanced 

non-parametric classifiers like neural network decision trees, evidential reasoning, and 

knowledge-based approaches are viable alternatives. Evaluating the effectiveness of 

classifiers is essential for new researchers to explore this field. MLC, SVM, and RF are 

commonly used classifier strategies for multispectral images. Advanced geospatial 

categorization approaches, such as ML and DL are becoming more useful for extracting 

valuable information from agricultural land. Pixel-based approaches have drawbacks, 

such as failing to account for differences within a pixel. Variation occurs within a pixel 

as well. Numerous studies have been conducted on satellite datasets, primarily focusing 

on the results of object-based categorization algorithms in different regions, such as 

agricultural, urban, forest, and wetland. In recent years, several studies have been 

conducted using classifiers developed for remote sensing-based agronomy applications. 

Researchers have found that neural networks (NN) select practice examples based 
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on relevant information retrieved from the interested domain. Incorporating multi-scale 

data regarding context improves and strengthens the spatial distribution of objects. 

This has led to an increase in the accuracy of class-category and border information in 

NN-categorized maps. Furthermore, machine learning classifiers such as decision 

trees (DT), support vector machines (SVM), random forests (RF), multi-layer 

perceptron (MLP), and k-nearest neighbors (KNN) have the potential ways of 

improve categorization performance in agricultural regions compared to traditional 

classifiers. ML algorithms analyze small data samples using attributes and build a 

statistical model to predict larger ones. These features are derived from factors 

resulting from classification, specifically predictive variables. Data-driven approaches 

can increase the possibility of adaptively improving a model's performance by 

preventing the problems of overfitting and underfitting. Deep learning classifiers 

including CNN, RNN, and DCNNs, as well as object-based categorization 

approaches, enhanced agricultural land class extraction. Deep learning involves 

connecting convolutional and pooling layers to remove cumbersome features and 

create deep, intellectual representations. Typically, the convolutional layer enhances 

the learning approach by utilizing a succession of samples or image patches from the 

dataset. Different feature maps share these weights, allowing for learning many 

features with minimal parameters. The activation function, such as a rectified linear 

unit, enhances the nonlinearity convolution operations. However, a decrease in deep 

transfer learning (ResNet50+LSTM, ResNet50) performance is observed, which could 

be due to one of the following reasons: (a) incorrect classification during the 

classification phase; (b) confined spatial resolution of the input dataset; or (c) 

atmospheric and radiometric error in the input dataset. The recommended results 

indicate that the ResNet50+LSTM-based method outperformed ResNet50 about of 

computation efficiency and accuracy, with an accuracy of 98.1%, a Kappa coefficient of 

0.96, an average precision of 88%, a recall of 90%, and an F1-Score of 89% on the 

UCM dataset. The conventional pixel-based technique had 97% accuracy and a Kapa 

coefficient of 0.96. 
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FUTURE SCOPE 

 

The performance of conventional and deep transfer learning approaches was examined 

in this study, utilizing medium-resolution Landsat and Sentinel-2 satellite data to 

estimate and map distinct vegetation change analyses. As part of the comparative 

investigation, a well-known and widely used classifier was tested. It was discovered 

that deep transfer learning performed marginally better than MLC, parallel pipeline, 

and CNN approaches. Although it performed well in the automatic identification of 

land-use features, numerous issues in deep transfer learning must be addressed, such as 

greater flexibility in parameter value selection and integration with custom 

programming models. It also needs to be developed, and extra features are required for 

many scientific disciplines. In agriculture, it is critical to correctly identify distinct 

seasonal crops on land plots to successfully update images and offer an up-to-date 

inventory of crops throughout the seasons, hence improving agricultural policy and land 

mapping accuracy. Future studies may combine the optical dataset with a microwave 

dataset to provide cloud-free monitoring of agricultural land types. This research will 

be more useful in identifying straw-burning places. In the future, it is proposed to 

investigate the usage of deep transfer learning algorithms for various land-use and land- 

cover types employing diverse sensors at the global scale. In this thesis, a methodology 

called interactive supervised classification, ResNet50, and ResNet50+LSTM is 

proposed to provide a simple way for detecting vegetation change in an area of interest. 

The method comprises three phases: pre-processing, classification, and change 

detection. As proof of their effectiveness, the approaches are compared to MLC, RF, 

CNN, and SVM models. However, classification errors, low spatial resolution, and 

other issues have all had an impact on deep transfer learning's accuracy. As a result, 

further research is required to increase its performance and investigate the feasibility of 

other applications utilizing various satellite sensors. In the future, research can be 

focused on implementing and upgrading DL models using a combination of optical and 

microwave data. The DL is still in its early stages and requires considerable 

improvements in terms of processing speed, resource constraints, and managing high 

levels of noise in satellite data. As a result, numerous difficulties remain to be 

addressed. 
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By advancing the research in these areas, we can strengthen the knowledge base for 

land use planning, management, and policy-making in the study area. This would 

facilitate informed decision-making processes and contribute to the development of 

sustainable land management practices that balance environmental conservation, 

economic development, and societal needs. 
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