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Abstract

Automatic review summarisation is crucial to extract information from a large set
of product reviews without losing the core meaning. Aspect-based product review
summarisation uses only sentences related to product features and disregards irrele-
vant sentences. This thesis aims to bridge the gap by presenting a novel framework for
aspect-based product review summarisation.

This thesis investigates English and Hinglish reviews on e-commerce websites. We
curate novel review datasets based on actual reviews from popular e-commerce web-
sites. We analysed the effects of various pre-processing and feature extraction tech-
niques on the reviews. We explore traditional and existing feature extraction techniques.
We analyse that traditional feature extraction techniques are insufficient to extract fea-
tures from abbreviated and out-of-vocabulary words in reviews. The experimental anal-
ysis shows that the BERT model can provide embeddings for non-vocabulary and ab-
breviated words.

In this thesis, we aim to bridge the gap by proposing an aspect-based product review
summarisation using a hybrid approach of rule-based and transfer learning methods.
The proposed framework has developed a synthetic dataset of aspect-based summaries
for multiple categories of product reviews, including sentiment polarity and aspects.
We have also experimented with labelled and unlabelled topic modelling techniques on
Hinglish code-mixed product reviews to extract important topics related to the products,
and found that the labelled topic modelling methods can extract relevant topics more
effectively related to products than unlabelled topic modelling methods. This can help
to develop solutions for NLP applications in Indian languages.

We have evaluated summaries using several parameters: ROUGE, BLEU, BERT-F1
score, consistency, relevance, coherence, fluency, and human scores. We have also eval-
uated the predicted summaries using annotated summaries. Our results demonstrate that
our hybrid approach, combining rule-based and transfer learning methods, yields state-
of-the-art results compared to existing work. Our research has the potential to benefit
e-commerce websites, manufacturers, and consumers by providing a comprehensive
understanding of user intentions through an aspect-based summary of product reviews.
Furthermore, our work contributes to the NLP community by advancing research in
developing applications in the English language and Hinglish language.
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Chapter 1

Introduction

This chapter begins with an overview of the summarisation process, online shopping
and product reviews on e-commerce websites. It describes the role of natural language
processing techniques and machine learning methods in developing AI-based summari-
sation systems. Then, it discusses the background of the problem statement and the
motivation of the study, data collection, and the research issues related to summarisa-
tion systems. Furthermore, the scope and objectives of the proposed work, as well as the
contribution of the thesis, have been discussed. Lastly, the thesis structure is concluded.

Automatic summarisation is crucial for summarising large text content on e-commerce
websites, scientific articles, blogs, and social media comments. Text summarisation is
the process of extracting relevant and important information in a concise way without
changing the core meaning of the text [1]. It plays a vital role in maintaining the escalat-
ing volume of textual data in digital technology. In fact, due to the development of vast
AI-based technologies, both professionals and non-professionals utilise the technology
to communicate and conduct online shopping, enabling time-saving and cost-effective
transactions. We live in a digital era. Nowadays, most people, whether professionals or
not, use gadgets constantly due to the exponential rise of digital devices and reasonably
priced internet. A significant amount of unstructured text is generated online through
product reviews, student feedback, and comments on social media posts.

Electronic gadgets and high-speed internet make online shopping more trending
now, and it engages a large number of consumers. There are more reasons for online
shopping; it saves buyers time and money, and it also gives discount offers. Return-
ing products and refund policies are also increasing the number of online customers
on e-commerce websites. Online shopping is more beneficial to buyers, manufacturers
and e-commerce companies. After purchasing products, consumers write excellent or
bad feedback in the form of reviews. There are an enormous number of reviews avail-
able on e-commerce websites (Amazon, Flipkart, Myntra, etc.) for a single product.
Professionals write reviews in English, and those who are not professionals write the
reviews in their local language. However, sometimes people also use code-mixing, like
mixing one language into another language and writing reviews in Hindi using English
characters. These reviews are called Hinglish reviews. All reviews, either in English
or Hinglish, are beneficial for consumers as they allow them to spend their money buy-
ing good products at low prices and are also important for e-commerce companies and
manufacturers.
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Through these reviews, manufacturers and e-commerce companies can comfortably
determine consumers’ intentions and increase sales by improving the cons of the prod-
ucts. The problem is that if users want to buy more than one product, they must have
to read many reviews. Reading these short or lengthy reviews is a typical and cum-
bersome task, and consumers and e-commerce companies can’t read these reviews [2].
That’s why automatic text summarisation systems are required here, and NLP tech-
niques and machine learning methods are used to design the AI-based systems. The
overarching goal is to highlight the crucial role of NLP and machine learning meth-
ods in e-commerce and how they can be leveraged to enhance the understanding of
consumer intentions about products. While existing research work focuses on tradi-
tional methods to generate generic or domain-specific product review summaries, they
do not succeed in providing feature-specific insights in the summary. E.g., a lady cus-
tomer who wants to read reviews for a kurti might be interested in summaries which
specifically about design, size or fabric quality. Existing summarisation methods do not
present the granularity and personalisation required for summarisation based on such
queries. Two types of summaries can be generated from single or multiple documents,
which are described below.

1.1 Types of Summarisation

Automatic Summarisation can be performed from 2 types of text documents: Single
document and multi-document [3]. Single or multi-document text can be summarised
into 2 types: extractive or abstractive. Product reviews summary can be generated in
both types. But the main point is to consider the product features that must be included
in the summary. We have described the types of summaries in the figure below:

Figure 1.1: Types of Summarisation

Figure 1.1 presents the extractive and abstractive types of summaries that can be
generated from single or multiple documents.

Single document Summarisation: It summarises a single article, story, news or
blog. It is mostly common to summarise the news articles and blog summaries. The
study performed the single-document summarisation on the DUC02 dataset [4, 5].

Multi-document Summarisation: Multi-document summarisation summarises mul-
tiple documents about several contents, and multiple documents on the same topic, like
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multiple reviews about one or more products, movies, or social media posts. It helps
to reduce redundancy and fuse multiple perspectives. Product review summarisation
comes under the multi-document summarisation.

1.1.1 Extractive summary

This type of summary extracts the text’s crucial sentences and generates the original
text’s gist [6]. It generates a fluent and concise summary from a large text, preserv-
ing important information. An extractive summary is generated without rephrasing the
original text. This type of summary extracts the important sentences from the text by
measuring the frequency using statistical machine learning or NLP methods. It extracts
the frequency-based sub-parts of the sentences from the original text while containing
no new words in the summary. An extractive summary is generated without rephrasing
the sentences of the original text. It selects the frequency-based sub-parts of sentences
from the original text while retaining the important information of the text. However,
it finds the important sentences from the text, but it does not contain any new words
in the summary. Moratanch and Chitrakala [7] described how important sentences and
paragraphs are selected and summarised in the original documents in a concise form,
and those sentences are selected based on statistical and linguistic features. The extrac-
tive summarisation extracted only very important sentences according to high scores
and passages [8]. There are many approaches and methods of generating extractive
summaries, which are described in the next chapter.

1.1.2 Abstractive Summary

An abstractive summary is created by understanding the text’s semantics. An ab-
stractive summary extracts the introductory sentences and paraphrases the original text.
This summary type also generates new words that are not present in the original text [9].
Product review summaries can be generated in both types. However, the main point is
to consider the product features must be included in the summary. However, both types
of summaries contain important information from the text. But an Abstractive sum-
mary is more important than an extractive summary because it contains the semantics
of the text. A detailed description of the abstractive summary techniques is presented
in Chapter 2.

1.2 Motivation for the Study

Due to the popularity of online shopping and the exponential growth of product
reviews, there is a need for automatic summarisation of product reviews, providing im-
portant insights for informed decision-making and business growth in the e-commerce
industry. After exploring the review content on online e-commerce websites, analysing
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and summarising a large amount of product reviews has become very important. The
evolution of high computational power and the advancement of artificial intelligence
technologies have a significant impact on the development of AI-based summarisation
systems. These systems can save time for manufacturers, e-commerce companies, and
consumers and provide important insights for decision-making and growth in business.
To develop AI-based summarisation systems, natural language processing methods and
machine learning algorithms are used to extract important information from user re-
views and automatically summarise reviews into concise and meaningful sentences.

1.3 Problem Statement

Although researchers have been more focused on the product reviews summarisation
problem in recent years, it has still been challenging to encompass the aspect-based
summarisation of product reviews. There are several review summarisation datasets
available, but they only cover limited solutions. This relies on a paradigm that builds
model architecture based on English, Spanish, and German language reviews for generic
summarisation only. Moreover, there is a need to develop aspect-based summarisation
datasets and novel solutions to summarise product reviews based on the product’s fea-
tures. By gaining insights through the exploration of reviews on e-commerce websites
and existing review summarisation datasets, we are striving towards collecting data
from e-commerce websites. This thesis addresses the limitations of existing datasets
by applying preprocessing and feature extraction techniques to real-world data. The
proposed work aims to fill the gap in existing research by presenting a hybrid approach
for aspect-based summarisation of product reviews in the English language and experi-
menting with unsupervised and product-aware topic modelling on Hinglish code-mixed
product reviews.

1.4 Types of Reviews

There are two types of reviews: generic and aspect-based reviews. A detailed expla-
nation of the review types is provided below.

1.4.1 Generic Reviews and Aspect-based Reviews

Generic Reviews: Generic reviews define the overall general feedback without fo-
cusing on specific features of the product. These reviews do not describe any specific
aspects of the product; they only describe the overall feedback about the product or sat-
isfaction. These types of reviews are only helpful in estimating the user’s satisfaction
with the product. These types of reviews do not describe what exactly the user liked or
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disliked. These reviews are not particularly helpful in improving the product features.
The examples of generic reviews are described below.

1. “This dress is fine. I like it”

2. “I didn’t like this dress at all.”

Aspect-Based Reviews: These reviews describe the specific features of the prod-
uct, like size, design, fabric, stitching, etc. They are crucial for both purchasers and
manufacturers in understanding what customers like and dislike about features. The
reviewers discuss more than one aspect in the reviews. These types of reviews help
identify specific features. Some examples of aspect-based reviews are given below:

1. “The size of the dress is correct, but the fabric quality is poor.”
Aspects: Size(positive), fabric quality (negative)

2. “Stitching is great, but the design is disappointing.”
Aspects: Stitching (positive), design (negative)

1.4.2 Single Product and Multi-Product Reviews Summarisation

Multi-review summarisation can be performed on multiple reviews about a single
product or multiple products.

1. Single product Reviews summarisation: When a product has hundreds or thou-
sands of reviews, it’s hard for users to read them all. Single product reviews summari-
sation is the process of generating an informative and concise summary from multiple
user reviews of a product, service, or social media post. Instead of summarising a single
document, story or article, it combines the information of many reviews to highlight the
important topics, opinions, and sentiments to make a decision for purchasing goods.
The example of multiple reviews about a single product is given below:

Review Product
“The saree quality is amazing! but fitting is not accurate” Saree
“The design is disappointing worst fabric and blouse fitting.” Saree
“The saree length is okay, but the stitching quality of astar is poor.” Saree
“The saree is very nice but design is outdated ” Saree
“The phone battery is damaged and camera is poor” Mobile
“The adult kurti stitching quality is poor but fitting is okay” Adult kurti
“The kids dress zip is very loose and size is small” Kids dress
“The kids kurti fabric is transparent but materiel quality is awesome” Kids kurti

2. Multi-product Reviews summarisation: It is more complex and less common.
It summarises the multi-product reviews of different categories, like clothing and elec-
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tronics. These review summaries can be generated for each product individually. For
E.g., saree, adult or kids kurti, kids dress, mobile, etc. The below table describes some
examples of multiple product reviews.

Review Product
“The suit is very nice but design is outdated ” Lady suit
“The phone battery is damaged and camera is poor” Mobile
“The adult kurti stitching quality is poor but fitting is okay” Adult kurti
“The kids dress zip is very loose and size is small” Kids dress
“The kids kurti fabric is transparent but materiel quality is awesome” Kids kurti

1.5 Purpose of Summarisation

The primary context of summarisation is extracting important insights from text
in various areas, including e-commerce, healthcare, and education. There are differ-
ent purposes of summarisation, such as domain-specific, general, query-focused, and
aspect-based. These types are described in detail as follows.

Figure 1.2: Purpose of Summarisation

Figure 1.2 presents the 4 purposes of summarisation: 1. Domain-specific 2. Generic
Summary 3. Query-focused 4. Aspect-based Summary.

1.5.1 Domain-Specific

Domain-specific summarising is used when we want to summarise documents re-
lated to specific domains, like product reviews, movie reviews, medical, news, and
hotels. However, product review summarisation is also called domain-specific sum-
marisation. Zhang et al. [10] proposed DSGPT for summarising the domain-specific
reviews and product titles. Nowadays, more important challenges are to summarise
domain-specific summarisation due to unlabeled domain-specific datasets, such as those
in the medical domain and product reviews. It also requires domain knowledge of those
domains. Because, with the help of that domain knowledge, we can predefine some
product features and, based on those attributes, summarise the product reviews within
the context of that domain. Tailor the summarisation process to a specific domain,
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E.g., electronics, fashion, restaurants. It focuses on vocabulary, structure, and aspects
specific to the domain.

1.5.2 Generic Summary

The generic summarisation generates a generic summary based on important points
in the overall text. This type does not focus on any query or any specific features and
points. It summarises the overall document into essential content, only containing the
main theme and idea from the overall document [11]. It is only useful for the general
audience. It provides a generic summary without focusing on any query or specific
aspects, and focuses only entire review text.

1.5.3 Query-focused Summarization

Query-focused summarisation is mainly used for question-answering summarisa-
tion. E.g., query on specific questions related to any topic and summarise only the
information relevant to a specific query. It focuses only on the user query or interest.
finding words related to the query using a query-attentive semantic graph. The query-
focused summarisation is proposed by [12, 13], for specific domains.

1.5.4 Aspect-based Summarisation

Aspect-based Summarisation summarise the documents related to aspects rather than
summarising the generic documents [14]. The purpose and use case example is that
reviewers want to know what people say specifically about the size of the dress. It
summarises the product reviews based on the specific aspects of a product mentioned
in the reviews. E.g., in clothing product reviews, size, design, fitting, quality and fabric
are the features, and reviews related to a mobile phone contain info about battery life,
and camera quality, which are more important than the person about whom and what
occasion this product is purchased [15].

1.6 Nutshell of Purpose of Summarization

Table 1.1: Nutshell of Purpose of Summarization

Domain-
Specific

Product
domain

Specific
domain
reviews

Domain-
specific sum-
mary

Summarize reviews
of dresses or TVs.

Continued on next page
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Table 1.1 – continued from previous page
Type Focus Input

Format
Output Format Use Case

Generic Reviews Multiple
reviews

Condensed
overall sum-
mary

Summarise the multi-
ple reviews in short.

Query-
Focused

User query Reviews,
Query

Query-answer
summary

What people say
about size and design
of dress.

Aspect-
Based

Specific
product
aspects

Multiple
reviews

Aspect-wise
summaries

Summarize the opin-
ions related to any as-
pect like design,size
or quality, battery.

Table 1.1 describes the purpose of summarization types, focus, input with output
format of summary and use cases.

1.7 Importance of Aspect-based Summarisation

Aspect-Based Review Summarization is a natural language processing technique
that extracts and summarises opinions about specific aspects or features of a product or
service from user reviews. Instead of generating a general summary of a review, As-
pect based Summarisation (ABS) breaks down the review into feature-specific insights,
helping users understand exactly what people liked or disliked about each aspect.

Table 1.2: Importance of Aspect-based Summarization

Goal Explanation
Extract Specific
Information

Aspect based Review Summarisation (ABRS) identifies
distinct features or aspects (e.g., ”battery”, ”camera”,
”design”) mentioned in reviews.

Summarize Per
Aspect

It summarizes opinions for each aspect individually, in-
stead of the whole document or review.

Provide Structured
Insights

Helps convert unstructured, lengthy reviews into struc-
tured, digestible summaries.

Aid in Decision
Making

Users can quickly understand what people like or dislike
about a specific feature of a product.

Continued on next page
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Table 1.2 – continued from previous page
Goal Explanation
Enable Fine-
Grained Sentiment
Analysis

It links positive or negative sentiment to specific aspects
rather than the whole review.

Table1.2 defines the needs of aspect-based summarization with a detailed explana-
tion.

1.7.1 Applications and Benefits of Aspect-based Summarisation

Table 1.3: Applications and Benefits of Aspect-based Summarization

Domain Application Benefits
E-
commerce

Summarising product reviews
by aspects (E.g., camera, bat-
tery, display for phones)

Helps buyers make informed deci-
sions; improves trust and conver-
sions

Hospitality Summarizing hotel reviews
(E.g., location, cleanliness,
staff, amenities)

Tourists can compare hotels by
features; helps in hotel selection

Restaurants Summarizing food delivery or
restaurant reviews by food,
service, delivery, price

Improves customer satisfaction
and restaurant discoverability.

Recommender
Systems

Enhancing recommendations
based on users’ preferences

Suggests items based on what the
user values most (E.g., comfort vs.
price)

App Stores Summarising user feedback
for mobile apps by UI, perfor-
mance, features

Developers identify pinpoints,
users choose better apps.

Brand/Product
Monitoring

Monitoring customer feed-
back on products/services
over time

Companies can detect emerging is-
sues or trends per feature.

Social
Media
Monitoring

Summarising public opinion
on products/events by differ-
ent aspects

Track public sentiment on issues
(e.g., policy, launch events)

Market Re-
search

Analysis, survey or review
data across different prod-
ucts/features

Better product planning and cus-
tomer segmentation.

Continued on next page

9



Table 1.3 – continued from previous page
Domain Application Benefits
Educational
Feedback

Summarising
course/instructor reviews
by content, teaching style,
assignments

Help to improve curriculum and
teaching methods

Automotive
Reviews

Summarising car reviews by
mileage, comfort, safety, de-
sign

Assists car buyers with targeted
comparisons.

Table 1.3 describes the applications and benefits of aspect-based summarization.

1.8 Approaches of Aspect Extraction

Aspect extraction is the vital step for Aspect-based summarization. It identifies the
relevant aspect terms from the review text. However, there are several approaches to
extracting the aspects from the reviews, which are categorised as follows:

Table 1.4: Comparative Analysis of Aspects Extraction Approaches

Approach Type/Name Strengths Weaknesses
Rule-
Based
Methods

Unsupervised
(Handcrafted
rules or
dictionary
approach)

It can handle the domain-
specific control, and it
is simple, interpretable,
and no labelled data is
needed.

Not scalable, hard to
apply on multiple do-
mains.

Statistical
Methods

Unsupervised
(TF-IDF,
TF-ISF)

Lightweight, inter-
pretable, and can work
on large data

It may extract non-
informative frequent
terms and ignores
context.

Machine
Learning
Methods

Supervised
(SVM, NB,
KNN)

It learns patterns from la-
beled data, better than
rules

It is less interpretable
because requires la-
beled data and feature
engineering.

Deep
Learning
Methods

Supervised
(CNN, RNN,
LSTM)

Captures context, seman-
tic meaning, less manual
feature engineering

Requires large labeled
data, high computa-
tional cost.

Continued on next page
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Table 1.4 – continued from previous page
Approach Type/Name Strengths Weaknesses
Topic
Modelling

Unsupervised
(LDA, NMF,
BERT)

No labelled data re-
quired, identifies latent
hidden semantic topics
(aspects)

It is hard to control
granularity because
topics may not al-
ways align with exact
aspects.

Hybrid
Approach

Mixed (Rule-
based +
Transfer
learning)

Combines strengths
of multiple methods,
handles multiple domain
rules and context

Complex integration,
High cost, GPU, higher
implementation effort,
needs finetuning the
model.

Table 1.4 explains the several approaches of aspects extraction with the strengths
and weaknesses.

1.9 Research Challenges

In real-life scenarios, most professional and non-professional people do online shop-
ping, and professional people write good or bad feedback about product features in En-
glish. On the other side, non-professionals write reviews in Hinglish. We have analysed
that both English and Hinglish reviews are important for e-commerce companies and
manufacturers to increase sales, and also beneficial for consumers to purchase goods.
We have observed many research issues in existing research work, which are described
as follows.

1. Lack of Aspect-based Summarisation Datasets: To our knowledge, there is a
lack of domain-specific, especially women’s clothing, labelled datasets. Although
there are several product review summarisation datasets available, but these are
not sufficient to solve summarisation issues in real life. The summaries of those
datasets are written in a generic manner and do not include sentences related
to product features, which cannot solve the aspect-based summarisation issue.
To solve the aspect-based summarisation problem, it is necessary to develop or
annotate the aspect-based summarisation datasets [16, 17].

2. Hinglish Reviews: Another area that requires attention is the summarisation of
Hinglish reviews. While there has been significant research on sentiment analy-
sis of code-mixed Hinglish reviews, the field of Hinglish reviews summarisation
remains largely unexplored. It presents a unique opportunity for future research
and development in the field of natural language processing [18].
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3. Pre-processing techniques for summarisation: Although a great deal of work
has been done on pre-processing techniques on existing datasets. However, there
are many challenges to applying preprocessing techniques to real-life data. Be-
cause real data often contains numerous abbreviations, spelling errors, contra-
dictions, noise, and Hinglish reviews, it is very challenging to apply preprocess-
ing techniques to noisy data. There are pros and cons of several preprocess-
ing techniques, and they can be applied based on the application’s development
stage [19–22].

4. Feature Engineering and Extraction Techniques: A key research issue that has
emerged is the crucial role of domain knowledge in feature engineering and ex-
traction techniques. The absence of such knowledge, poses a significant challenge
in extracting features from different categories of product reviews, and it under-
scores the importance of understanding the product domain Although extracting
features from unstructured reviews is challenging, especially since these reviews
are often written in native languages and contain abbreviations, grammatical and
spelling errors [23, 24].

5. Aspect-based summarisation: There is admirable research done on product re-
view summarisation, but we found that there are some bottlenecks in aspect-based
summarisation techniques and aspect-based domain-specific datasets. We anal-
ysed that in reviews, many reviewers often include irrelevant information that is
not important for the summary. For ex. I purchased it for my son’s birthday. Al-
though it does not define any aspects so, these types of sentences should not be in-
cluded in the summary. Existing techniques have some loopholes to handle these
reviews and make it difficult to generate clear aspect-based summaries [25–28].

6. Coherent, Fluent and Accurate Summary: Existing approaches have faced the
challenges of being semantic, informative, relevant, fluent, coherent and accurate
predicted summaries [29, 30].

7. Multiple Domain-Specific Needs: Although profound work has been done on
summarisation but there are still open research gaps to summarise the domain-
specific datasets’ reviews. E.g., in the fashion category, there are domains for
ladies’ clothing, kids’ clothing, and men’s clothing. In the electronics category,
mobile reviews can also be found. The features of all these reviews are always
different, so it is very challenging to include all the products’ features in the
summary according to product type, and it requires a novel summarisation ap-
proach. [31, 32].
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8. Summarisation with Sentiment: There are some bottlenecks in the existing
work, and models sometimes struggle to include sentiment in the summary prop-
erly [33].

9. Evaluation of Summary Quality: Traditional metrics like ROUGE and BLEU
do not fully capture the quality of aspect-based summaries. Human Evaluation is
also required to evaluate the summary. More research is needed on human-centric
and explainable evaluation metrics. [34, 35].

1.10 Objectives of the Proposed Work

The objectives of the proposed research work are listed as follows:

• To study and analyse existing multi-review summarisation methods.

• To extract and preprocess the data for text summarisation of multi-documents.

• To propose a novel solution for an automatic user review summarisation.

• To validate the robustness of the proposed solution on various performance pa-
rameters.

1.11 Scope of Proposed Work

The proposed research aims to develop an effective approach for aspect-based review
summarisation for the English language reviews by combining rule-based, and transfer
learning techniques. The framework is designed to extract fine-grained aspects and
generate informative summaries across various product domains, such as fashion and
electronics. This research work introduces a hybrid approach for aspect-based abstrac-
tive summarisation, capturing associated sentiments and product features to develop a
synthetic corpus of summaries. Evaluation of summarisation quality is based on co-
herence, diversity, fluency, relevance, informativeness, ROUGE, BLEU metrics, BERT
F1, and Human score, as well as inter-rater agreement analysis. This research work also
focuses on Hinglish reviews and extracting important information to mine the Hinglish
code-mixed product reviews. It utilises both weakly supervised and unsupervised LDA,
NMF, and BERT topic modelling techniques to extract the meaningful topics. The
evaluation of extracted topics is performed using coherence, diversity and Jaccard sim-
ilarity scores. However, the scope is limited to the English and Hinglish languages, and
multi-domain, especially clothing and mobile product reviews, and does not extend to
multilingual product reviews.

13



1.12 Visualisation of Existing Summarization Datasets

There are many summarisation datasets publicly available. But through these datasets,
real-life issues can’t be solved because the real data contains so much noise and abbre-
viated words. The visualisation of the standard datasets is presented below.

(a) (b)

Figure 1.3: (a)Amazon Food Review Dataset (b) Clothing and Jewellery Dataset

Figure 1.3 (a) presents some review examples from the Amazon Food Reviews
dataset, which includes various product summaries. The summaries only describe the
product names, but no summary including the features of the product (b) shows some re-
view examples from the Clothing, Jewellery and Shoes Dataset. This dataset summary
is written for general purposes only and describes only the unimportant information in
the summaries, excluding any product features.

1.12.1 Home and Kitchen Review Dataset

Figure 1.4: home and kitchen reviews dataset
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Figure 1.4 explains the sample reviews from the Home and Kitchen Review dataset.
In this dataset summary with rating is explained. But in the summary is only written
about the product like New toaster, Its a toaster, Okay toaster, Basic toaster and last
summary is Toaster, Which does not describe any important information or not about
any features of the products.

Although these datasets are publicly benchmarked standard datasets but they are not
sufficient to solve real-life issues.

1.13 Findings of Existing Review Summarization Datasets

• Do the reviews in existing datasets have the same pattern as real-world reviews?

• Do existing datasets represent the abbreviations and noise, such as present in real
reviews?

• Do existing datasets contain reviews in code-mixed formats like Hinglish?

• Are reviews in existing datasets written by real shoppers and hence represent their
non-professional nature?

• Are the review summaries of existing datasets generic-based or feature-based?

• Do summaries of those datasets include the product names and product features?
Which can help to solve the challenge of multi-product review summarisation.

• Does sentiment analysis of summaries described in those datasets?

1.14 Motivation for Data Collection

Despite the fact that there are many unlabeled and labelled review summarisation
datasets available. However, some loopholes still exist in those datasets. Those datasets
do not contain any updated reviews, especially summaries of reviews that are not writ-
ten in accordance with product features. Existing datasets don’t contain indian reviews,
mainly in the women’s clothing domain. It is the novelty of the research, which analyses
English and Hinglish reviews on e-commerce websites. The main aim of data collec-
tion is to analyse the reviews and how professional and non-professional people write
feedback about products. We have analysed and collected various product reviews from
Amazon, Meesho and Flipkart, from which some reviews are in the English language
and some are in the Hinglish language. Some examples of Hinglish and English reviews
are shown below.
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1.14.1 Examples of Reviews on Amazon

There are numerous reviews present for each product on e-commerce websites like
Amazon and Meesho from which some samples of reviews are given below.

Figure 1.5: Examples of English and Hinglish Reviews

Figure 1.5 shows the some English reviews for clothing and Hinglish reviews for
mobile phones present on the Amazon e-commerce website. It also presents the reviews
as are latest up-to-date from 2020 to 2024.

1.14.2 Examples of Ladies’ Clothing Reviews on Meesho

Figure 1.6: Examples of Reviews on Meesho

Figure 1.6 shows some review of ladies’ clothing available on Meesho. These
women’s clothing reviews are mixed in English and Hinglish. To analyze the real-life
issues for review summarisation, we have collected the latest reviews from the 2019 to
2024 time period.
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1.14.3 Mismatch Rating of Reviews on E-commerce Websites

There are many reviews available on e-commerce websites whose rating is the op-
posite of the reviews. The following figure presents an example of an opposite rating
from the reviews.

Figure 1.7: Mismatch Rating of Reviews

Figure 1.7 shows that the ratings are not matched with the reviews. In real-life data,
many reviewers are not experts in writing reviews, and sometimes they give incorrect
ratings based on their reviews. The figure shows that the first review title is ’theak hai’
and the review text is ’sari theak hai zyada kuch khas nhi’. The reviewer has given
a rating of 4 stars. In the 2nd review user has written ’Damage cloth is very poor’.
However, the rating is 4 stars, which contradicts the review. To address this issue,
we employed Likert scaling, ranging from 1 to 5, to categorise the most positive and
negative reviews, along with their corresponding ratings.

1.15 Novelty Contributions of Thesis

Table 1.5: Contributions of the Thesis

Contribution
Area

Novelty Description

Product-aware
Topic Modelling
on Hinglish Code-
Mixed Reviews

Used unsupervised and supervised topic modelling (LDA,
NMF, BERTopic) to extract coherent and interpretable topics
from reviews and grouped topics based on specific product
names with the sentiments. The evaluation is performed using
coherence, diversity and Jaccard similarity scores.

Likert Scale of La-
belling Reviews

The proposed work has used a Likert scale to identify sentiment
polarity of the reviews.

Continued on next page
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Table 1.5 – continued from previous page
Contribution
Area

Contribution Description

Aspect-based
Sentiment-
oriented Reviews
Summarisation

The proposed work has developed a framework for aspect-based
summaries of multi-product reviews and created a synthetic cor-
pus of summaries that include sentiments and features. The
evaluation of summaries is performed using the Rouge score,
BLEU, BERT score, and human scores.

The table 1.5 describes the novelty contribution of the thesis for aspect-based sum-
marisation and product-aware labelled topic modelling on Hinglish code-mixed re-
views.

1.16 Workflow of Proposed Work

The workflow of the thesis framework and proposed architecture is as follows:

Figure 1.8: Block Diagram of Proposed Research Work

Figure 1.8 shows the steps of the proposed research work of aspect-based summari-
sation of English language reviews and topic modelling on Hinglish code-mixed prod-
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uct reviews, which are described as follows:. The English language reviews are sum-
marised through a hybrid approach, and important topics are extracted from Hinglish
code-mixed product reviews using topic modelling techniques.

1. The 1st step of this research is to collect the latest multi-domain product reviews
from the Meesho, Amazon, and Flipkart e-commerce websites.

2. Load unstructured data into a structured format in a CSV file, and experiment with
the various preprocessing techniques and filter the English and Hinglish reviews
and save into different data frames.

3. The Likert scale is applied to the English reviews to determine sentiments, and a
list of aspects for different products is prepared.

4. Apply the unsupervised and product-aware topic modelling techniques on Hinglish
code-mixed product reviews. To remove hinglish stop words, we have created a
Hinglish domain-specific stopwords list. Coherence scores are used to evaluate
the topics.

5. Perform aspect-based summarisation using a hybrid approach to summarise the
product reviews in the English language.

6. Evaluation of predicted summaries is made using the Rouge, BERT and BLEU,
Human score and coherence, fluency, informativeness, keyword, and fluency pa-
rameters.

1.17 Structure of the Thesis

The remaining thesis chapters, along with a brief overview, are presented below.

1. Chapter 2. Literature Review: This chapter discusses the literature survey of
existing summarization approaches, methods and datasets of review summarisa-
tion. This chapter also analyses the limitations of existing review summarization
datasets.

2. Chapter 3: Text Preprocessing and Feature Extraction Techniques’ Chal-
lenges on Domain Specific Data: This chapter analyses the challenges of col-
lecting reviews from e-commerce websites and applying various preprocessing
and feature extraction techniques.

3. Chapter 4: Experimentation With Topic Modelling Techniques on Hinglish
Code-Mixed Product Reviews: In this chapter, we present the experimentation
of unsupervised and labelled topic modelling techniques on Hinglish Code-Mixed
product reviews.
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4. Chapter 5: Aspect-based Product Reviews Summarization Using Hybrid
Approach: In this chapter, we propose the hybrid approach for aspect-based
product review summarisation, and we have experimented with the rule-based
and transfer learning methods.

5. Chapter 6: Results and Analysis: This chapter describes the evaluation param-
eters, including the Rouge metric, coherence, conciseness, relevance, informa-
tiveness, keyword coverage, and Bi-gram diversity, for evaluating summaries.

6. Chapter 7: Summary, Conclusion and Future Work: In this chapter, we
present the summary of our proposed work with a conclusion and future scope
for improving the results in this research area.
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Chapter 2

Literature Review

This chapter elucidates the role of various natural language processing and machine
learning methods in developing automatic summarisation systems. The main aim of this
chapter is to explore the techniques of multi-document extractive and abstractive sum-
marisation and datasets of review summarisation. This chapter focuses on identifying
the best approach from all summarising techniques and also examines the summaries of
benchmark data sets. It also provides a comparative analysis of rule-based and machine
learning, deep learning and transfer-learning methods. The detailed analysis of existing
review summarisation datasets, with the pros and cons, is also elaborated in this chapter.

2.1 Contributions of this Chapter

Table 2.1: Contributions of this Chapter

Terms Contribution
Review Finding the techniques and methods of multi-document summarisation,

and found that the latest transfer learning methods are most suitable for
summarisation.

Analysis
of Reviews
in Data
Sets

A detailed analysis of product review summarisation data sets and found
the difference b/w those datasets’ reviews style and grammar and real-
world reviews’ style.

Style of
Summary

We have analysed publicly available datasets, and the summaries of those
datasets are written in a generic style instead of a feature-based style,
which is not suitable for aspect-based summarisation.

Multi-
domain
product

We found that the existing datasets are mostly focused on electronics
products, and we contribute to collecting data from multiple domains,
including traditional ladies’ dress reviews in the fashion category and
mobile reviews.

Table 2.1 describes our contributions in this chapter. It describes the review of all
techniques for summarisation, and then a deep analysis of publicly available summari-
sation datasets.
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2.2 Approaches of Multi-review Summarisation

There are many approaches and methods of generating extractive and abstractive
summaries. Unsupervised techniques, such as graph-based and statistical methods, are
used to generate an extractive summary. Lin and NG [36] surveyed existing approaches
to generating abstractive summaries, with a focus on recent neural approaches. Rani
and Walia [37] explained several summarisation techniques of automatic abstractive
and extractive summarisation. Shakil et al. [38] highlighted the challenges of control-
lable abstractive text summarisation, including inadequate meaning, cross-lingual sum-
marisation, factual consistency, long-document summarisation, evaluation metrics, and
handling noisy data.

There are many approaches and methods of generating extractive and abstractive
summaries that are described as follows:

Figure 2.1: Approaches of Summarization

Figure 2.1 shows that several approaches like Rule-based, graph-based, machine
learning, deep learning, transfer learning and hybrid techniques are used to summarise
user reviews.

2.3 Aspect-based Extractive Review Summarisation

Aspect-based Summarisation summarise the documents related to product aspects
rather than summarising the documents according to frequency or a generic summary.
To generate meaningful summaries, the aspects must be included in the Aspect-based
summary.

2.3.1 Aspect-Based Review Summarisation Using Rule-based

The Natural Language Processing (NLP) rule-based approach is the primary and
traditional approach. This approach is used for extracting features using predefined
linguistics rules or part-of-speech tagging, such as nouns, verbs, or adjectives. This
technique is mainly used for sentiment analysis and the classification of positive and
negative reviews. Patkar et al. [16] applied a semi-supervised approach to generate a
feature-based summary for product reviews. They used the Link Grammar parser to ex-
tract frequent nouns and noun phrases. Proper nouns and named entities present good
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features involved in the summary. A pos tagger was used to identify the proper noun
feature. Stanford NER was used to identify named entity features. Htay et al. [24]
extracted explicit features of 5 electronic products using adjectives, adverbs, nouns,
words and the reviews collected from Amazon. Hou et al. [25] used linguistic pat-
terns to select the highly correlated noun features. They annotated the Kindle e-reader
265 review labels. Fleiss’ Kappa metric was used for the evaluation. Their proposed
framework summarised the reviews based on customers’ aspects and preferences. They
extracted feature-based relationships between sentiment and feature words and assigned
the scores according to dependency relationships. The shortcoming of their approach is
that a few labelled reviews and implicit aspects are not considered. They suggested that
extracting the product’s features, such as affordance, price, validity, linguistic patterns,
and ground truth results, can be used for further study.

Sheikh et al. [32] proposed a rule-based lexicon approach for extracting features
from mobile Samsung reviews, classifying them as positive, negative, and neutral us-
ing Sentiwordnet. Their approach can be improved with a supervised approach and an
attempt to build a predictive model. Hu and Liu [39] proposed a rule-based part-of-
speech tagging approach with an a priori algorithm to extract the features of products
and summarised the opinions related to features into positive and negative categories
using bootstrapping, association mining, and Word Net. They manually annotated the
features of 5 products and evaluated the summary by reading all the reviews. Konjeng-
bam et al. [40] proposed the aspect-based ontology tree model to summarise the product
reviews. Part-of-speech tagging, combined with grammatical rules, was used to extract
opinions, words, and aspects. Still, one limitation of their approach is that it overlooks
the identification of synonyms and hierarchical relationships between different aspects.

Hanni, Patil, and Patil [41] proposed a dynamic system for a feature-based extrac-
tive summary of the web link of a product, using Pos-tagged words that are more re-
lated to that product’s features. Reviews’ polarity and rating of reviews are included
in the summary. Chung and Tseng [42] developed a business intelligence system with
a rule-based technique for information retrieval. They employed association rule min-
ing, specifically the A priori algorithm, to extract features that revealed the relationship
between customer reviews and ratings. Siautama et al. [43] applied the pos tagging
with NLTK and extracted features by combining the adjective-noun words. Hong and
Wang [44] utilised POS rules to generate extract phrases from English and Chinese
reviews. 3 product reviews (hotels, Apple MacBook, Movies) are in Chinese, and an-
other 3 (Cars, Jiudian, office equipment) are in English. Chigateri and Bhandarkar [45]
proposed the rules to extract and classify the necessities and preferences from reviews.
Modal verbs ’has to’ define the necessity and ’would’ defines the preference. They
classified preferences with 99.78% accuracy and necessity with 91% accuracy based
on reviews. Amarouche et al. [46] applied the pos tagger to extract the features using
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nouns and converted plural nouns to singular nouns. One important key strength of the
system proposed by them is that it generates a summary that includes product features,
sentiment, and the period. Singh et al. [18] applied Pos tagging to extract the nouns,
verbs, adjectives, and adverbs stored in a frequent feature database. They experimented
on 1100 reviews of Android phones, crawled from Snap deal, Flipkart, Shop Clues, and
Amazon and classified the positive reviews with 62.60% and negative reviews-32.68
accuracy.

2.3.1.1 Strengths and Weaknesses of Rule-based Approach

Table 2.2: Strengths and Weaknesses of Rule-based Approach

Intro/Work Strengths Weaknesses
Rule-based
systems
identify
important
information
from reviews
using POS
tagging and
linguistic
patterns.

• It is easy to design rules for spe-
cific domain data, and this approach
yields maximum accuracy.

• It learns from data and can handle a
wide range of language patterns of
summary styles.

• It can generate summaries with
high accuracy and can handle large,
complex datasets.

• It can be trained on small labelled
data of the specific domain and can
easily adapt to new domains with
high performance.

• Easy to interpret and no training
data required and good for con-
trolled domains.

• To design the rules,
domain and linguistics
knowledge is required for
data training.

• Requires quality of la-
belled training data.

• Requires high cost, max
computational resources
and large amounts of data.

• It requires domain-
specific data for fine-
tuning and is complex to
implement and fine-tune
effectively.

• Not scalable and fails
with noisy or informal
text and Difficult to adapt.

Table 2.2 defines the strengths of the rule-based method is its simplicity and inter-
pretability, which make it suitable for small, well-structured datasets. However, the
weakness of approach it is not adaptable to informal language or large-scale data, lim-
iting its utility in dynamic environments.
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2.4 Reviews Summarisation Using Unsupervised Meth-
ods

2.4.1 Extractive Reviews Summarisation using Statistical Methods

The statistical approach is mainly used for generating extractive summaries. This
approach extracts sentences based on the frequency of words and probabilistic distribu-
tions to identify importance sentences and generate summaries. These methods do not
require labelled training data and are applied to calculate the frequency of sentences.
Siautama et al. [43] proposed a Term Frequency Inverse Document Frequency (TF-IDF)
method to summarise the hotel reviews in an extractive format and phrase summary
style by pairing adjectives with nearest nouns and considering polarity. TextBlob was
used to identify sentiments, and evaluation was performed through BLEU, ROUGE-1,
and ROUGE-2 recall scores. Li et al. [47] introduced TF-IDF with a weighted directed
graph to generate an extractive summary of movie and product reviews without losing
the sentiments by considering the sentiments’ scores. Meena and Gopalani [48] pro-
posed Term Frequency Inverse Sentence Frequency (TF-ISF) method to generate an
extractive summary of the DUC2002 corpus. They adopted the priority-based feature
filtering method to generate a multi-document summary.

Dalal and Zaveri [49] utilised a semi-supervised approach for mining user reviews
to generate feature-based statistical summaries. Cataltas et al. [50] used the TF-IDF
method to convert words into vectors. Reviews collected from the Amazon Review
dataset. The polarity of reviews is determined by the sentiment of scores using a dic-
tionary provided by VADER. Experiments were conducted on two Amazon review
datasets: shoes and electronics. They suggested that in future, find out the hidden
sentiments of consumers.

2.4.2 Aspect-Based Review Summarisation Using Graph Methods

Graph-based methods represent textual elements such as words, sentences, or as-
pects as nodes, and their semantic or syntactic relationships as edges in a graph struc-
ture. Text Rank, inspired by the PageRank algorithm, is one of the most well-known
graph-based algorithms developed by Google, which ranks sentences or phrases based
on their centrality in a similarity graph. Konjengbam et al. [40] employed the Latent
Semantic Analysis (LSA) method to identify hidden topics within the text and reduce
the matrix dimensions. Mobile, camera, DVD player and jukebox reviews were col-
lected for experiment purposes. One limitation of their approach was that it neglected
to identify the synonyms and hierarchical relationships between different aspects. Al-
Dhelaan and AI-Suhaim [51] proposed the topic signatureRecursive Neural Tensor Net-
work (RNTN) method to generate an extractive summary containing the sentiments.
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The Experimentation was performed on Opinions, Edmunds corpus, and hotel reviews
collected from TripAdvisor.com. An Evaluation was performed using Rouge scores
and Amazon Mechanical Turk. They also compared the results of their proposed graph-
based topic signature ranking algorithm with Lex Rank, Text Rank, Sum Basic, and
TF-IDF algorithms.

Modani et al. [15] proposed a variant of the Page Rank method to generate an ex-
tractive summary. They employed a greedy algorithm to select the maximum value of
sentences through the graph nodes and extracted the imp sentences and assigned scores
to them. The highest-weighted scores of words are added to the summary. Evaluation
was done through KL-divergence and compression rate, and retention methods. Ansari
et al. [52] proposed the graph-based semi-supervised algorithm for extracting aspects
from reviews of restaurants and laptops’ domain-specific datasets. Thessrimuang and
Chaowalit [53] used the PageRank and hop field method to extract the essential sen-
tences from 459 cosmetic product reviews collected from Twitter through the Twitter
API. The cosine similarity method is used to find the most important phrases and rank
these phrases, and find the pros and cons of each product through the phrases. They
evaluated system results with Rouge-1,2, Rouge-SU4 and KL-Divergence scores. The
limitation of their approach was the presence of grammatical errors in the unstructured
social media data. Another limitation is the less frequent use of synonyms.

2.4.3 Aspect-Based Review Summarisation Using Clustering

Clustering is an unsupervised machine learning technique that groups similar items
together based on their features. Clustering involves grouping similar sentences and is
widely used to group semantically related opinion sentences or aspect terms from the
unlabelled data. This helps in organising unstructured review data into coherent, aspect-
specific summaries. Cataltas et al. [50] proposed the DBSCAN clustering algorithm to
identify negative features through product defects, generating a summary of product
defects. Manjupriya et al. [54] proposed a parallel approach using the Hadoop cluster
to extract the features and opinion summarisation. The strength of their approach is that
they focused on scalability over summary quality, but it lacks semantic understanding.
They suggested that accuracy can be improved by extracting more accurate features,
including opinion words from adverbs and nouns.

Meng and Wang [55] introduced the clustering method to tag products and ex-
tract explicit and implicit features appearance and price through product specifications
fetched from Amazon. Angelidis and Lapata [56] introduced two weakly supervised
approaches to identify salient opinions and generate extractive summaries across six
diverse domains. They developed a novel dataset annotated by a human annotator with
gold-standard aspect annotations. They created the new dataset named OPOSUM to
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evaluate the summary of Amazon reviews from the Amazon product dataset. Their pro-
posed framework combined the seeded aspect extractor based on a multi-task objective
without directly supervision. There is a need to develop a more integrated approach that
can jointly identify sentiments and aspects across multiple languages and domains, and
to develop methods using weak supervision to generate abstractive summaries.

Li et al. [57] proposed Aspect-based summarisation by utilising the token cluster
method and BERT model to extract aspect-related words to generate an unsupervised
extractive summary. They extracted the root of noun phrases and adjectives related to
aspect word features from reviews. E.g., the noun phrase ’front desk staff the noun is
considered its root- ’staff’. The limitation of the approach is that noun phrases can’t
extract all product aspects, and the a lack of domain knowledge implementation for
extracting meaningful aspects. Tsai et al. [58] investigated the systematic approach to
summarising hotel reviews according to features. They created a classifier that iden-
tified helpful reviews and classified sentiment polarities. Their approach filtered the
reviews by hotel quality, such as cleanliness, service, traffic, and indoor and outdoor
facilities.

Bafna and Toshniwal [59] proposed the feature opinion mining approach based on
the product domain. Their system extracted the relevant reviews according to the clus-
tered features of a product. They proposed a system that automatically extracted fea-
tures based on the polarity of reviews. They clustered the aspect-related words. They
applied the token length, both with and without sentence order, along with a word
length penalty. Krishnakumari and Sivasankar [60] handled large datasets of reviews,
used Hadoop to cluster features and opinions and generated a feature-based summary.
Phong et al. [61] considered the MARK web-based online tool, along with a clustering
keyword-based framework, to analyse semi-automated reviews. Their proposed frame-
work automatically extracted the keywords from 300,000 mobile reviews gathered from
Google Play. Their proposed system ranked the associated negative reviews using a k-
means clustering algorithm. The evaluation was conducted to determine the ratings
using Pearson correlation and assess the distribution of ratings for skewness.

Coavoux et al. [62] proposed the k-means clustering algorithm for clustering sen-
tences based on aspect and summary generation. Gautam et al. [63] proposed clustering
approach to extract features. They employed the cosine similarity method to identify
the most similar sentences and rank them accordingly. Their approach clustered the
sentences according to features, and top-ranked score sentences were selected to cre-
ate an extractive summary. Souza and Manzato [64] proposed Aspect-based extractive
summarisation using POS tagging and the hierarchical agglomerative clustering tech-
nique. They used Euclidean distance, and single linkage to extract aspect-based sen-
tences from reviews. Their approach clustered the labels of aspects using TF-IDF and
centroid methods, and selected sentences related to at least one aspect. Experimentation
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was performed on the Opinions, Space, and Amazon datasets. An evaluation was done
using Rouge scores. The limitation of their proposed work is that they considered only
a few aspects to generate summaries of different domains.

2.4.4 Aspect-based Extractive Summary Using Topic Modelling

Topic modelling is an unsupervised machine learning technique used to discover
hidden topics, such as price, design, battery, or thematic structure, from unlabeled re-
views. Unlike supervised approaches that require labelled aspect terms, topic mod-
elling automatically learns the distribution of words across topics and the distribution
of topics across documents. Models such as Latent Dirichlet Allocation (LDA), Non-
Negative Matrix Factorisation (NMF), and more recently, BERTopic and Top2vec, have
been widely used for extracting interpretable and coherent topics from customer re-
views. Yang et al. [27] proposed the two-layer categorical topic modelling (CAT-LDA)
Method to extract the aspects of the category. Experiments were conducted using the
Amazon Review dataset. Wang, Zhu and Li [65] proposed the NMF method for gener-
ating feature-based extractive summaries based on time, price, size and quality without
losing any information. They used the centroid method to find the frequent adjective
features. The experiment was conducted with three types of rice cookers. The eval-
uation was conducted using DUC05, DUC06, Rouge-1, Rouge-2, W, and Rouge-SU.
Belwal, Rai and Gupta [66] employed the LDA topic modelling method and seman-
tic measure to generate the extractive summary. Experimentation was performed on
Opinions, Cars and the CNN/Daily Mail dataset. Cosine similarity, Jaccard coefficient,
and Euclidean distance were used to measure the similarity b/w sentences. In future,
their proposed method can be implemented on other language datasets also, and topic
modelling (graph-based method) can be incorporated to extractive summarisation.

Jin, Huang and Zhu [67] employed the labelled LDA method to identify critical ex-
plicit aspect topics from the Edmunds dataset of car reviews. Mukherjee et al. [68]
used an unsupervised topic model and Integer Linear Programming (ILP) method to
extract coherent sentences around certain aspects from tourist reviews. They manually
labelled the identified aspects with fine-grained labels and categorised the topics into
aspect classes. Chin, Bhowmick and Jatowt [69] proposed the LDA topic modelling to
generate the topics of tweets and ranked the tweets. Akhtar et al. [70] proposed the LDA
topic modelling method to find hidden topics and aspects for hotel review summarisa-
tion and classified the predefined classes into some common aspects. They crawled
hotel reviews from TripAdvisor, GoIbibo, Yatra, and other similar websites. Their ap-
proach summarised what users expect from hotels when they visit, or do not, according
to their budget. The main gap in their approach is that aspects are not extracted based on
users’ preferences, and they suggested that aspects can be extracted according to users’
preferences.
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2.5 Review Summary Using Supervised Machine Learn-
ing

Machine Learning (ML) plays a vital role in the development of summarization sys-
tems. It enables the learning of patterns from annotated review data and makes pre-
dictions about relevant aspects, classifying the polarity of reviews. sentiments, and
summary-worthy content, without relying solely on manually crafted rules. ML meth-
ods such as Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree (DT)
are used to classify the aspects based on the predefined aspects and for opinion mining.

Hanni, Patil and Patil [41] developed an Android app called Help Buy, which can
take a link to the web page of an Amazon product and display a summary of all reviews
on that page. They used NB, K-Nearest Neighbour (KNN) classifiers to classify re-
views into positive, negative and neutral and summarise customer reviews based on the
features of the product. Thessrimuang and Chaowalit [53] employed the Naive Bayes
algorithm to classify the polarity of cosmetic products. The cosine similarity method
is used to find similar phrases. Tsai et al. [58] developed a framework to filter the re-
views and grouped them by hotel quality, cleanliness, service, traffic, and indoor and
outdoor facilities. They employed the Decision Tree, SVM, Random Forest and Lo-
gistic Regression methods to categorise the helpful sentences and classified sentiment
polarities.

2.5.1 Strengths and Weaknesses of Machine Learning Approach

Table 2.3: Strengths and Weaknesses of Traditional ML Approach

Type of
ML

Intro/Work Strengths Weaknesses

Supervised
Learning

Input and output
labels are available.
Commonly used in
ABS for aspects
classification and
sequence labeling
tasks.

• High task-specific
accuracy

• Supports fine-
grained sentiment
analysis

• Predictable perfor-
mance

• Requires large la-
beled datasets

• Not domain adapt-
able

• Annotation is
time-consuming

Continued on next page
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Table 2.3 – continued from previous page
Type of
ML

Intro/Work Strengths Weaknesses

Unsupervised
Learning

No labeled data re-
quired. Often used in
ABS via topic mod-
els (e.g., LDA, NMF)
to discover latent as-
pects from reviews.

• No need for man-
ual labels

• Good for aspect
discovery

• Works on large
datasets

• Output may be
noisy or incoher-
ent

• Hard to evaluate
automatically

• Lacks sentiment
polarity by default

Table 2.3 describes the Supervised and Unsupervised ML role, pros and cons for
aspect-based summarisation.

2.6 Aspect-based Abstractive Reviews Summarization

2.6.1 Aspect-based Reviews Summarization Using Deep Learning

Deep learning has significantly advanced the field of aspect-based summarization
by enabling models to learn hierarchical and semantic representations of text data auto-
matically. Unlike traditional rule-based, statistical and machine learning methods, deep
learning models do not rely on manual feature engineering and utilise architectures such
as Recurrent Neural Network (RNN), Convolution Neural Network (CNN) to capture
contextual, sequential, and aspect-specific patterns within reviews.

Mabrouk, Redondo and Kayed [17] employed RNN, CNN, SVM, and a template
for hierarchical aspect-based opinion mining polarity. They crawled the reviews of 5
companies’ laptops using a web scraper, extracted aspects from product templates. A
key strength of their work is that their proposed framework can be applied to movies
and restaurant domains. However, a notable limitation is that their work only performed
the aspect classifications using explicit and implicit aspects. Boorugu and Madhavi [30]
proposed the Seq2seq model and Conceptnet embedding to generate an abstractive sum-
mary. They experimented on the standard Amazon food Review corpus, and evaluation
was performed using the Rouge Metric. They recommended that, in the future, the
BERT model can be used to get a more accurate summary rather than a Seq2seq sum-
mary.

Bravzinskas, Lapata, and Titov [71] proposed a Seq2seq with LSTM methods to
generate an abstractive summary. They experimented with Amazon and Yelp datasets,
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and evaluation was performed using the Flesch Kappa metric. Bravzinskas et al. [72]
employed the copycat algorithm for generating an abstractive summary. Boorugu and
Madhavi [30] proposed the Seq2seq model and Conceptnet embedding to generate an
abstractive summary. They experimented on the standard Amazon food Review corpus,
and evaluation was performed using the Rouge Metric. They recommended that, in
the future, the BERT model can be used to get a more accurate summary rather than a
Seq2seq summary.

2.6.1.1 Strengths and Weaknesses of Deep Learning Approach

Table 2.4: Strengths and Weaknesses of Deep Learning Approach

Intro/Work Strengths Weaknesses
Neural networks
(RNN, CNN,
LSTM) automati-
cally learn features.

• End-to-end learning and
can capture complex pat-
terns.

• Effective with large-scale
text.

• Requires large train-
ing datasets and low
interpretability.

• Slow training and tuning.

Table 2.4 describes the deep learning approach benefits from its ability to capture
complex contextual relationships, leading to more accurate summaries. The major
drawback, however, is the requirement for large labelled data for training and com-
putational resources, which can hinder real-time deployment.

2.6.2 Aspect-based Reviews Summarization Using Transfer Learn-
ing

Transfer learning is an advanced version of deep learning methods with an attention
mechanism that can be used with small annotated datasets by fine-tuning a model on a
target task. Instead of training a model from scratch, knowledge acquired from solving
a general problem is transferred to a domain-specific or downstream task. In the field
of Natural Language Processing (NLP), transfer learning has gained tremendous popu-
larity with the emergence of pretrained language models such as BERT, RoBERTa, T5,
and PEGASUS models are pretrained on massive unlabeled text corpora to learn deep
contextual representations, and then fine-tuned on specific tasks such as summarization,
sentiment analysis, or aspect-based opinion mining. In the context of aspect-based sum-
marisation, transfer learning methods enable the understanding of semantic nuances and
aspect-specific opinions, even with limited domain-specific data. This makes it a crucial
strategy for developing robust and scalable NLP systems in real-world applications.
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Amplayo, Angelidis and Lapata [14] proposed an Aspect-based abstractive sum-
marisation based on the queries about aspects. They created a synthetic review corpus
paired with aspects and a controller that predicted the aspects in a document and de-
veloped the pseudo summary. Siledar, Makwana and Bhattacharyya. [29] proposed the
aspect-sentiment-based opinion summarisation by fine-tuning a transfer learning model.
They annotated the AMASUM synthetic dataset by collecting information from prod-
uct descriptions, specifications, reviews, and question-answer pairs. They employed
an extractive-abstractive approach that extracted salient opinion sentences based on an
aspect-sentiment combination. The limitation of their proposed approach is that the
summaries are not factually correct. Zhang et al. [33] proposed the Roberta transformer-
based model for aspect-based opinion summarisation. Their proposed system also per-
formed aspect-based sentiment analysis to extract opinion phrases from reviews. They
performed experiments on Yelp, Amazon, and Rotten Tomatoes datasets and conducted
an evaluation using ROUGE metrics. The limitation of their proposed work is sum-
maries are not informative, and domain knowledge is not considered. They suggested
that in the future, better strategies can be applied to model the extraction of aspect and
sentiment information explicitly.

Tang, Zhang and Dinh [73] proposed the aspect-based key point analysis for quanti-
tative review summarisation. Luo [74] highlighted the significance of BERT and BART,
two contextual pre-trained embedding models that have demonstrated considerable po-
tential in NLP applications. Takeshita et al. [75] developed a novel summarisation
ACLSum dataset with the input of domain experts. Anker et al. [76] proposed a zero-
shot text classification and generic summarization approach for aspect-based summa-
rization without any supervision. Soleimani et al. [77] experimented with the zero-
shot self-supervised pre-training approach for biomedical aspect-based summarisation
by leveraging the PubMed structured abstracts over unseen aspects. Wang et al. [78]
employed the two-stage model to generate abstractive Multi-document summaries us-
ing the AspSumm dataset. They experimented with the WikiAsp dataset. They per-
formed zero-shot, few-shot, and fine-tuning on seven downstream datasets. Zhang et
al. [79] developed a framework using the Roberta transformer-based model to create
an aspect-based abstractive sentiment-oriented summary of unlabeled reviews, denoted
as ASU-OSum, an aspect-based opinion summarisation. They experimented with Yelp,
Amazon, and Rotten Tomatoes datasets, evaluated the results using ROUGE metrics
and human evaluation. The limitation of their proposed work is summaries are not in-
formative, and domain knowledge is not considered. They recommended that, in the
future, better strategies can be applied to model the extraction of aspects and sentiment
information explicitly.

Pan et al. [80] proposed a large-scale aspect-based abstractive summarisation dataset
by using aspect alignments. The abstractive summary is based on the aspect related to
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phrases. They used the Pointwise Mutual Information (PMI) method and also utilised
an attention-based Pointer Generator Network (PGN) recurrent neural network to gener-
ate an abstractive summary. Evaluation scores were achieved by BLEU-3.20, Rouge1-
27.72, Rouge2-26.41, and Rouge SU-7.97 for the word-level and aspect-level evalua-
tion, which were done using Precision-93.05, Recall-88.75, and F1-90.83 scores. The
limitation of their proposed framework is that it is specific to the fashion domain, but it
can be extended to other domains, such as books and movies. Korkankar et al. [81] ex-
plored the use of large language models, such as Llama, Generative Pre-trained Trans-
former (GPT), Gemma2, Mixtral, and Qwen2 Mistral, on the publicly available Ama-
zon reviews dataset. An experiment was conducted on three different domains, and
evaluation was performed using Rouge, Meteor, and BERTscore F1 and GPT4 to as-
sess the quality of aspect-based abstractive summaries. They suggested that in the fu-
ture, large language models can be fine-tuned to analyse and improve the performance
and efficiency of large language models.

Xu, Meng and Cheng [82] proposed an aspect-based abstractive summarisation that
employed the aspect-sensitive Markov random model and a greedy removal method to
represent and meet diversity. They focused on the dependency between extracted sen-
tences and intrinsic relationships for generating summaries. They used the MG-LDA
model, a language model, and a multinomial distribution of words to extract aspects.
Higher probability of words being selected as explicit aspects and sub-aspects. Tyss,
Aly and Grabmair [83] proposed aspect-based summarisation of legal documents and
introduced the novel dataset LexAbSumm for aspect-specific summarisation of legal
case files. They used handcrafted rules and regular expressions to parse the documents.
They proposed BERT embeddings and the LED, PRIMERA, LongT5, SLEd-BERT,
and Unlim-BART models to generate an abstractive summary. An Evaluation was per-
formed using BLEU scores. They recommended that, in the future, the model can be
developed to consider aspects and prevent the generation of non-aspect-related words
in summaries.

Kansal and Toshniwal [84] proposed aspect-based sentiment-oriented summarisa-
tion by clustering subjective aspect words and detecting polarity ratings using the PMI
(Pointwise mutual information) method, as well as mapping features to opinion words,
which can handle context-dependent words. They used an online sentiment dictionary
to classify the context-independent words. They used features and opinion words to-
gether. The weakness of their approach is limited to 500 reviews of DVD players,
cameras, and Nokia phones, with non-feature words selected through nouns and ad-
verbs. Tan et al. [85] introduced a novel approach that utilises weak supervision and
aspect-based modelling, ingeniously integrating rich external knowledge from Concept
Net and Wikipedia. An experimentation was done on the CNN/Daily Mail, 280k MA-
News dataset using the Bidirectional and Auto-Regressive Transformer (BART) model.
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A limitation of their work is that NER can only be applied to news articles to extract
aspects, not to product reviews. Yang et al. [28] proposed query-based summarisation
for specific domains. They used the OASum dataset, which contained an open-domain
aspect-based summarisation. They performed zero-shot, few-shot, and fine-tuning on
seven downstream datasets. The limitation of their approach is that summaries are not
correlated with aspects.

2.6.2.1 Strengths and Weaknesses of Transfer Learning Approach

Table 2.5: Strengths and Weaknesses of Transfer Learning Approach

Intro/Work Strengths Weaknesses
Pre-trained large language
models, such as BERT,
BART, GPT, and T5, han-
dle contextual understand-
ing and abstractive sum-
marisation.

• Excellent contextual
understanding and
reduces the need for
task-specific training.

• Generalizes well to
new domains

• Requires significant
computational re-
sources and Risk of
domain mismatch.

• Hard to interpret pre-
dictions

Table 2.5 describes the working of transfer learning methods with their strengths and
weaknesses for aspect-based summarization.

2.7 Hybrid Aspect-based Extractive-Abstractive Sum-
mary

A hybrid approach combines Rule-based linguistics patterns with ML, Deep Learn-
ing (DL), and Transfer learning-based methods to generate an extractive-abstractive
summary. Di Fabbrizio, Stent and Gaizauskas [26] developed a STARLET-H system
that generated extractive and abstractive summaries. They manually labelled the re-
views of hotel and restaurant domains and selected the most frequent adjective phrases
through polarity and aspects. They also experimented on the DUC05 and DUC06
datasets. Siledar, Makwana and Bhattacharyya [29] proposed the aspect-sentiment-
based opinion summarisation by fine-tuning a transfer learning Text-To-Text Transfer
Transformer (T5) model. They annotated the AMASUM synthetic dataset by collect-
ing information from product descriptions, specifications, reviews, and question-answer
pairs. They used an extractive-abstractive approach that extracted the salient opinion
sentences. The limitation of their work is summaries are not factually correct.
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Hong and Wang [44] proposed the LDA model with Long Short-term Memory
(LSTM) to classify and summarise car and hotel reviews, transitioning from an extrac-
tive to an abstractive summary, across 6 datasets about cars and hotels collected from
University of California Irvine machine learning repository (UCI). Ye and Lee [86]
utilised the BERT autoencoder model to convert reviews into vectors. They crawled
the reviews of iPhone and Samsung mobiles and extracted domain-related features,
such as performance, capability, and functionality. Positive and negative summaries
are generated separately with the Bidirectional Encoder Representations from Trans-
formers (BERT) encoder and LDA model. They also created a sentiment analyser
to detect aspects and their polarity and group relevant sentences for all prominent as-
pects. Frermann and Klementiev [87]introduced abstractive summarisation and extrac-
tive aspect-based summaries. Gurusamy, Rengarajan, and Srinivasan [88] proposed
LDA and sentence concept matching to fine-tune the transformer model and generate
both extractive and abstractive summaries. Their proposed system generated coherent
summaries, including intermediate extractive summaries, by covering semantic aspects.
Gautam, Kaur, and Josan [63] utilised the clustering and BiLSTM deep neural network
to generate an extractive summary of TV reviews collected from Amazon and Flipkart.
The evaluation was performed using the human scores and BLUE scores. The limi-
tation of their approach is summary contains grammatical errors, and polarity is not
considered.

Liu and Wan [89] utilised deep learning algorithms AttrEnc, AttrDec, AttrEncDec
and MemAttr encoder-decoder model. The MemAttr model captured product features
and user information to generate a summary. They experimented with the ReviewSum
data set, which consists of 167,000 reviews, 3,080 users, and 3,329 products, labelled
with 142.8 million samples. An evaluation was performed using Rouge 1, 2, and L
scores. Nikhil Padhi et al. [90] experimented with Logistic Regression, Random Forest,
SVM, XGBoost, ELMO, CNN, BiLSTM, BART, XLNet, BERT-base, and Legal BERT
methods proposed for classifying SEBI case files. They utilised the embeddings of
Word2vec, TF-IDF, and Glove for aspect-based summarisation. Their proposed frame-
work achieved Rouge1-41, ROUGE2-26 AND ROUGEL-35 scores using the BART
method and using BRIO, Rouge1-45, Rouge2-27, RougeL-35. Their system achieved
high accuracy by exploring length-controlled abstractive summarization. Moreover, the
indian legal documents dataset developed by them can be used for further analysis of
indian legal documents.

Jeong and Lee [91] proposed a hybrid approach using the BERTopic modelling tech-
nique and ChatGPT to analyse the aspect-based frequency of complaints and identify
negative sentiments in hotel reviews. They categorised complaint sentences based on
the hotel’s aspects and analysed the frequency of complaints. Their proposed technique
achieved 70% accuracy in classifying the complaints. The main strength of their ap-
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proach is that it can offer valuable insights into improving hospitality for hotel reviews
and potentially reveal trends in customer expectations for hotel service quality. They
indicated that fine-tuning of ChatGPT can be used to enhance the accuracy of aspect-
based summarisation, and additional evaluation parameters can be used to assess the
performance of ChatGPT.

Hayashi et al. [92] developed an open-source dataset using Wikipedia articles in 20
different domains. A two-stage model is proposed to identify aspects and summarise us-
ing extractive and abstractive models. They handled the proper pronoun quoted sources
and consistent explanations of time-sensitive documents. Although they developed a
weakly supervised dataset, the limitation is that it depends on Wikipedia articles and
lacks multilingual representation. Rana and Cheah [31] employed a rule-based and ma-
chine learning approach to explore sequential patterns and normalised Google distance
to extract both explicit and implicit aspects. They used similarity distance with the
Particle Swarn Optimisation (PSO) method to group the synonyms. The strength of
their approach is that their proposed method can be applied to real-life reviews across
multiple domains.

2.7.1 Strengths and Weaknesses of Hybrid Approach

Table 2.6: Strengths and Weaknesses of Hybrid Approach

Intro/Work Strengths Weaknesses
A hybrid
approach,
integration
of rule-
based and
machine
learning
models.
This ap-
proach aims
to balance
inter-
pretability
and gener-
alisation

• It can improve ac-
curacy by capturing
the domain-specific
linguistic rules and
leverage the comple-
mentary strengths of
each technique.

• Hybrid systems can
be tailored to any
domains(fashion,
electrical) with domain-
specific rules without
retraining the models
from scratch.

• It may increase system complex-
ity and may require careful tuning
of rule priority or model flow and
rules annotation for new domain
is a time-consuming process.

• Complex for domain-specific
summarization tasks because of
risk of overfitting of rules on
domain-specific

• It can slow down performances
due to involving multiple stages
and models inference.

• It may conflict decisions and arise
discrepancies

Table 2.6 presents the strengths and weaknesses of the hybrid approach.
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2.8 A Nutshell of Existing Work on Summarization

Table 2.7: Researchers’ Work Approach Wise

Ref Approach
[93], [25], [42], [24], [16], [46], [44], [94], [59],

[95]
Rule-based

[43], [48], [47], [8] Statistical Approach
[96], [44], [69], [20], [67], [97], [66], [27], [65],

[98]
Topic Modelling

[59], [52], [99], [100], [101], [53], [102] Supervised Machine Learn-
ing

[103], [104], [15], [53], [105], [106], [107], [40],
[52]

Graph-based

[108], [63], [51] Unsupervised Deep Learn-
ing

[58], [109], [110], [88], [26], [31], [87], [111], [43],
[16], [49]

Hybrid Approach

[30], [44], [34], [112], [87], [78], [14], [89] Supervised Deep Learning
[54], [59], [84], [55], [61], [94] Clustering
[86], [113], [114], [71], [33], [17], [29], [57], [58],

[85], [70], [14], [78], [79], [33], [28]
Transfer Learning

The table 2.7 describes the approach wise existing work on summarisation with the
references. It also shows that the most of researchers are using transfer learning methods
for developing summarisation systems framework.

2.9 Comparative Analysis of Aspect-based Summarisa-
tion

Table 2.8: Comparative Analysis of Existing Work on Aspect-based Summarisation

Ref,
Year

Method Dataset Evaluation Limitations/Future
Scope

Continued on next page
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Table 2.8 – continued from previous page
Ref,
Year

Methodology Dataset Evaluation Limitations/Future
Scope

[14]
2021

DistilRoberta
for feature
extraction and
T5 for training

A synthetic
dataset gen-
erated from
OPOSUM
and Space
datasets

AMT, Info, Coh,
Con, Flu and
R1,R2,RL-40.37,
11.51, 23.23 for
Space and 32.98,
10.72, 20.27 for
the OPOSUM.

Length of the
summary and the
sentiments are not
considered.

[17]
2021

BERT for sum-
marization and
CNN, SVM for
classification.

Laptop re-
views from
five EC
websites

F1-score- 82.6%
achieved for clas-
sifying opinions

Implicit and ex-
plicit aspects not
considered.

[25]
2019

Linguistic
patterns and
highly corre-
lated features

Manually
annotated
265 Kin-
dle Reader
reviews

Precision, Recall,
F1 score

Not contained im-
plicit aspects.

[26]
2014

Hybrid ex-
tractive to
abstractive
summary using
a linguistic
and statistical
approach

Manually la-
belled the as-
pects of ho-
tel and restau-
rant reviews

Amazon Mechan-
ical Turk

Negative re-
views are not
considered.

[28]
2023

A transformer
model for
extractive to
abstractive
summarization

Long texts
of 20 do-
mains from
WikiAsp,
OASUM

Rouge score R1,
R2, RL

Summaries are
not correlated
with aspects.

[29]
2023

Extractive-
abstractive
approach and
fine-tuned a T5
model

Annotated
the AMA-
SUM syn-
thetic dataset.

R1-37.27, R2-
19.22, RL-
35.32-verdict,
Pros-R1-24.36,
7.91, 23.11, cons
R1-21.17, 7.07,
20.08

Summaries are
not informative
and factually
correct, which
difficult to re-
solve conflicting
information.

Continued on next page
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Table 2.8 – continued from previous page
Ref,
Year

Methodology Dataset Evaluation Limitations/Future
Scope

[30]
2019

Seq2seq
model,Conceptnet
embedding, for
abstractive
summary

Amazon food
Review

Rouge Metric Summary quality
is low.

[33]
2023

Roberta model
with attention
mechanism
and sentiment
analysis.

Yelp, Ama-
zon, Rotten
Tomatoes
datasets.

ROUGE met-
rics and human
evaluation

Low quality
summary and
domain-specific
knowledge is not
considered.

[57]
2023

Noun phrases
and adjectives,
and BERT
to extract
features.

Amazon,
Space

R1-40.89, R2-
10.83, R3-24.58,
inf, coh, concise

External domain
knowledge is not
considered.

[63]
2021

Bidirectional
Long Short-
Term Memory
Network (BiL-
STM) deep
neural network
and clustering

TV reviews
collected
from Amazon
and Flipkart

BLEU Score Summary con-
tains grammatical
errors, and po-
larity is not
considered.

[64]
2022

Hierarchical
agglomerative
clustering,
SBERT model,
and TF-IDF

Opinions,
space, and
Amazon
datasets.

Rouge R1, R2,
RL Scores

A few aspects are
considered.

[70]
2017

LDA model
and linguistics
patterns

Hotels re-
views of
Trip Advisor,
GoIbibo, and
Yatra

Human Evalua-
tion

Domain-specific
model lacks
generalizability
and use of deep
models.

[78]
2023

A two-stage
model to gener-
ate abstractive
summaries.

Wiki Asp
dataset.

Rouge scores. some aspects not
observed in train-
ing.

Continued on next page
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Table 2.8 – continued from previous page
Ref,
Year

Methodology Dataset Evaluation Limitations/Future
Scope

[85]
2020

BART model,
NER, Weak
supervision,
Conceptnet

CNN/Daily
Mail and
280k MA-
News dataset,
Wikipedia

Rouge R1, R2,
RL Scores

The weak super-
vision may cause
noise for different
domains.

[87]
2019

Encoder-
decoder
Pointer-
generator
model and
weak supervi-
sion

CNN/Daily
Mail and
RCVI
datasets.

Diversity- 0.133,
flu - 1.667, and
info-1.433, Rouge
R1- 0.23 and R2-
0.22.

Abstractive sum-
mary limited to
the news domain
only, and content
informativeness
varies.

[91]
2024

BERTopic,
HDBSCAN for
aspect based
classification
and sentiments
analysis

Hotel Re-
views from
TripAdvisor

ChatGPT Fine-tuning of
large language
models and
the annotated
datasets can be
considered.

[92]
2021

Fine-tuned
Roberta model,
Presumm
model, Text
rank

WikiAsp,
Opossum,
Amazon,
Rotten
Tomatoes,
MA-News

R1, R2, and
RL Text Rank-
20.47 3.59 18.45,
Presumm- 22.94
5.74 21.02

Limited to
Wikipedia’s ar-
ticles and lacks
multilingual
representation.

[112]
2021

Jointly Neu-
ral Attention
model for sum-
marisation with
ratings

Electronics
toys, games,
movies and
TV, Home
and kitchen

ROUGE Score Rating prediction
is not considered

The table 2.8 presents a comparative analysis of existing work on aspect-based sum-
marisation, including the methods, datasets, and evaluation metrics. The limitations of
the existing work is also explained.

2.10 Other Related Work

Bravzinskas et al. [115] developed the framework for the abstractive summarisation
system using a few-shot transformer, and experimentation was done on Amazon and
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Yelp datasets. An evaluation was done using the Rouge-L score. Their model gen-
erated a summary that was concise, coherent, fluent, informative, and conveyed the
sentiments effectively. One key strength of their proposed model is its applicability to
cross-domain applications. Amplayo and Lapata [20] proposed the unsupervised LDA
method and deep learning model to summarise unlabeled product reviews. They created
synthetic datasets and utilised the LDA method to extract explicit aspects, incorporating
sentiments derived from the opinions. Muniraj, Sabarmathi and Leelavathi [111] used
Text Rank to extract important sentences from each news document to generate an ex-
tractive summary and then applied the Seq2seq hybrid model to generate an abstractive
summary of news documents. Meena and Gopalani [48] utilised a rule-based method
to select proper nouns and named entities from text and TS-ISF for sentence filtering,
based on sentence scoring at the word level, and sentences were selected using ranking.
The experimentation was performed on DUC 2002. They suggested that the proposed
method might be explored by filtering the semantic features and involving the features
of discourse-based approaches.

Mani et al. [8] utilised the unsupervised centroid-based distributed bag of words and
beam search method for multi-document summarisation. They experimented with it on
the DUC2006 and DUC2007 datasets. Implementation was performed with Gensim.
Goodwin, Savery and Demner-Fushman [116] compared the 3 models BART(BART-
large), T5(T5-base), and PEGASUS (Pegasus base) on the summarisation datasets.
They experimented with zero-shot and few-shot learning (10 labelled examples) and
found no difference in summary quality. They summarised the documents using topic
and question-driven multi-document abstractive summarisation. They experimented
with DUC 2007, TAC 2009, TAC 2010, and MEDIQA datasets. Shah et al. [34] utilised
a Seq2seq encoder-decoder-based model to summarise food reviews based on quality,
price, and maximum food demand, converting the input vectors to a smaller sequence
of output vectors. Their proposed system summarised the reviews based on the prod-
uct’s ID with sentiment. They suggested that the BERT transformer-based method can
achieve good results in generating summaries as compared to Seq2seq. However, a no-
table limitation is that their proposed approach relies heavily on large labelled datasets,
and performance may degrade on unseen domains.

2.11 Research Gaps

Although a profound work has been done on Aspect-based summarisation. We
found some bottlenecks in aspect-based summarisation techniques on domain-specific
datasets. During the literature survey, research gaps found for the aspect-based sum-
marisation are as follows:
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1. Existing summarisation methods struggle to capture sentiments in the summary
[112].

2. Existing models struggle with distinguishing between overlapping multiple as-
pects in a single sentence [17, 28].

3. Domain adaptation remains a challenge due to varying terminologies for aspect-
based summarisation [33].

4. There is a need for datasets of aspect-based summaries of domain-specific and
multiple product reviews [28].

5. Real-world reviews writing style is different due to containing noise, typos, ab-
breviations, emojis, and inconsistent grammar. [63].

6. The absence of domain knowledge underscores the development of effective pre-
processing and feature extraction techniques on domain-specific datasets [19].

7. Most research is focused on English, and the remaining unexplored. Another area
that requires attention is the summarisation of Hinglish reviews [91].

8. Existing approaches have faced the challenges of being semantic, informative,
relevant, fluent, coherent and accurate predicted summaries [29].

9. Few-shot and zero-shot learning approaches remain underdeveloped for training
the small domain-specific datasets for the aspect-based summarisation task [30].

10. The traditional metrics ROUGE and BLEU do not fully capture the quality of
aspect-based summaries. [28].

11. There is a need to investigate the generalisation of guided topic modelling tech-
niques on various domains and languages [117].

Despite extensive research efforts and advancements in this area, there remain gaps
that necessitate further investigation. Although significant progress has been made by
researchers using various approaches for aspect-based summarisation, challenges such
as handling contextual ambiguity, semantic, multiple domain handling, and maintaining
summary coherence remain. These identified gaps motivate the methodology proposed
in the next chapter.

2.12 Analysis of Available Reviews Summarisation Datasets

A detailed description of the pros and cons of existing datasets, which are publicly
available on Kaggle or Hugging Face, is given below.
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2.12.1 Home and Kitchen Reviews Dataset Analysis

Table 2.9: Examples of Home and Kitchen Review Dataset

ReviewText Rating Summary
My last toaster stopped working and, after research, I thought this
a good choice. I am disappointed that it does not toast evenly on
both sides.

2 new
toaster

Got my mom this when she requested a new toaster. What can I
say...it’s a toaster...it toasts toast. Nothing has blown up or caught
fire. It does what it is supposed to. She likes it. Would purchase
again.

4 Its a
toaster

I had a more expensive toaster before. I hated it. This one is so
much better and I like the white.

5 Toaster

I wanted a toaster that was simple and this does the trick. If things
start to burn it has a stop button and we like that. We have set it at
a 21/2 temp and that toasts just fine.....Easy to clean just pull out
the bottom tray and then I shake it over the sink for lose crumbs.

4 new
toaster

I’m not big on unique gadgets since running out of storage space
in the kitchen, but this one beats all the workarounds for slicing
cakes horizontally.

5 what
can I
say

My husband wanted this for Christmas to go along with the new
grill he bought a month ago. It works great because we can sit
inside and watch tv while the food cooks outside on the grill and
check on the internal temperature from the comfort of our couch.

5 Christmas
gift

Table 2.9 shows some samples of the Home and Kitchen reviews dataset with the
ratings and summaries, which are publicly available on Kaggle.

2.12.2 Clothing Shoes and Jewellery Dataset Analysis

Table 2.10: Reviews of Clothing Shoes and Jewellery Dataset

ReviewText Rating Summary
My 4 year old daughter always wants to play dress up. I bought
this for her for Christmas and she never wanted to take it off. It
is almost a year later and she still has it. It was well worth the
money and has held up this long with nothing wrong with it. I
would recommend it

5 My
daugh-
ter loved
it.

Continued on next page
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Table 2.10 – continued from previous page
ReviewText Rating Summary
Our granddaughters are all very girlie, so when the youngest one
received this for Christmas, they all wanted it. Great color and fit
for a 2 year old as well as her aunt who is 30. I would recommend
this tutu for all little girls.

5 Sassy

Have they lost their minds. Over 100 dollar for a costume. Ama-
zon, you are an idiot. This is an inexpensive costume. It better
include a meeting with Tom Hanks for that price.

1 WHAT

Table 2.10 shows the outdated reviews of clothing, Jewellery and shoes dataset, that
contained the columns of reviews, rating and summaries. The summaries of these re-
views do not describe any product or aspect. The summaries of this standard dataset are
written generic-based, not feature-based summaries.

2.12.3 Analysis of Flipkart Multiple Product Reviews Dataset

Table 2.11: Some Reviews of Flipkart Reviews Dataset

Summary Rating Review Text Sentiment
awesome 5 amazing sound bar mivi very good quality sound and

bass very rich battery backup very good and build
quality good

positive

fabulous! 5 it camed out very good than the expectedbass is good
battery backup is best we almost use it 335 hrs ev-
eryday still its battery comes down to 80 only loved
the product

positive

terrific 5 great buy best in this money segment love the sound
quality and the bass overall must buy and also love
the made in india tag over the packagingsound qual-
ity 55battery 45bass 45

positive

brilliant 5 amazing sound and deep bass great build qual-
ity speaker build design is also very good battery
backup and bluetooth connectivity is also very good
best soundbar at this price range

positive

awesome 5 excellent product from mivi i really loved this blue-
tooth speaker battery backup amazing also fast con-
necting bluetooth

positive

Continued on next page
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Table 2.11 – continued from previous page
Summary Rating Review Text Sentiment
fabulous! 5 best product quality is to much awesome really love

it you can definitely but it thank you
positive

just okay 3 thin blanket soft and overall good positive
fair 3 the quality is good but the power of air is decent positive

Table 2.11 defines some samples of reviews of Flipkart multiple product reviews
dataset that have columns: reviews with ratings, sentiment and summary. But sum-
maries do not properly describe any product or any aspect.

2.12.4 Women’s E-commerce Clothing Reviews

Table 2.12: Women E-commerce Clothing Reviews

ReviewText Rating Division
Name

Class
Name

Absolutely wonderful silky, sexy and comfortable 4 InitmatesIntimates
Love this dress. it’s so pretty. i happened to find it
in a store, and i’m glad i did because i never would
have ordered it online

5 General Dresses

I love this dress. i usually get an xs but it runs a little
snug in bust so i ordered up a size. very flattering
and feminine with the usual retailer flair for style.

5 General Dresses

Table 2.12 shows the reviews description of the Women’s E-commerce unlabeled
product reviews. It defines the category ClassName ”Dresses”, which can be used to
classify the categories of women’s dresses.

2.13 Pros and Cons of Available Datasets of Reviews

Table 2.13: The Pros and Cons of Standard Datasets

Dataset,
Format

Description Attributes Pros Cons

Continued on next page
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Table 2.13 – continued from previous page
Dataset,
Format

Description Attributes Pros Cons

Amazon
Fine
Food
Reviews
[118]
Format-
CSV

It contains
reviews on sev-
eral products
like dog,cat
food, medicine,
etc. This
dataset con-
tains 568454
rows and 10
columns.

ProductId,
UserId, Pro-
fileName,
Helpful-
ness, Time,
Summary,
Text

• Due to 568485
reviews, suf-
ficient to
train ma-
chine learning
model.

• summaries of
the dataset are
written by ex-
perts. .

• It does not
contain
updated
reviews.

• Summaries
are written
in generic
based, not
based on
product
aspects.

Flipkart
Reviews
[119]
Format-
CSV

It has 205053
rows and
6 columns.
It contains
reviews of
clothing, elec-
tronics, Home
decor.

Product
name,
Product
price, Rate,
Reviews,
Summary
and Senti-
ment

• This dataset
contains up-
dated reviews.

• This dataset
can be used
for multi-
label text
classification.

• Summaries
are writ-
ten only
for generic
purposes.

Home
and
Kitchen
[120]
Format-
JSON

It contains
551,682 re-
views and
8 columns.
Reviews are
related to home
and kitchen
appliances.

Index, re-
viewerId,
reviewer
name, re-
viewText,
summary,
reviewTime

• It can be used
for generic
summariza-
tion and topic
classification.

• It has not
included
summaries
related to
product
aspects.

Continued on next page
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Table 2.13 – continued from previous page
Dataset,
Format

Description Attributes Pros Cons

Clothing,
Shoes
and
Jew-
ellery
[121]
Format-
JSON

It has 278,677
reviews and
8 columns.
It contains
reviews of
clothing,
Jewellery
and fashion
products.

ReviewerID,
review-
erName,
helpful,
reviewText,
rating, sum-
mary,reviewTime

• It can be used
for sentiment
analysis and
summariza-
tion.

• Reviews con-
tained from
2004-2013.

• Only generic
summaries
are written.

Women’s
Cloth-
ing E-
commerce
Reviews
[122]
Format-
CSV

This dataset
includes 10
feature vari-
ables with
23486 rows.

ClothingID,
Title, Re-
viewText,
Rating, Rec-
ommended,
Division,
Class

• It can be
used for dress
categorisation
and sentiment
analysis.

• Summaries
are not
mentioned.

Flipkart
Product
reviews
[119]
Format -
CSV

It has 205053
rows and
contains
electronics,
clothing, and
Decor reviews.

Product
name, price,
Rating,
Review,
Summary,
Sentiment

• It can be used
for sentiment
purposes
and generic
summary
purposes.

• Summaries
do not in-
clude any
product
features.

Flipkart
Mobile
Reviews
[123]
Format-
CSV

It contains 900
mobile reviews
and 4 columns.

Mobile
name, Head-
ing and
Reviews

• It can be
used for mo-
bile topics
classification.

• Only 900
reviews are
present in
this dataset.

Continued on next page
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Table 2.13 – continued from previous page
Dataset,
Format

Description Attributes Pros Cons

Hugging
face
product-
reviews
[124]
Format-
CSV

It has 20k rows
and 8 columns.
It contains
multiple prod-
uct reviews
in different
languages.

ReviewId,
product id,
stars, review,
review title,
language,
product
category

• It can be
useful for
sentiment
classification
and summari-
sation.

• Considered
review titles
as review
summaries.

Table 2.13 describes the pros and cons of standard datasets which are publicly avail-
able on Kaggle and Hugging Face websites.

2.14 Conclusion

This chapter provides an elaborative study of various text summarisation techniques
and presents recent efforts and advances in NLP with transfer learning models. A de-
tailed analysis of publicly available product review summarisation datasets is done, and
it concludes that the loopholes of those datasets are summary are written in a generic
form, not aspect-based. After analysing the Rule-based, machine learning and deep
learning algorithms for summary generation, it is found that the rule-based approach
can give maximum accuracy. Still, it can only be useful for small and domain-specific
data. The pros and cons of existing review summarisation datasets are also described
in this chapter. This chapter also explains the approach-wise existing research work
and comparative analysis of rule-based, machine learning, deep learning and transfer
learning methods. While rule-based and traditional machine learning methods offer in-
terpretability, their scalability is limited. In contrast, deep learning and transfer learning
methods offer strong performance across domains, albeit at the expense of transparency
and computational efficiency. In the next chapter, Data collection and experimentation
with preprocessing techniques are described.
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Chapter 3

Text Preprocessing and Feature Extraction Techniques’
Challenges on Domain-Specific Data

Analysis of Real-world data is crucial for solving real-life issues. The use of pre-
processing and feature extraction techniques on real-world data is a more tailored and
effective approach, which is presented in the subsequent chapter. Text preprocessing
and feature extraction play a crucial role in the performance of natural language pro-
cessing (NLP) systems. This chapter explores the challenges of data collection and then
experiments with preprocessing and feature extraction techniques. In the last, it iden-
tifies the challenges of preprocessing and feature extraction techniques for real-world
data.

3.1 Contributions of this Chapter

Table 3.1: Contributions of Data Collection, Preprocessing and Feature Extraction

Aspect Contribution
Data Collection Collected 40k reviews of the fashion and electronics category.
Preprocessing
Techniques

Analysis, and experimented with preprocessing techniques
and found the challenges of preprocessing techniques on real-
world data.

Feature Extrac-
tion Techniques

Experimented with several feature extraction techniques and
found that the BERT transfer learning based method can ex-
tract more accurate features.

3.2 Introduction

Text preprocessing is the major and vital step for extracting the most important in-
formation from unstructured text. Preprocessing techniques transform the raw data into
a more meaningful format. However, product reviews contain so much noise, includ-
ing abbreviations and spelling errors, making it very challenging to understand these
informal reviews. Although several preprocessing techniques can be applied to text, all
of these have some impact on the text [125]. Therefore, text preprocessing is a crucial
step in removing noise from reviews and normalising unstructured reviews. [126–128].
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Before applying feature extraction techniques, text pre-processing is crucial for clean-
ing the text [129, 130].Preprocessing steps like tokenisation, stemming, lemmatisation
and stop word removal must be used carefully [21, 131, 132]. Ramadhan et al. [105]
proposed the extractive summary of headphone product reviews with including and ex-
cluding stop words. The rouge score achieved R1-42.29 with typos and excluding stop
words, and R1-46.71 with no typos but including stop words. The proposed research
develops a dataset by collecting reviews on e-commerce websites and investigates the
impacts of preprocessing techniques. However, preprocessing techniques should be ap-
plied according to the NLP application development. We examine the existing research
work that has applied some preprocessing techniques like stop word removal and stem-
ming, which are not suitable for summarisation purposes [19].

3.3 Data Collection Challenges in While Scraping

We have faced many challenges in data collection, which are mentioned as follows:

1. The challenge of blocking the IP address by Amazon due to scraping the maxi-
mum entries for data extraction.

2. Sometimes, duplicate entries are received after every 10 reviews due to the max-
imum time scraping.

3. We also received many blank entries in reviews after continuously scraping the
same e-commerce website.

3.4 Preprocessing Techniques

Preprocessing is a crucial task to normalise the data. Most of the time is spent on
applying preprocessing techniques to clean the noisy reviews. Online product reviews
contain null values, noise, irrelevant information, emojis, abbreviations, punctuations,
extra spaces, non-vocabulary words, spelling errors, informal words, etc. Several pre-
processing steps are explained below.

3.4.1 Data Cleaning

Due to data extraction methods, the data contains Null and Nan values. The data
cleaning process cleans Null, Nan, and duplicate values to contain the unique reviews
and clean the noise, special characters, and punctuations from the data. The regular
expressions (re) NLP library is used to remove the numbers, special characters, punctu-
ation and alphanumeric characters from reviews.
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3.4.1.1 Emojis Removal

Emojis are used to express emotions in the form of small digital icons. Nowadays,
many people use emojis in reviews to express their feedback; however, machine learn-
ing algorithms often struggle to understand these emojis. The emoticons library used to
detect the emojis.

3.4.2 Data Normalisation

We have applied the case conversion technique to convert uppercase to lowercase
letters for normalising the reviews. Because ”Ram and ram” have different vectors, and
this can change the meaning of the sentence.

3.4.3 Contractions

Many times, users write the short form in reviews, as I’ve done. However, when
converted into a numerical vector form, the text changes its meaning. The contraction
library expands the contractions into the correct form.

3.4.4 Data Filtering of English and Hinglish Reviews

We filtered the reviews in English and Hinglish using the NLTK English words set
and stored the English reviews in a CSV file. After filtering, we have stored the English
and Hinglish reviews in two separate data frames.

3.4.5 Spell Checking Using Pyenchant

Figure 3.1: Spell Checking Using Pyenchant

Figure 3.1 shows errors in the out-of-vocabulary words in the reviews. The real-life
reviews contain numerous spelling errors, abbreviation issues, and out-of-vocabulary
words.

51



3.4.6 Spell Correction Using TextBlob and Autocorrect

Figure 3.2: Spell and Abbreviation Correction Using TextBlob and Autocorrect

Figure 3.2 shows errors in the out-of-vocabulary words in the reviews. After experi-
menting with several libraries, we concluded that TextBlob, Autocorrect, and Pyenchant
are not suitable for correcting out-of-vocabulary words and many incorrect spellings in
reviews.

3.4.7 Experimentation with Tokenization

Tokenisation is used for splitting the paragraphs into words or sentences. A sentence
tokeniser can give a more correct output than a single word or phrase. Because the
single word (nice) does not contain any semantics. The sentence tokeniser can be used
for summarising the text.

Figure 3.3: Results of Tokenisation on Reviews
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Figure 3.3 presents the sentence tokenisation and word tokenisation on the reviews.
The word tokenisation is not useful for summarisation purposes. The sentence tokeniser
can be used to extract sentences or to increase the accuracy of summarising the text.

3.4.8 Experimentation with Stemming and Lemmatisation

Stemming is performed to normalise the reviews by transforming the words into their
root form. It can also help to find similarities between texts. However, the main issue
with stemming is that it can change the meaning of a sentence. After experimentation, it
is analysed that stemming is not a good choice for summarising reviews. Lemmatisation
is used to overcome the limitation of stemming. Lemmatisation strips the words into
their base form. But nowadays, many reviewers have written many abbreviated and
incorrect words in their reviews. So, stemming and lemmatisation are not a good choice
for summarisation.

Figure 3.4: Stemming and Lemmatisation Results

Figure 3.4 describes the stemming and lemmatisation results, including stop words.
After stemming, ’quality’ changed into ’qualiti’, ’experience’ changed into ’experi’,
’delivery’ changed into ’deliveri’, and ’material’ changed into ’materi’, which altered
the meaning of the words. However, lemmatisation gives correct words, but still, after
performing lemmatisation, some words’ meaning has also changed.
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3.4.9 Experimentation with Stop words removal

The stop words do not contain any important information. In NLTK, the stop words
list contains (a, an, the, it, my, from, and not) in the text. E.g., (I bought it from Ama-
zon). If we remove the stop words from this sentence (I bought Amazon), it can also
change the meaning of some sentences. So, removing stop words is not an appropriate
choice for summarisation purposes.

Figure 3.5: Excluding Stop Words Results

Figure 3.5 presents the results of Stemming and Lemmatisation, excluding stop
words. The highlighted lines show that the reviewer has written ’do not purchase’ and
’not bad not met’, and after removing stop words sentence’s meaning has been changed.

3.5 Experimentation with Feature Extraction Techniques

Feature extraction possesses remarkable abilities to extract meaningful features from
text, and it is an important step. Traditional feature extraction techniques often fail to
produce vector embeddings for abbreviated and noisy text. When examining traditional
techniques, a natural query arises: Which techniques should be preferred for extract-
ing features, and what is the corresponding difference between traditional and existing
embedding techniques for extracting features from text? To extract features, Text data
should be converted into numerical vectors because the machines cannot understand the
text and can only understand the vectors. Word embedding methods convert text into
vectors to extract features from the text data. Through similar vectors, we can find the
similarity between texts.
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There are two types of text embedding techniques: contextual-independent and
context-dependent. One-hot encoding, Bag-of-words, TF-IDF, and TS-ISF are tra-
ditional, context-independent statistical methods, whereas Word2vec and BERT are
context-dependent semantic embedding methods. The limitation of non-contextual em-
beddings is that they can not extract meaningful information from the text. Rani and
Walia [133] suggested that BERT is the state-of-the-art transfer learning pretrained em-
bedding model that can give semantic contextual pretrained embeddings, as well as it
can also give the embeddings of abbreviated and out-of-vocabulary words. For exam-
ple, sometimes consumers write the words in abbreviated form, and other embedding
methods can’t provide the embeddings. The BERT model gives the embeddings based
on the surrounding text. The next section describes the experimentation with feature
extraction techniques.

3.5.1 Features Extraction Using Rule-based Methods

The Rule-based methods are used to extract features. For example, the Pos tags
(Noun, Adjective, Verb, Adverb, and Proper Noun) or Adjectives or Adjectives with
noun phrases extracted from Reviews. The Rule-based method is applied using NLTK
and Spacy libraries, which is demonstrated in the figure below.

(a) (b)

Figure 3.6: (a) Pos tagging to extract features (b) Distribution of top 20 noun words

Figure 3.6 (a) shows the pos tags with the frequency of nouns, verbs, and adjectives.
(b) presents the top 20 noun words distribution using pos tagging. The noun features
play a crucial role in defining the aspects of a product’s list of features.

3.5.2 Feature Extraction Using Bag-of-Words

The Bag-of-Words method is traditional, easy, and straightforward to implement for
extracting a set of features. This method creates the features matrix of unique words
and converts sentences’ words into the same vectors, but the meanings are different
according to the sentences.
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(a) (b)

Figure 3.7: (a) Bag of words to get word vectors (b) Bag of words to extract feature
words

Figure 3.7(a) describes the Bag-of-words’ work to create the feature vector matrix
and places the frequency of words according to the presence in the documents, and (b)
presents the distribution of features using bag of words and shows the top 10 words of
extracted features using Bag of words. The main limitation of this method is that it
makes a sparse matrix.

3.5.3 Feature Extraction Using TF-IDF

TF-IDF is used to find the important words, phrases and sentences based on fre-
quency of the documents. The limitation of the TF-IDF method is that intuitive and
essential words are not always captured through this technique; they can be captured
for some amount. The figure below represents the experimentation with the TF-IDF
method.

(a) (b)

Figure 3.8: (a) Feature Vector using TF-IDF (b)Feature Words using TF-IDF

Figure 3.8 (a) shows the matrix of feature vectors extracted by the TF-IDF method,
and (b) shows the extracted feature words using TF-IDF. The limitation of this method
is that it cannot capture important words.
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3.5.4 Feature Extraction Using Word2vec Method

Word2vec method is based on the Neural Network and generates the feature vectors;
It helps to find the semantic similarity between words through feature vectors. This
model can also detect synonyms and can also suggest different words for particular
sentences. It places similar word vectors’ embeddings nearby and places the different
word vectors far away from other vector embeddings.

(a) (b)

Figure 3.9: (a) Word2Vec embeddings of nyc word (b) Word2vec can’t give the OOV
word embeddings

Figure 3.9(a) shows the embeddings of the word2vec method and the similarity be-
tween embedding of the ’nyc’ word and other words which have more similar embed-
dings to the ’nyc’ country name. The main limitation of this method is that it gives
similar embeddings for the same words but with different meanings and also gives the
same embeddings for positive and negative sentences. Figure 3.9(b) shows that the
word2vec model has no embeddings for the word ’suprb’.

3.5.5 Feature Extraction Using FastText Embeddings

FastText is an extension version of the Word2vec method developed by the Facebook
Research team. This method can give a set of words, sub-words, character ngram or
bigram embeddings. This method can also give the embeddings of wrong spell words.
For ex, ”sleping” is a misspelt word, but it is similar to sleeping. Although misspelt
words are not present in the vocabulary, it can capture those words by understanding
the prefixes or suffixes according to their semantic similarity.
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(a) (b)

Figure 3.10: (a) Implementation of FastText (b) FastText didn’t give embeddings of
abbreviated words

Figure 3.10 (a)shows the error of FastText has no embedding of the ’suprb’ word,
and Figure 3.10(b) demonstrates that FastText didn’t give the embedding of abbreviated
and hinglish words.

3.5.6 Feature Extraction Using BERT

BERT is a transfer learning-based large language model, and it is an open-source
framework for developing natural language processing applications. It is a state-of-
the-art method for converting documents into contextual embedding vectors by using
surrounding text to establish the contextual meaning of the sentence. The paper [134]
introduced the working of the BERT model in semantic tasks. They described that
the non-relevant words’ position can affect the similarity relationships between sen-
tences. The pros of the BERT model are that it can also give the embeddings of out-of-
vocabulary words and Hinglish words because it is trained on a multilingual corpus and
3.3 Billion words.

3.5.6.1 Visualisation of Extracted Features Using BERT

(a) (b)

Figure 3.11: (a) Feature words including stop words (b) Features excluding stop words

Figure 3.11 (a) presents the top 20 extracted feature tokens using BERT including
stop words, such as good, is, product, it, for, etc. Stop words are irrelevant to product

58



features. Figure (b) presents the top 20 extracted feature tokens, excluding the stop
words like good, product, nice, quality, and size, which are the important features of
products.

3.5.6.2 Working of BERT Model

Figure 3.12: BERT Working

Figure 3.12 shows the working of the BERT Model, and each input embedding com-
bines the three embeddings:

1. Token Embeddings: A [CLS] Token is added at the beginning of the sentence,
and the [SEP] token is inserted at the end of each sentence.

2. Sentence Embeddings: Sentence embeddings present the sentences added to
each token. Each token receives a marking designating Sentence A or Sentence
B.

3. Positional Embeddings: A positional embedding is added to each token and
shows its position in the sequence.

3.6 Pros and Cons of Feature Extraction Techniques
Table 3.2: Pros and Cons of Feature Extraction Techniques

Technique Pros Cons
Bag-of-
Words

• It is easy and intuitive to
implement and better than
one-hot encoding.

• It creates a sparse matrix and can’t
handle word order and can only be ap-
plied to small data.

Continued on next page
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Table 3.2 —- Continued from previous page
Technique Pros Cons
TF-IDF

• A few Amount of essential
words can be captured us-
ing TF-IDF.

• It reduces the sparsity is-
sue.

• The semantic meaning of sentences is
not captured.

• It can’t be applied to more repetitive
words in the text.

• Still, there is a sparsity issue.
• TF-IDF does not consider out-of-

vocabulary words.

Word2Vec
• It provides semantic em-

beddings and can iden-
tify the similarity between
words.

• It can also handle the spar-
sity issue.

• It can’t measure the relationship be-
tween global words in contexts.

• It can’t create the embeddings of ab-
breviated words and can’t capture the
contextual order based on words posi-
tion.

FastText
• It can generate charac-

ter and sub-word embed-
dings.

• It can handle some out-of-
vocab words and semantic
similarity between words.

• It is trained on fewer parameters.
• It cannot generate the embeddings of

abbreviated words.
• It requires a large amount of memory

to generate character embeddings.

BERT
(Bidi-
rectional
Encoder
Rep-
resen-
tations
from
Trans-
formers)

• BERT can differentiate be-
tween polysemous words
like (”cell, bank”),creates
semantic contextual em-
beddings based on the sur-
rounding words and can
give the embeddings of
non-vocabulary words.

• It can be applied to large
unlabeled data and fine-
tuned on some labelled
data.

• The high computational power, GPU
and resources are required to run and
train the BERT model.

• The biased training data can lead to in-
accurate results.

• BERT is a large language model, so
training is slow due to the Maximum
token size of 512.
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3.7 Conclusion

In this chapter, we have discussed the challenges of review collection and experi-
mentation with preprocessing techniques on those reviews. After applying preprocess-
ing techniques, it is concluded that stemming and stop word removal should not be
performed on review summarisation because they can change the meaning of the sen-
tence and can give incorrect output. Each preprocessing technique has its pros and
cons, and some techniques can affect the NLP application. Therefore, preprocessing
techniques should be applied in accordance with the development of the NLP applica-
tion. After applying preprocessing techniques, this chapter has experimented with fea-
ture extraction techniques and found that traditional feature extraction methods, such
as Bag-of-words, TF-IDF, Word2vec, and FastText, cannot provide semantic embed-
dings for out-of-vocabulary words and abbreviated words. However, the state-of-the-art
transformer-based BERT method yields better results compared to other methods. This
chapter also discusses the advantages and disadvantages of embedding techniques, as
we have collected both English and Hinglish reviews. To extract the important informa-
tion from the Hinglish code-mixed product reviews, we have experimented with topic
modelling techniques, which are described in the next chapter.

61



Chapter 4

Experimentation With Topic Modelling Techniques on
Hinglish Code-Mixed Product Reviews

The topic modelling techniques possess remarkable abilities in analysing important
information by extracting important topics from reviews. The approximately 2,000
reviews of multiple-category products, such as clothing and electronics, are consid-
ered for applying topic modelling methods. This chapter analyses code-mixed Hinglish
reviews using unlabeled and product-aware topic modelling techniques to extract im-
portant topics from reviews. The evaluation has been performed using coherence and
diversity scores to compare the more relevant and coherent topics, and it concludes that
the labelled topic modelling methods LDA, NMF, and BERT have outperformed the
results.

4.1 Contributions of this Chapter

Table 4.1: Contributions of this Chapter

Terms Contribution
Data collection Collected 2k Hinglish reviews using scraping the e-

commerce websites.
Preprocessing of
Hinglish reviews

To stop words removal, we have created a domain-specific
Hinglish stop word list.

Unsupervised
and Labelled
Product-aware
Topic Modelling

We have experimented with LDA, NMF, and BERTopic mod-
elling techniques on unlabelled and labelled topic documents
with sentiments.

Evaluation We have evaluated the topics using coherence and diversity
scores of the words in the topics and compared the extracted
topics’ similarity with Jaccard similarity scores.

Table 4.1 has describes the contribution of experimenting with product-aware topic
modeling techniques in this chapter.
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4.2 Introduction

Topic modelling plays a vital role in extracting important information from reviews
by finding important topics. Topic modelling techniques cannot comprehend the se-
mantic context and meaning of the text. However, it can capture the hidden subjects
using the context around the words and the probabilities assigned to each term in each
document. The popularity of online shopping generates numerous product reviews on e-
commerce websites. Most of the customers, especially non-professional Indians, write
these reviews in Hinglish. It is very challenging to extract the topics from multi-domain
categories of hinglish reviews [135]. Topic modelling is the best technique for min-
ing text data by analysing and discovering relevant and important data to make de-
cisions [136, 137]. It has been used to group related documents into coherent topics
to mine the text [138]. Ponay [139] used Latent Dirichlet Allocation and BERTopic
modelling techniques on customer feedback for an online ticketing system. Albalawi
et al. [140] compared five topic modelling methods, including LDA, LSA, NMF, and
PCA, as applied to short text data. There is a need for investigation of topic modelling
techniques on various languages and domains. [117].

Extensive research on topic modelling has been done in the English language. How-
ever, little work has been done on the Indian languages. India is multilingual; most
Indian people write feedback in their regional language. A few resources are available
in Indian languages. In India, social media users use more than one language in writ-
ing. Nowadays, most people use Hinglish and code-mixed comments on social media
and e-commerce websites. However, code-mixing is trending not only on social me-
dia but also on e-commerce websites. Indians mostly write feedback about products in
Hinglish. Hinglish reviews are written in Hindi in English characters. We experiment
with topic modelling on Hinglish reviews to extract important topics from reviews.
These findings are significant in the context of e-commerce and data science, as they
provide insights into the effectiveness of topic modelling techniques on Hinglish re-
views, which can be used to improve product understanding and customer satisfaction.

In this chapter, we have experimented with the LDA, NMF and BERTopic modelling
on Hinglish product reviews. In addition, it also compares the results, including hinglish
stop words and excluding hinglish stop words, and found that the BERTopic modelling
gives better results than LDA and NMF. The use cases, pros and cons of LDA, NMF,
and BERTopic topic modelling techniques, have also been described in this chapter. The
experimental results demonstrate that stop word removal is an important preprocessing
technique for applying topic modelling. Especially including unimportant Hinglish stop
words like ’hai’,’ho’,’hoo’,’ha’,’ho’, ’wo’,’bhi’ can reduce the coherence scores of top-
ics.
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4.3 Examples of Hinglish Mobile Reviews

Nowadays, most reviewers write their reviews in code-mixed Hinglish. Below are
some examples of mobile phone reviews in Hinglish that are available on e-commerce
websites, including Meesho, Amazon, Myntra and Flipkart.

cm
Figure 4.1: Some Examples of Hinglish Reviews

Figure 4.1 demonstrates examples of mobile phone Hinglish reviews available on
the Amazon e-commerce website. The reviews with the ratings are present.

4.4 Topic Modelling Techniques

Figure 4.2: Techniques of Topic Modelling

Figure 4.2 shows several topic modelling algorithms, such as LDA, LSA, NMF,
PLSA, and BERTopic. From which LDA and PLSA are probabilistic, LSA and NMF
are Matrix Factorization, and BERTopic is Neural Network-Based. We have experi-
mented with LDA, NMF, and BERTopic on Hinglish reviews and achieved better scores
of BERTopic.
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4.5 Experiments and Methodology

Figure 4.3: Pipeline of the methodology of unlabelled and labelled topic modelling

Figure 4.3 presents the methodology pipeline for extracting and visualising impor-
tant topics from reviews. The first step is data collection and load data into a CSV file.
In the second step, apply text pre-processing techniques, such as lowercase conversion,
tokenisation and stop word removal. In the fourth step, we have experimented with
topic modelling techniques on unlabelled and labelled Hinglish reviews’ documents.
The fifth step is to evaluate the topics and compare the results of extracted topics using
both unlabelled and labelled topic modelling.

4.5.1 Data Collection

Data collection is the most important task of any machine learning pipeline. We
have collected Hinglish product reviews of kids’, ladies’ dresses and mobiles from e-
commerce websites.
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Figure 4.4: Hinglish Reviews’ Products Categories Analysis

Figure 4.4 presents the distribution of product categories of Hinglish Reviews. There
are 300 reviews of ladies’ suits, 200 reviews of lady dress, approx.160 reviews of saree,
120 reviews of sandles, 100 reviews of television and palazzo and approx.50 reviews of
duppata, pajama and so on.

4.5.2 Exploratory Analysis of Hinglish Reviews

4.5.2.1 Review Word and Character Length Distribution

(a) (b)

Figure 4.5: (a)Word length distribution (b) Character Length distribution

The figure 4.5(a) shows the distribution of word length distribution. It shows ap-
prox.180 reviews have an average length of 15 words, and rare reviews have a word
length of 28, and (b) shows the character length distribution of reviews.

4.5.3 Preprocessing

After cleaning the Hinglish reviews, various preprocessing techniques are applied to
the reviews. Case conversion is performed by converting reviews into lowercase using
the regular expression library, and tokenisation and stop words removal are performed.
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4.5.3.1 Review Length Distribution of Each Product Including and Excluding
Stop Words

(a) (b)

Figure 4.6: (a) Word Length Distribution Excluding Stopwords (b) Word Length Dis-
tribution Excluding Stopwords

Figure 4.6 (a) presents the word length distribution of individual products, including
stopwords, and the average of review length is approx.45 words, maximum and mini-
mum is 10 words. We can say that most of the time, reviewers write the stop words in
reviews, which are irrelevant to extracting topic words, and (b) shows the word length
after stop word removal. After removing the stop words maximum word length is ap-
proximately. 20 words, and a minimum is 5 words.

4.5.4 Most Frequent Words Including and Excluding Stop Words

(a) (b)

Figure 4.7: (a)Word Length distribution Excluding Stopwords (b) Most Frequent
Words

Figure 4.7 (a)shows the most frequent words including hinglish stop words, are as
bahut, ka, hai, etc., and (b) shows the most frequent words excluding hinglish stop
words. To remove Hinglish stop words, we have created a Hinglish domain-specific
stop words list.

4.5.4.1 Distribution of Positive and Negative Hinglish Product Reviews

The Hinglish reviews contain many negative and positive reviews about each prod-
uct. We have performed sentiment analysis using VADER and TextBlob.
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Figure 4.8: (a)Sentiment Distribution of Hinglish Product Reviews

Figure 4.8 shows the frequency distribution of positive and negative reviews based
on the product categories. The x-axis represents the product names, and the y-axis
shows the number of reviews. The red colour represents the negative reviews, and the
grey colour represents the positive reviews. For the ladies’ suit, 150 reviews present
negative opinions in the reviews and approximately sixty reviews discuss the positive
aspects of the product.

4.5.5 Unigram, Bigram and Trigram Count Analysis of Reviews

Table 4.2: Unigram, Bigram and Trigram Count Analysis of Reviews

Unigram Count Bigram Count Trigram Count
quality 361 dress material 61 saree print color 22
design 281 acchi lagi 55 chanderi work dupatta 20
fitting 233 flip flops 55 sidhidata womenâ heavy 19
saree 177 quality acchi 51 womenâ heavy cotton 19
fabric 156 blouse fitting 51 heavy cotton embroidery 19

Table 4.2 presents some examples of the unigram, bigram, and trigram counts in the
reviews.

4.5.6 Experimentation with Unlabeled and Labelled Topic Mod-
elling

4.5.6.1 Latent Dirichlet Allocation

LDA topic modelling is a natural language processing technique used to identify hid-
den topics in text documents and provide a high-level understanding of the main ideas
by clustering the documents’ words, preserving their contextual meaning. It refers to the
procedure that describes elements of an extensive dataset [141]. LDA Topic modelling
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is a statistical and mathematical model for identifying hidden topics in multiple text
documents LDA is a probabilistic model that discovers topics from documents [142],
where each document is a mixture of topics, and each topic is represented by a distribu-
tion of words. The figure below represents the implementation of the LDA model.

4.5.6.2 Working of LDA model

P (w | d) =
K∑
k=1

P (w | z = k) · P (z = k | d) (4.1)

• P (w | d): Probability of word w in document d

• z: Latent topic variable

• K: Number of topics

• P (w | z = k): Word distribution for topic k

• P (z = k | d): Topic distribution for document d

4.5.7 Experimentation Using LDA on Unlabelled Data

The stop words are irrelevant and unimportant in extracting the important words of
the topics. However, the NLTK tool can only provide English stop words, not Hinglish,
so we created a domain-specific list of Hinglish stop words and removed Hinglish stop
words; then, we experimented with unlabeled LDA.

4.5.7.1 Document-term Matrix using Unlabelled LDA

Figure 4.9: Document-term matrix using Unlabelled LDA

Figure 4.9 shows the document term matrix of topics’ words generated using the un-
labeled LDA method. It shows the mixed topic words of all products. It encompasses
many words across one or multiple topics. The total number of topics is 10, ranging
from 0 to 9. The topic 0 words are: pasand, tight, design, quality, stitching, saree, smart,
long and Topic 1 words are: comfortable, dress, quality, price, acchi, fabric, average,
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sound, kapde, stitching, picture, reasonable. However, these are mixed topics across all
products, which makes it very complex to identify specific words for particular prod-
ucts.

4.5.7.2 Visualisation using pyLDAvis

Figure 4.10: Visualisation of topics’ words using pyLDAvis

Figure 4.10 shows the Visualization of topic word distributions and clusters of words
that segregated the topics.

4.5.7.3 Non-Negative Factorization

NMF is a non-probabilistic, unsupervised matrix factorisation method, which in-
cludes a linear algebraic algorithm. It utilises the TF-IDF approach, where the semantic
relationships between words determine their weight. To create a topic matrix, the word
with the highest weightage in terms of frequency is considered the topic. NMF fac-
torises a non-negative matrix into two smaller non-negative matrices. Mostly, it aligns
with real data where negative values do not make any sense. According to [143], the
NMF method projects data into low dimensions by reducing the number of features,
breaking down a matrix into two matrices, and working with non-negative coefficients
only, which results in a matrix of the product of two non-negative matrices by reducing
the dimensions.

4.5.7.4 Working of NMF

NMF factorizes the term-document matrix V into two non-negative matrices W and
H:

V ≈ WH (4.2)
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• V ∈ Rm×n
≥0 : Term-document matrix (terms × documents)

• W ∈ Rm×k
≥0 : Term-topic matrix

• H ∈ Rk×n
≥0 : Topic-document matrix

• k: Number of topics

4.5.7.5 Document-term Matrix of Unlabelled NMF

Figure 4.11: Document-term matrix of extracted topics using unlabeled NMF

Figure 4.11 shows the document term matrix of 9 topics’ words generated using the
NMF method. The total topics is 9 from 0 to 8. The topic 0 words are: fitting, blouse,
saree, amazon, sahi, time, delivery, zyada, service, price and Topic 1 words are: quality,
price, acchi, fabric, average, sound, kapde, stitching, picture, reasonable. However,
these are mixed topics across all products, which makes it very complex to identify
specific words for particular products.

4.5.8 Topic Modeling using BERTopic

BERT is a transformer-based model developed by Google and is a state-of-the-art
language model that has revolutionised various NLP tasks. BERTopic is a topic mod-
elling technique that uses cTF-IDF to extract important, meaningful topics from un-
structured text and create dense clusters. BERTopic combines transformer-based em-
beddings, dimensionality reduction, and clustering.
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4.5.8.1 Visualization of Topics’ Word Distribution using BERT

Figure 4.12: Score of topic’s words

Figure 4.12 explains the words related to topics; topic 5 saree reviews contain the
words ’blouse, saree, fitting, and brand’, and the probability of the blouse word is higher
than other words. BERTopic gives more accurate words related to topics. It can be
easily examined through visualisation that reviews are of 5 categories. Topic 0 contains
words related to TV. And phones. Topic 1 and 2, 3 about dresses and 4 about saree
reviews.

4.5.8.2 Hierarchical Clustering using BERTopic

Figure 4.13: Hierarchical clustering of topics
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Figure 4.13 demonstrates the hierarchical clustering of different topic words into
different colours. Similar topic words are clustered in red, and similar words of other
topic words are clustered in green colour.

4.5.9 Topics Extracted Using Labelled Product-aware Topic Mod-
elling

4.5.9.1 Topics Words Extracted using Labelled LDA

Figure 4.14: Topics Words Extracted using Labelled LDA

Figure 4.14 shows the extracted num 2 topics using labelled LDA with product cat-
egories. This approach extracts the meaningful non-duplicate topic words and relevant
topics related to the product.

4.5.9.2 Extracted Topics Using Labelled NMF

Figure 4.15: Extracted Topics Using Labelled NMF

Figure 4.15 shows the extracted coherent and meaningful unique topics nmf1 topic,
nmf2 topic with the product’s name using the labelled NMF method.
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4.5.9.3 Visualisation of Topic Words using Unlabeled LDA, NMF and BERT

(a) (b) (c)

Figure 4.16: (a) Topics words extracted using LDA (b) Topic words extracted using
NMF (c) Extracted Topic Words using BERT

Figure 4.16(a) shows the top words from 8,9,10 topics are extracted using unlabeled
LDA. Topic 8 words are suit, quality, lehenga, sundar, sahi, duppata, phone, which
are a mixture of several product categories. (b) shows that the top words from 18 and
19 topics are extracted using unlabeled NMF. The top words are kharab, combination,
outdated, bekar, stylish, vibrant, and tight, as demonstrated by topic 18 (c). The top
words dress, silai, bekar, kapda, and ghatiya are extracted from topics 2, 3, and 4 using
BERT.

4.5.9.4 Visualisation of Topic Words using Unlabeled LDA, NMF and BERT

Figure 4.17: Topic Words using Unlabeled LDA, NMF and BERT

Figure 4.17 shows the extracted topics using unlabelled/unsupervised LDA, NMF
and BERTopic modelling techniques.
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4.5.9.5 Word Cloud of Topic Words using LDA NMF and BERTopic

(a) (b)

Figure 4.18: (a) Saree, palazzo, duppata topic words using LDA, NMF and BERT (b)
Ladies suit,lehenga choli, mobile topic Words extracted using LDA, NMF and BERT

Figure 4.18 (a) shows the word cloud images of products saree, palazzo, duppata
topic words using LDA, NMF, and BERT and (b) shows the ladies suit, lehenga choli,
mobile product topic Words extracted using LDA, NMF and BERT. It shows better
results compared to unlabelled topic modelling methods. It displays the top extracted
words based on the products.

4.5.9.6 Extracted Topics using Labelled BERTopic

Figure 4.19: Topics Words Extracted using BERTopic

Figure 4.19 shows the extracted topics using BERTopic model and this model clas-
sifies and extracts the topics based on the products.
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4.5.9.7 Distribution of BERT Topics Words

Figure 4.20: Distribution of BERT Topics Word

Figure 4.20 shows the topic names with the distribution of product categories. It
describes that BERT has extracted max topics from ladies’ suits and no topics from
night suits, kurti, jeans, and mobile extracted from blouses.

4.5.10 Sentiment Analysis and Labelled LDA Topics

Table 4.3: Sentiment Analysis of Reviews and d Labelled LDA Topics

Product Negative Neutral Positive Labelled LDA Topics
blouse 13 36 19 Topic 1: bloufitting, print, quality, fit-

ting, saree; Topic 2: acchi, thoda, ship-
ping, time, quality

duppata 1 11 11 Topic 1: material, dress, chanderi,
work, dupatta; Topic 2: poorly, dress,
material, chanderi, dupatta

earbuds 6 17 18 Topic 1: bass, not, the, quality, thoda;
Topic 2: noicancellation, samsung, de-
sign, boult,

jeans 8 36 11 Topic 1: size, sahi, dhone, kapda,
jeans; Topic 2: pehnne, kamarband, pu-
rane, rang, jeans

kurti 7 44 50 Topic 1: sath, fabric, design, kurti,
ladies; Topic 2: design, comfortable,
quality, kurta

ladies
suit

58 130 116 Topic 1: price, design, quality, suit;
Topic 2: tight, size, material, suit, fit-
ting

Continued on next page
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Table 4.3 – continued from previous page
Product Negative Neutral Positive Labelled LDA Topics
lady
dress

47 86 66 Topic 1: pasand, fabric, material, lag,
dress; Topic 2: bekar, lagi, quality,
dress

laptop 3 15 13 Topic 1: display, graphics, perfor-
mance, quality, laptop; Topic 2: heat,
average, experience, laptop, gaming

leggings 19 32 22 Topic 1: material, quality, jaate, pehne,
leggings; Topic 2: size, fabric, leggings

lehenga-
choli

4 25 23 Topic 1: design, acchi, choli, price,
lehenga; Topic 2: bohot, dupatta, choli,
lehenga, pasand

mobile 14 28 17 Topic 1: camera, zyada, software,
thoda, phone; Topic 2: charging, qual-
ity, thodi, thoda, phone

night
suit

1 8 22 Topic 1: suit, night, perfect, design;
Topic 2: achi, fabric, quality, night, suit

pajama 3 5 18 Topic 1: pajamat, material, aayi,
pasand, comfortable; Topic 2: trendy,
stylish, colors, lag, pajamat

palazzo 3 52 39 Topic 1: material, waistband, quality,
acchi, size; Topic 2: pasand, compli-
ments, khushi, design, palazzo

refrigerator0 13 31 Topic 1: zyada, door, storage, thoda,
cooling; Topic 2: design, features,
thoda, noilevel, smart

salwar 4 12 4 Topic 1: uncomfortable, kapdo, color,
material, salwar; Topic 2: print,
smudges, jaate, salwar, mei

sandles 18 27 63 Topic 1: pairon, acchi, lagi, flip,
flops;Topic 2: lagi, design, flops, flip,
sandals

saree 43 79 39 Topic 1: fabric, color, print, quality, sa-
ree; Topic 2: material, design, quality,
bloufitting, saree

skirt 13 15 42 Topic 1: acchi, lagi, skirt; Topic 2: fab-
ric, color, aayi, pasand, skirt

Continued on next page
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Table 4.3 – continued from previous page
Product Negative Neutral Positive Labelled LDA Topics
smart
watch

0 1 8 Topic 1: quality, bluetooth, calling,
pasand, acchi; Topic 2: sirf, accurate,
tak, din, chalta

speaker 0 6 11 Topic 1: sound, tension, free, wajah,
waterproof; Topic 2: waterproof, wa-
jah, treble, average, bass

television 7 38 54 Topic 1: built, in, features, smart, tv;
Topic 2: thoda, remote, control, qual-
ity, tv

track
suit

11 9 16 Topic 1:pasand, quality, suit, track;
Topic 2:fitting, perfect, track, suit

4.5.10.1 Coherence Scores of Topics Using Labelled LDA, NMF and BERTopic

(a)

Figure 4.21: Trending Line of Coherence Topics Scores using Labelled Topic Mod-
elling

Figure 4.21 defines the trends or changes in coherence scores of extracted topics
based on products’ reviews, achieved using LDA, NMF, and BERTopic. The x-axis
represents the product categories, and the y-axis indicates the coherence score of the
topics. The trending line indicates that the coherence score using LDA has yielded
good results in extracting topics for certain products. But most of the topics’ maximum
coherence has been achieved by NMF and BERT.

4.5.10.2 Coherence Scores of Extracted topics using Labelled LDA, NMF and
BERTopic
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Table 4.4: Coherence score of LDA NMF and BERT

Product LDA Co-
herence

NMF Co-
herence

BERT
Coherence

Mean Co-
herence

Best
Model

blouse 0.250833622 0.662767452 0.56671668 0.493439251 NMF
duppata 0.725798404 0.702363096 0.557326175 0.661829225 LDA
earbuds 0.554756638 0.594805358 0.566697808 0.572086601 NMF
jeans 0.368192725 0.680400058 0.651039233 0.566544005 NMF
kurti 0.52973986 0.565867625 0.408340293 0.501315926 NMF
ladies suit 0.31512044 0.618882655 0.482416491 0.472139862 NMF
lady dress 0.390407798 0.633641949 0.294816566 0.439622104 NMF
laptop 0.477915233 0.635835525 0.493458502 0.53573642 NMF
leggings 0.405254867 0.57927555 0.288708127 0.424412848 NMF
lehnga-
choli

0.495297572 0.713122433 0.7024061 0.636942035 NMF

mobile 0.428764304 0.575903823 0.390302393 0.464990173 NMF
night suit 0.500231433 0.590184897 0.569808382 0.553408237 NMF
pajama 0.438846804 0.560994911 0.523015409 0.507619041 NMF
palazzo 0.442846701 0.57961059 0.45702948 0.493162257 NMF
salwar 0.40660115 0.666361319 0.409749036 0.494237168 NMF
sandles 0.501823001 0.599356215 0.487417595 0.52953227 NMF
saree 0.384848824 0.536791589 0.596600797 0.506080403 BERTopic
skirt 0.523424785 0.572334277 0.572895612 0.556218224 BERTopic
smartwatch 0.737523288 0.669899011 0.745049636 0.717490645 BERTopic
speaker 0.630203848 0.738140178 0.595721001 0.654688342 NMF
televison 0.280270373 0.703368702 0.684739901 0.556126325 NMF
track suit 0.606697476 0.747631616 0.494364153 0.616231082 NMF

Table 4.4 describes the product category wise labelled LDA, NMF, BERTopic co-
herence scores and mean coherence scores with the best model score according to max-
imum mean scores. It shows the most of the cases NMF and BERTopic is considered
as best model as compared to LDA model.

4.6 Summary of Recent Studies on Topic Modelling
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Table 4.5: Some Recent Studies of Topic Modelling Methods

Ref Dataset Language Methods Evaluation Metrics

[136]
Twitter posts English LDA, NMF,

BERTopic
Coherence scores

[144]
Amar Ujala Hindi news
articles

Hindi LSI, NMF, LDA Coherence, Perplex-
ity Scores

[142]
14000 airline reviews
collected from Asia.

English LDA, TF-IDF Recall, Precision

[145]
Cystic fibrosis com-
ments from social
media posts

English LDA, Top2vec,
Doc2vec,

Coherence score

[146]
1163 reviews were col-
lected from 3 fast food
restaurants.

English LDA Coherence score

[147]
IMDB dataset of movie
reviews

English LDA on Words,
Topics and Doc-
uments

Precision, Recall, F1-
score, support

[148]
111,728 documents
from online newspa-
pers

Arabic BERTopic,
LDA, NMF,
AraBERT,

Normalised point-
wise PMI.

[140]
20 newsgroup and short
text data from Face-
book

English LSA, LDA,
NMF, PCA, RP

Precision, Recall, F-
Score, and coherence

Table 4.5 describes the existing research work of topic modelling techniques and it
shows that most researchers have used unlabelled topic modelling on English, Arabic or
Hindi. Still, there is a scope to experiment with the labelled topic modelling on Hinglish
code-mixed product reviews.

4.7 Comparison of Unlabelled/Labelled Topic Models
Table 4.6: Comparison of Topic Modeling Methods

Techniques/Work Pros Cons
Unlabelled LDA
• Extracts a hidden mixture of top-

ics based on probability and can
be applied to any domain data.

• Works on the unla-
belled data, and hy-
perparameters can
be customised.

• Ignores word order,
requires stop word re-
moval, not find rela-
tionships in topics.

Continued on next page
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Table 4.6 – continued from previous page
Techniques/Work Pros Cons
Unlabelled NMF
• Decompose document matrix

into topics according to weights.
• Can capture latent topics from

sparse, noisy, and heteroge-
neous data.

• Can calculate each topic from
each document.

• Faster than LDA
and works better
with brief texts.

• Can handle miss-
ing values and out-
liers.

• Can incorporate
prior knowledge.

• Cannot measure topic
importance.

• It cannot determine
an optimal number of
features or clusters.

Unlabelled BERT
• A state-of-the-art language

model developed by Google.
• Does not require prior knowl-

edge.

• Considers context
and semantic in-
formation.

• Takes one topic per
document (not multi-
ple topics).

• Requires stop word
removal preprocess-
ing.

• It learns label-topic-word distri-
butions. An extension of LDA
Model where each document is
associated with known labels
(e.g., product names).

• Each label corresponds to spe-
cific topics, restricting the topic
model to only use the topics that
are associated with the docu-
ment.

• Work as su-
perivsed and
topics align with
labels; It Can be
better for classifi-
cation tasks.

• Easier to interpret
because topics are
associated with
known labels.

• It requires labelled
data and slightly
more complex imple-
mentation because it
uses Guided LDA

• It is less flexible if a
document has a noisy
or incorrect label, as
it may degrade topic
quality.

Continued on next page
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Table 4.6 – continued from previous page
Techniques/Work Pros Cons
Labelled NMF
• NMF approximates the

document-term matrix with
non-negative factors.

• In labeled form, initial topic-
word seeds are aligned with
known labels to guide topic
learning.

• It is most fast and
scalable and more
efficient than prob-
abilistic models.

• Can be guided by
using seeded ini-
tialisation of labels
for better control.

• It requires seed
words for each label
and produces redun-
dant topics if the
seed terms are not
well-chosen.

• It is harder to tune
and lacks the prob-
abilistic interpretabil-
ity.

Labelled BERT
• BERTopic uses clustering for

topic modeling and allows fine-
tuning and constraints to en-
courage label-specific topics.

• Labeling is achieved by map-
ping documents to known labels
and then grouping embeddings
accordingly.

• It utilises context-
aware embeddings
to capture se-
mantic meaning,
thereby cluster-
ing topics within
groups.

• It generates the
most accurate top-
ics and works well
for short texts.

• It is computation-
ally intensive and
requires a GPU or
a long runtime for
large datasets; it
has a risk of over-
clustering and may
produce too many
dynamic topics.

• It is harder to in-
terpret compared to
LDA or NMF.

Table ?? describes the comparison of Unlabelled and Labelled LDA, NMF and
BERT topic modelling techniques with their characteristics and pros and cons.

4.8 Conclusion

This chapter experiments with unsupervised and supervised product-aware topic
modelling techniques on Hinglish reviews. For the Hinglish reviews, applying product-
aware guided topic modelling techniques is a novel approach. We have compared the
results of extracted topics using both unlabeled and labelled methods, evaluating coher-
ence and diversity scores. In this chapter, we have also described a few recent studies
on topic modelling techniques in several languages, along with their pros and cons.
The next chapter presents the aspect-based extractive-to-abstractive summarisation of
English language reviews using a hybrid approach.
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Chapter 5

Aspect-based Product Reviews Summarization Using
Hybrid Approach

Although admirable work has been done on review summarisation, despite the grow-
ing popularity of aspect-based summarisation, several unresolved challenges hinder the
complete potential of ABS. Aspect-based summarisation focuses on generating sum-
maries based on aspects of products or input text features. Despite its growing popu-
larity, there are several unresolved research issues and challenges that hinder the full
potential of ABS. Existing work on aspect-based summarisation is limited to specific
domains. The aspects of different domains (E.g., restaurants, electronics, hotels and
fashion domain, especially ladies’ clothing) have distinct aspect sets that may not gen-
eralise across datasets. To resolve the issue of aspect-based summarisation for clothing
and mobile domains, we have proposed a hybrid approach for aspect-based summarisa-
tion.

5.1 Contribution of this Chapter

Table 5.1: Contribution For Aspect-based Summarisation

Terms Our Contribution
Data Collection Collected the approx.40k reviews from e-commerce web-

sites.
Aspects of Multi-
domain products

Prepared the list of aspects of all products and generated a
summary based on the aspects with product names.

Likert Scale We have performed a Likert scale on reviews to find the
highly positive and highly negative reviews.

Omitted Irrelevant
Reviews

We have omitted irrelevant reviews using Aspect-based fea-
tures extraction using BERT. E.g., ”I purchased it for my
son and daughter’s birthday”

Hybrid Extractive
to Abstractive
summary

The proposed work has generated a hybrid summary from
an extractive to an abstractive summary.

Sentiment Analysis Proposed BERT for sentiment analysis and included only
positive and negative sentiments for summaries, and omit-
ted the neutral sentiments.

Continued on next page
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Table 5.1 – continued from previous page
Terms Our Contribution
Multiple Aspects
Handling

Our proposed work has addressed multiple aspects in the
summary. E.g, ”The camera is awesome, but the battery is
damaged.”

Annotation of Sum-
mary

A human annotator has performed the annotation of the ab-
stractive summaries from extractive summaries.

Evaluation is done
using Rouge,
BLEU, BERT, and
Human scores,
intrinsic parameters

The summaries’ evaluation is performed using Rouge,
BLEU, BERT, human scores, and informative, conciseness,
relevancy, coherence, keyword coverage, bi-gram diversity,
parameters, etc.

Table 5.1 describes the novelty contribution of this chapter, which we have covered
in detail with experimentation and summary evaluation results.

5.2 Introduction

Aspect-based summarisation indicates that summarising the product reviews focuses
on key product aspects (e.g., size, price, camera, battery) instead of summarising the
entire review text. It finds and organises sentences based on the features of a prod-
uct and captures the opinions related to those aspects. This helps users to get a deep
and brief understanding of what customers like or dislike about specific features of a
product. Multiple products are related to different domains and have distinct features;
some domain knowledge is also essential for preparing for the aspects of these prod-
ucts. The most important step in summarising product reviews is to include product
features in the summary. To summarise the product reviews, several key aspects must
be considered. In this chapter, we first provide a comprehensive understanding of the
aspect-based summarisation techniques and methods for generating extractive and ab-
stractive summaries in the related work. This chapter aims to summarise the product
reviews based on the products’ aspects with polarity using a hybrid approach of Rule-
based and Transfer learning methods. Following this, the chapter presents the practical
implications of the proposed hybrid approach, which can also be applied in real-world
scenarios for aspect-based product review summarisation.
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5.3 Proposed Methodology of Aspect-Based Reviews Sum-
marisation

Figure 5.1: Block Diagram of Proposed Methodology

The Figure 5.1 shows the Block diagram of the proposed methodology for the Aspect-
based summarisation. It describes all the steps from data collection to summarisation
of reviews using Hybrid Rule-based and Transformer-based methods.

5.3.1 Data Collection

The data is collected through web scrapping e-commerce websites like Amazon and
Meesho. We have scraped various categories of product reviews, including clothing
for adults (Kurti, Sarees, Frock), kids’ Kurtis, kids’ dresses, and mobiles, using the
Selenium and gspread libraries. We have crawled 10,180 saree reviews, 1,400 frock
reviews, 7,560 kids’ floral dresses, 1,205 reviews of kids’ kurtis, and approximately
2600 reviews of adult kurtis. We have stored all these unstructured reviews, including
columns for review text, customer name, and date, in CSV format.

5.3.2 Text Preprocessing

As we have mentioned in the 3rd chapter, stop word removal, stemming and lem-
matisation techniques are not the best choice for summarization purposes [149]. These
techniques can reduce the quality of the summary. So, we have not applied stemming,
lemmatisation and stop word removal techniques. We used the q preprocessor and con-
tractions libraries for text preprocessing.
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5.3.2.1 Text Cleaning

We have cleaned the data by dropping null or NaN values in the first step. We
cleaned the text using emojis, special symbols, numbers,unknown characters, and reg-
ular expressions.

5.3.2.2 Text Normalisation

We have applied the case conversion technique of upper case letters converted to
lower case letters for normalising the reviews. Because ”Ram and ram” have different
vectors, this can change the entire meaning of the sentence.

5.3.2.3 Contractions

Many times, users write the short form in reviews, as I’ve done. But when converted
into numerical vector form, the text changes meaning. The contraction library expands
the contractions into the correct form.

5.3.2.4 Cleaned Reviews After Preprocessing

Figure 5.2: Cleaned Data

Figure 5.2 demonstrates the data frame, including the cleaned reviews columns ob-
tained after applying the pre-preprocessing techniques to the reviews using Regular
Expressions and some NLP libraries.
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5.4 Data Statistics and Exploratory Analysis

5.4.1 Reviews Categorical Distribution

(a) (b)

Figure 5.3: (a) Product reviews’ percentage distribution (b) Reviews categories distri-
bution

Figure 5.3(a) presents the percentage distribution of reviews according to product
categories. It shows adult kurti- 26.04%, saree-23.20%, kids dress-19.41%, mobile-
18.85%, kids kurti- 12.5% reviews. (b) shows the distribution of several categories
of product reviews using the histogram. The x-axis defines the product’s names, and
the y-axis defines the number of reviews. The adult kurti has approx.10000 reviews,
saree-8000, and kids’ kurti have approx.5000 reviews.

5.4.2 Reviews Words’ and Characters Length Distribution

(a) (b)

Figure 5.4: (a) Words Count Distribution (b) Characters Count Distribution in reviews

Figure 5.4 (a) shows the distribution of word count in reviews using a histplot. The
x-axis shows the number of words, and the y-axis shows the number of reviews. The
total number of reviews is 38155 after deleting null, nan and duplicate reviews. Most of
the reviews are very short in length, and the figure shows that 28,079 reviews have 0 to
4 words, while 6,404 reviews have 5 to 10 words. The review length has a maximum of
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75 words and a minimum of 4 words. (b) explains the distribution of character counts
from the reviews. The x-axis defines the number of characters, and the y-axis defines the
number of reviews. The max characters in the reviews is up to 200, and the minimum
number of characters in the reviews is between 0-15.

5.4.3 Distribution of Reviews Word Length Grouped By Products
and Likert Label

(a) (b)

Figure 5.5: (a)Word length of reviews grouped by products (b) Likert label of reviews
distribution

Figure 5.5 (a) shows the reviews word length distribution grouped by products. The
x-axis defines the word count per review, y-axis presents the number of reviews. The
maximum reviews are approximately.7000 reviews have only 5 words, and less than
1000 reviews have a word length of 15 words. Figure 5.5 (b) define the Likert label of
reviews grouped by products. The x-axis presents the labels of sentiment categories,
including strongly negative, negative, neutral, positive, and strongly positive. The y-
axis represents the frequency of review counts and describes that there are 20k reviews
are positive.

5.4.4 Distribution of Top Frequent Words

Our analysis also includes the top 50 frequently occurring words in the reviews.
These words, extracted after counting the length of words in reviews, provide a snapshot
of the most common sentiments expressed in the reviews. We have visualised these
words as a word cloud, offering a quick and intuitive understanding of the most common
themes in the reviews across different product categories.
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Figure 5.6: Distribution of top 50 frequent words

Figure 5.6 denotes the distribution of the 50 most common frequently appearing
words like good, nice, very, super, product and quality. It demonstrates the distribution
of review length, with a maximum length of 10 to 20 words. Figure 5(b)describes the
maximum review length by characters and words for multiple categories of products.

5.4.5 Visualisation of Combined English and Hinglish Reviews’ Words

Figure 5.7: Visualization of Hinglish and English words

Figure 5.7 shows the visualisation of collected reviews combined in English and
Hinglish reviews using the word cloud. It visualises English words from multiple cate-
gories of product reviews using a word cloud.

5.5 Data Filtering of English and Hinglish Reviews

We filtered the reviews in English and Hinglish using the NLTK English words set
and stored the English reviews in a CSV file. After filtering, we have found the length
of all product categories of English reviews, which is 235892.
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5.5.1 Filtering of English Reviews

Figure 5.8: Filtering of English Reviews

Figure 5.8 exposes the English reviews after filtering the reviews. We filtered the
reviews in English and Hinglish using the english words set in the NLTK library and
stored the English reviews in a CSV file. It demonstrates the English reviews after ap-
plying the filtering of reviews and shows the visualisation of English words of multiple
categories of product reviews using the word cloud.

5.5.2 Filtering of Hinglish Reviews

Figure 5.9: samples of Filtered Hinglish Reviews

Figure 5.9 describes non-English sentences in reviews, such as Hinglish, after filter-
ing the reviews.

5.5.3 Visualization of English Reviews’ Words

Figure 5.10: Word Cloud of Multi Products English Reviews’ Words
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Figure 5.8shows the visualization of English words of multiple categories’ product
reviews using the word cloud.

5.6 Hybrid Approach for Summarization

We have used a hybrid approach to extract the sentences from reviews related to
product features. First, we created a list of features from various product review cate-
gories. For example, for mobile reviews, the key features include camera, RAM, mem-
ory, and battery, while for clothing reviews, the key features are design, size, quality,
colour, fabric, and so on. We have stored all features in lists according to product cate-
gories. We have used Space, Benepar, NLTK, Tree, en core web md, parse dependency
tree and svgling to tag the reviews. We created the parse tree of sentences, for ex. The
battery is good-(NP (NN battery) and (VP (VBZ is) (ADJP (JJ good))))’. We applied
the POS tagging for ’JJ’ or tree pos ==’RB’( Adverb) or tr. label ==’NP’. Then, it
formulates the list of phrases with the tagging and the Parse dependency tree.

5.6.1 Feature Extraction Using DistilBERT and Extractive Sum-
mary Generation

We have used the Question Answering DistilBERT model, a variant of BERT. In
the Question, we input the feature of the product, and in the answer, it extracts only
those sentences related to product features, while other sentences are neglected. Then,
it formulates the list of feature-related sentences in the reference summary, including
product features and product reviews. For E.g., if we provide the input of reviews and
the ’camera’ word to DistilBERT, it extracts all the sentences related to the camera
based on similarity. These feature-related sentences are considered an extractive format
reference summary.

Figure 5.11: Reference Summary Generated using DistilBERT

Figure 5.11 shows the workflow of the feature-based extractive summary generation
from the reviews. The extractive summary is generated based on the similarity between
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feature embeddings. The sentences do not include any features that are omitted. BERT
is used for sentiment analysis of extractive reference summaries.

5.6.2 Sentiment Analysis of Reference Summary using the BERT

Sentiment analysis of extracted sentences related to product features is performed
using BERT Sentiment Analysis, and positive and negative sentiment is added in the ref-
erence summary. The neutral sentences are omitted in the reference summaries. Synset
and WordNet are used to find synonyms and antonyms.

5.6.3 BART and Pegasus for Extractive to Abstractive Summary
Generation

We have utilised the BERT, BART, and PEGASUS models, identical to those em-
ployed by [116], to generate the abstractive summary. We used the BERT, BART, and
Pegasus models to generate the abstractive summaries. In BART, we have specified the
maximum length as 150 and the minimum length as 30. Then, we selected the best
abstractive summary by comparing the three generated summaries using Rouge scores
and saved the best summaries along with their scores, features, products, and sentiment
lists. The best generated summary’s maximum token length is 128.

5.6.3.1 Extractive to Abstractive Summary Generation

Figure 5.12: Abstractive Summary generated using BERT, BART and Pegasus

Figure 5.12 shows the abstractive summary generation workflow from the reference
extractive summary. The max rouge scores’ summary is considered as final abstractive
summary.
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5.7 Synthetic Corpus of Abstractive Summaries With
Features and Products

Figure 5.13: Best summary with rouge score, product, feature and reference

Figure 5.13 shows the best summary generated with rouge scores and reference sum-
maries with feature, product, and sentiment columns. Best summary is selected by com-
paring the rouge score of 3 generated summaries by BART, BERT and Pegasus. The
reference summary is an extractive format which is generated by DistilBERT.

5.7.1 Trained the Data using Fine-tuning T5

We split the data into 90% for training and 10% for testing. Then, we have fine-
tuned the T5 model to train the predicted best summary from the reference summaries.
The hyperparameters we have given max input length =1024, min target length=5, and
max target length=128, batch size = 8, learning rate = 2e-5, and max epochs = 10, and
model checkpoint = ‘T5-small’. We give input of the reference summary with the prefix
’Summary text’ and output of the predicted summary,
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5.7.1.1 T5 Architecture and Block Diagram for Trained Summaries

(a) (b)

Figure 5.14: (a)T5 Model Architecture (b) Trained Summaries using T5

Figure 5.14 (a) shows the architecture of the T5 model, which contains the Encoder
and Decoder. (b) shows the pipeline for training the data. First, input the synthetic
corpus into the model and perform preprocessing, such as tokenisation. Then, input
the text encoded into embeddings by the encoder and the tokenised reference summary
into the decoder. Then, trained the next token from the output and computed the loss to
update the weights by comparing the predicted tokens with the reference. The postpro-
cessing step decodes the embedding IDs into text, and the T5 model predicts the final
summary.

5.7.1.2 Training Testing Loss Using T5 and Sentiment Distribution of Summaries

(a) (b)

Figure 5.15: (a) Training and Testing loss using epochs (b) Sentiment Distribution of
Summaries
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Figure 5.15 defines the Train and Testing loss using 10 epochs. The orange colour
line represents the Test, and the blue colour represents the Train. The x-axis repre-
sents the number of epochs, and the y-axis represents the loss rate of training and test-
ing.(b) shows the sentiment distribution of summaries. The x-axis describes the names
of products, and the y-axis defines the count of summaries. Most of the summaries
are approx.80 summaries of adult kurti, kids’ kurti are negative, and approximately 30
summaries are positive.

5.7.2 Visualisation of Summaries Using Word Cloud

Figure 5.16: Word cloud of Individual Summaries

Figure 5.16 visualises the word cloud images of summaries of some individual sam-
ples with the summary numbers.

5.7.3 Distribution of Reference and Summaries Length

(a) (b)

Figure 5.17: (a) Reference Word Length (b) Summaries Word Length
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Figure 5.17 (a) shows the distribution of the length of reference summaries. The
y-axis represents the number of review summaries, and the x-axis represents the length
of words in the reference summary. The maximum length of the reference summaries is
250 words, and (b) presents the word length of summaries generated from the reference
summaries. The x-axis presents the length of summaries using word count, and the
y-axis represents the frequency of summaries.

5.7.4 Sentiment Distribution of Summaries With Features of Prod-
ucts

Figure 5.18: Sentiment Distribution of Summaries features with products

Figure 5.18 shows the sentiment distribution of features across several product cate-
gories. The green colour indicates that the reviewers are talking positively about those
features, and the red colour indicates that they are talking negatively about those fea-
tures.

5.7.5 Distribution of Features and Sentiment for Per Product

(a) (b)

Figure 5.19: (a)Features distribution per product (b) Likert label feature distribution

Figure 5.19 (a) shows the number of features appearing in the summaries grouped
by the products. The x-axis describes the feature names, and the y-axis shows the
product names. The adult kurti has 26 times more material and 44 times more quality
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features, as described by the reviewers. In the clothing domain, users most often discuss
material, quality, fabric, and size. In the mobile reviews, most users discuss the battery
and camera. Figure 5.19 (b) describes the sentiment analysis of features. The x-axis
defines the count of summaries, and the y-axis shows the feature names. For the quality
feature, most users are talking positively, but for the material feature, most users are
talking strongly negatively.

5.8 Summary Evaluation using Rouge Scores

The Rouge metric scores, Rouge1, Rouge2, and RougeL scores are used to predict
the summary’s quality. The below visualisation shows the summary’s accuracy of the
predicted summary.

(a) (b)

Figure 5.20: (a)Rouge Score of Individual Summaries (b) Mean Rouge Scores

Figure 5.20 (a) shows the R1, R2, and RL rouge scores of some individual samples.
The x-axis defines the Rouge1,2,L scores, the y-axis describes the values of scores, and
(b) presents the Mean scores of Rouge scores of all samples. The x-axis presents the
Rouge1,2,L scores and the y-axis presents the score values. The Rouge1-51.9, Rouge2-
49.2, RougeL-50.7 scores have been achieved.

5.9 Examples of Predicted Summaries
Table 5.2: Examples of Predicted Summaries

Summary text Predicted Summary
the adult kurti has very bad quality bad fabric. fab-
ric material is very poor. fabric quality and size is-
sue. cloth not good it is fabric am not satisfied do
not repeat again meesho. fabric is not so good.

Product is nice but size is too
small. Size and quality is not
good. Neck size too small i have
fitting issue. Fabric quality and
size issue

Continued on next page
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Table 5.2 – continued from previous page
the saree has only one the border I did not like but
fabric is superb design is cute, quality is very good
same color and design thanks, the saree has best
quality same design, the saree has beautiful very
good design. it is very good and design is also good.
the saree has nice design and net also soft. nice
working design customer like. the saree has good
design. nice material and design. the saree has fab-
ric quality is very nice design is also same. design
not same as shown but border is totally different.
the saree has good quality and good design. same
color with design very nice. design is not matching
quality is good. nice but design colour some dark.
Nice colour and design weight less easy to wear.
nice saree design. saree is good but design is not
same.

The saree has only the border I
did not like but fabric is superb
design is cute. Saree is good but
design is not same.

the kids dress has nice fabric. the kids dress has
nice fabric quality.

The kids dress has nice fabric
quality.

Table 5.2 represents the predicted summary from the reference summary. The sum-
mary text column is the reference summary and predicted summary is generated by
finetune the T5 model.

5.10 Conclusion

In this chapter, we have proposed a hybrid approach of rule-based and transfer learn-
ing methods to generate an aspect-based abstractive summary of product reviews. How-
ever, admirable work has already been done in summarisation. Still, aspect-based sum-
marisation is important for research to focus on more. We have not applied the stop
word removal, stemming and lemmatisation preprocessing techniques because these
techniques can affect the summary’s quality and can change the meaning of sentences.
We have performed data cleaning, case conversion, filtering, and tokenisation prepro-
cessing techniques on reviews. Then, 3 models, BERT, BART and Pegasus, are used
to generate abstractive summaries. Then, all the summaries’ evaluation is done using
rouge scores, and the highest score of the predicted summary is considered the best
summary. After this, we have fine-tuned the T5 model to train the predicted and refer-
ence summaries and achieved better accuracy than the baseline. In the next chapter, the
results of predicted summaries are visualised using other intrinsic evaluation parameter
scores.
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Chapter 6

Results and Analysis

In this chapter, we present the results of each important step in the proposed pipeline:
data collection, data preprocessing, feature extraction, topic modelling, and aspect-
based sentiment-oriented summarisation. The experiments are conducted on 40k en-
glish language reviews, which we have scraped from e-commerce websites, Amazon,
Flipkart, and Meesho.

Evaluating an automatic summary is a challenging and time-consuming task due
to its subjective nature. Due to the lack of ground-truth summaries in aspect-based
summaries across different domains, the annotation of ground-truth aspect-based sum-
maries requires human resources and domain expertise. The standard Rouge and BLUE
metrics are not always suitable for evaluating aspect-specific summaries. Bhandari et
al. [150] concluded that the Rouge-2 metric can outperform all other metrics and is reli-
able for abstractive summaries, and Rouge-1 is reliable for extractive summaries. They
also suggested the BERTscore metric for evaluating abstractive summaries. According
to Lloret et al. [151], the content evaluation of summaries is assessed based on their
relevance to the original documents. In this chapter, we propose evaluation parameters,
including Rouge, BERT, BLEU, and intrinsic parameters such as coherence, informa-
tion, relevance, fluency, and keyword coverage, for evaluating summaries. We have
attempted to address the limitations of existing work by evaluating summaries using
both intrinsic and human scores.

6.1 Contribution of this Chapter

Table 6.1: Contribution of Each Experimentation Results

Terms Our Contribution
Real-world data analysis, prepro-
cessing and feature extraction re-
sults

Found the noisy data and challenges to apply pre-
processing and feature extraction techniques on the
noisy and abbreviated reviews.

Topic Modelling results on
Hinglish reviews

The extracted topics are evaluated using the coher-
ence score and the diversity score, and the unlabelled
topic models’ results are compared with the labelled
topic models.

Continued on next page
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Table 6.1 – continued from previous page
Terms Our Contribution
Aspect-based multi-product
review summary results

The proposed work has generated a hybrid extractive
and abstractive summaries, and evaluation is con-
ducted using ROUGE, BLEU, BERT and Human
scores.

Comparative analysis of proposed
work with existing work

The proposed work has achieved good results as
compared to existing models.

6.2 Preprocessing, and Feature Extraction Results

We found inconsistent formats, spelling mistakes, slang, emojis, abbreviated words,
Hinglish reviews, and inconsistent capitalisation, as well as challenges in applying pre-
processing to noisy data. We have experimented with several preprocessing techniques
and found that stemming and stop word removal are not suitable choices for summari-
sation purposes.

6.2.1 Preprocessing Results

Figure 6.1: Results of Preprocessing techniques

Figure 6.1 shows the results of preprocessing techniques applied to the cleaned re-
views after removing noise from the reviews. In real-life reviews, a lot of noise is
present. It is so challenging to clean the noisy reviews. We have experimented with
stemming, lemmatisation and stop words removal steps. However, after applying stem-
ming, lemmatisation, and stop word removal, we found that these techniques can change
the meaning of the sentence, as real-life reviews are already very brief. So, these tech-
niques should not be applied for summarisation purposes.
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6.2.2 Feature Extraction Results

We have utilised Bag-of-Words, TF-IDF, Word2vec, FastText, and BERT embed-
dings to extract features from reviews. Among these, BERT has yielded the best results,
as it can generate embeddings for out-of-vocabulary and abbreviated words.

Figure 6.2: Visualisation of Embeddings using BERT

Figure 6.2 shows that the BERT Model can generate the embeddings of abbreviated
and out-of-vocabulary words like suprb, drs, vry and nys. However, word2vec, flash text
are unable to generate the embeddings of abbreviated and out-of-vocabulary words.

6.3 Topic Modelling Results on Hinglish Reviews

The Hinglish reviews are phonetically written by users, which leads to inconsistent
spellings and variations. The hinglish stopwords such as accha, badiya, bariya, etc.,
increase the vocabulary sparsity and the number of topics generated by LDA and NMF.
Hinglish reviews include the mixture of Hindi and English stop-words in Roman script.
Removing stop-words is also very important in Hinglish code-mixed reviews.

6.3.1 Limitations of Existing Work on Topic Modelling Results

• Lack of pre-trained models for Hinglish reviews: There is a lack of NLP tools,
such as NLTK, Spacy, and Gensim, to preprocess the Hinglish reviews, which
impacts the lower quality of preprocessing, word representation, and topic as-
signment.

• Short Reviews and Data Sparsity: Most of the time, reviews are often very
short, E.g., “acchi saree hai”. The topic modelling algorithm LDA can perform
poorly on short reviews by generating repetitive topics.
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6.3.2 Impact of Including and Excluding Hinglish Stop words

Figure 6.3: Reviews’ Length with Including and Excluding Hinglish and English Stop
words

Figure 6.3 shows the results of word length of reviews, including and excluding
hinglish and english combined stop words. We have observed that, in most reviews,
users often include stop words. For e.g., 4th Review length is 23 words and character
length is 127 characters. After removing hinglish stop words, the filtered token length
is 14 words, but after removing hinglish and English stop words in the column named
’filtered without hin eng stopwords’ token length is only 9 words. Therefore, it is con-
cluded that from code-mixed reviews, we must remove both Hinglish stop words and
English stop words. Because in code-mixing, people write English and Hinglish mixed
words in the reviews.

6.3.3 Distribution of Coherence Score for Labelled Vs Unlabelled
Topic Models

Figure 6.4: Coherence Score of Labelled vs Unlabelled LDA, NMF and BERTopic for
all Products

Figure 6.4 defines the coherence score of labelled vs unlabelled topic models and
shows that the labelled topic models have achieved greater coherence scores as com-
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pared to unlabelled topic models. The x-axis presents the product names, and the y-axis
shows the score values.

6.3.4 Extracted Topics Similarity Score and Coherence Mean Scores

(a) (b)

Figure 6.5: (a) Heat map of LDA NMF and BERT score (b) Mean Coherence Score of
Labelled and Unlabelled Topic Models

Figure 6.5 (a) presents the heat map of the Labelled BERTopic, LDA and NMF
models’ scores grouped by the products. The dark blue colour represents the highest
similarity. The light green colour shows the lower similarity between scores, and (b)
shows the average coherence score of Labelled LDA, NMF and BERTopic Models.

6.3.5 Comparison of Coherence Score of Topics Using Labelled and
Unlabeled LDA, NMF and BERT

Figure 6.6: Jaccard Similarity Score of Product-aware Topic Models

Figure 6.6 The x-axis defines the model’s name and the y-axis defines the Jaccard
similarity scores. It describes the heat map of similarity scores of extracted topics using

103



LDA, NMF, and BERT. It demonstrates the similarity between the extracted topic scores
obtained using topic models.

6.3.6 Jaccard Similarity Score and Mean Diversity Vs Coherence
Scores

(a) (b)

Figure 6.7: (a)Jaccard Similarity Score for Individual Products(b) Diversity and Co-
herence Mean Score of LDA, NMF, BERT Models

Figure 6.7 (a) presents the heat map of Jaccard similarity scores between extracted
topics through labelled LDA, NMF and BERT using Jaccard similarity scores. The x-
axis shows the model’s name, and the y-axis shows the product’s name. It describes
the similarity scores of LDA-BERT and LDA-NMF, as well as NMF-BERT pairs. The
maximum similarity score of LDA-NMF is 0.67. The dark blue colour describes no
similarity, and the red colour defines the maximum similarity. (b) shows the mean of
diversity vs coherence scores of using labelled topic models.

6.3.7 Comparison of Topics Coherence Score Using Labelled and
Unlabeled Topic Models

Figure 6.8: Coherence Scores of Labelled and Unlabeled LDA, NMF, BERT based on
the Product Topics

Figure 6.8 defines the coherence score of extracted topics based on the products.
The x-axis presents the product names, and the y-axis shows the score values. The
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labelled product-aware topic models have achieved the maximum score as compared to
the unlabeled topic models.

6.4 Aspect-based Multi-product Reviews Summary Re-
sults

6.4.1 Distribution of Rouge, BERT and BLEU Scores of Predicted
and Human Summary

The results of the summaries have been evaluated using the Rouge, BLEU, BERT
scores, and human scores and it has been found that the BERT score can better as-
sess the quality of the summaries because the Rouge score cannot evaluate summaries
based on semantics; instead, it checks summaries only through 1-gram, 2-gram, and
n-gram approaches. However, the BERT score can evaluate summaries based on their
semantics.

(a) (b)

Figure 6.9: (a) Distribution of Rouge, BLEU and BERT Score (b) Distribution of
Rouge and BERT Score for Human Summary

Figure 6.9 (a) shows the distribution of Rouge, BLEU and BERT scores of predicted
vs reference summary generated by models. BERT score has achieved max scores as
compared to Rouge, BLEU metric, because BERT works on the semantic embeddings,
although the rouge score works on one-gram, n-gram and n-grams. (b) shows the dis-
tribution of Rouge1,2,L and BERT scores for the predicted summary versus the human
summary. BERT has achieved maximum scores compared to the ROUGE score, but
when compared to reference vs. predicted, it yielded lower scores.
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6.4.2 Visualisation of Predicted Summaries With Human Summary

Figure 6.10: Predicted Summary With Reference, Product and Features

Figure 6.10 represents the predicted abstractive summaries by finetuning the T5
model, with reference summary and features, product, and human summaries. We have
analysed that the predicted summary also covers the challenge of multi-domain prod-
ucts by adding the name of the product at the start of the summary, which makes it
easier to understand the summary of that particular product.

6.4.3 Similarity of Rouge Score with BERT Score

A model might optimise for ROUGE (e.g., repeating phrases), yet produce sum-
maries that are less semantically meaningful. Conversely, a model focusing on seman-
tics (such as abstractive models) may achieve a lower ROUGE score but a higher BERT
score. Relying on just ROUGE can misrepresent summary quality. So, both metrics
should be considered to capture both lexical overlap and semantic accuracy. ROUGE
is surface-based, rewarding exact word matches. BERT score is semantic, rewarding
paraphrases and contextual matches. It highlights the misalignment between surface
and semantic metrics. Bert Score is more meaning-aware, while ROUGE-2 is more
token-aware.
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(a) (b) (c)

Figure 6.11: (a) Similarity of Rouge1 and BERT score (b) Similarity of RougeL and
BERT score (c) Similarity of Rouge2 and BERT score

Figure 6.11 (a)presents the similarity between Rouge 1 and BERT-F1 score. The
X-axis defines the ROUGE-1, and the y-axis BERT score. As ROUGE-1 increases,
BERTscore-F1 also increases, which means more lexical overlap and more semantic
closeness to reference summaries, and (b) shows the Rouge-L score is increasing, and
the BERT F1 score is also increasing. There is a positive correlation between the Rouge
score and the BERT score. Figure 6.9 (c) The X-axis shows the ROUGE-2 score, and
the Y-axis presents the BERTScore-F1. It shows the weak relationship between Rouge2
and BERT. A regression line with a dashed black line indicates the overall trend. High
Bert Score but low ROUGE-2, meaning the summary is semantically similar but uses
different wording. This measures semantic similarity using contextual embeddings (like
BERT). Higher values mean the summary is semantically closer to the reference, even
if exact words differ.

6.4.4 Visualisation of all Metrics Scores With Summaries

We have also checked the summaries’ quality through informative, conciseness, bi-
gram diversity, coherence, fluency, relevance, and keyword coverage metrics scores.

Figure 6.12: Visualisation of all Metrics Scores
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Figure 6.12 explains the summaries examples with coherence, informativeness, rel-
evance, conciseness, coverage, fluency score and bigram diversity scores. The figure
describes the coherence score as less as compared to other metric scores, and Informa-
tive and bigram diversity and keyword coverage scores are high.

6.4.5 Distribution of All Metrics Scores of Summaries

Figure 6.13: Distribution of all metrics scores

Figure 6.13 presents the histograms of all metrics. The x-axis represents the scores
of all metrics, including coherence, informativeness, relevance, conciseness, coverage,
fluency score, and bigram diversity scores. The y-axis presents the frequency of sum-
maries. The diagrams show how many numbers of summaries are relied on between 0
to 1 metric scores. The first diagram shows that the coherence scores range between
0.0 and 0.5 for 100 summaries, and a very few summaries score is equal to 1.0. The
informativeness scores range from 0.5 to 1.0 for 60 summaries, and the relevance score
ranges from 0.5 to 1.0 for 20 to 50 summaries. The conciseness score is between 0.2 to
0.4 for 50 to 60 summaries, and the Coverage score is between 0.5 to 1.0 for 20 to 50
summaries. The fluency score is approximately between 0.6 and 1.0 for 100 summaries.
The bigram diversity scores are between 0.8 to 1.0 for 230 summaries. We found the
maximum accuracy of scores achieved in Bigram diversity. The minimum accuracy
achieved in coherence scores.
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6.4.6 Visualisation of Evaluation Parameters Scores

(a) (b) (c)

Figure 6.14: (a) Bigram-diversity score (b) Coherence score (c) Informative score

Figure 6.14 (a) presents the Bigramdiversity score of summary number 368 using a
radar chart, and (b) shows the coherence score of summary number 366, and (c) explains
the informative score for summary number 368.

(a) (b)

Figure 6.15: (a) Conciseness score (b) Fluency score with summary number

Figure 6.15(a) shows the conciseness score and (b) demonstrates the fluency score-
0.7142857 of summary 349.

6.4.7 Correlation of Rouge and BERT and All Metrics Score

The BERT works on the semantic embeddings, although Rouge score work on one-
gram, n-gram and n-grmas.
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(a) (b)

Figure 6.16: (a)Heat map of Rouge, BERT Metric Scores (b) Heat map of All Metric
Scores

Figure 6.16 (a) shows the distribution of Rouge and BERT Scores. BERT score has
achieved max scores as compared to the Rouge metric. (b) The correlation heatmap
shows that ROUGE metrics (ROUGE-1, ROUGE-2, ROUGE-L) are strongly corre-
lated with each other (b)presents the correlation between metric scores. Informative vs.
Coverage metrics are highly positively correlated. It shows that if a summary scores
a maximum of informativeness, then it has good coverage. Conciseness metric scores
moderately correlate with relevance scores and informativeness. The red colour shows a
high positive correlation. The blue colour indicates negative correlations (-0.12). Light
colours show a weak or no correlation. The informative and coverage metrics scores
(0.93) are highly positively correlated. Relevance and coverage scores are also highly
positive correlated (0.93). But coherence vs. bigram Diversity has a negative corre-
lation (-1.00). If the bigram diversity is high, then it can reduce the coherence score.
No correlation is close to 0. Fluency and informative metrics (-0.12) have a negative
correlation.

6.4.8 Inter-agreement Analysis of Annotators

(a) (b) (c)

Figure 6.17: (a) Mismatch Sentiment Distribution of Reference Summary vs Predicted
Summary (b) Reference Vs Summary Sentiment (c) Rater 1 and Rater 2 Scores

Figure 6.17 (a) shows the sentiment match and mismatch of reference vs predicted
summary. The x-axis defines the True and False of sentiment match, and the y-axis de-
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scribes the count of summary rows. The figure explains the approximate.310 predicted
summaries’ sentiment matches and 50 summaries’ sentiment are a mismatch from the
reference summaries’ sentiment. Figure 6.17 (b) presents the confusion matrix of true
positive and true negative values of reference vs summary sentiment, Figure 6.17 (c)
presents the confusion matrix of the scores from the two experts’ summary evaluations.
The x-axis describes the evaluation scores given by Rater 2, and the y-axis describes the
evaluation scores given by Rater 1. The main diagonal shows agreement cases, where
both raters gave the same score; for example, a Score of 5 given by both raters occurs
72 times, and a Score of 3 given by both raters occurs 63 times. The off-diagonal value
shows the disagreement. Score 4 is given by Rater 1, Score 5 is given by Rater 2 is 16
times, Score 5 by Rater 1 and Score 6 by Rater 2 is 21 times. This mainly shows the
consistent agreement of scores from 3 to 6.

6.4.9 Meaningful Summaries Based on Threshold Value

(a) (b)

Figure 6.18: (a) Meaningful Summaries based on 55 Threshold Value (b) Meaningful
Summaries based on 50 Threshold Value

Figure 6.18 (a) shows that 86.4% are meaningful summaries and 13.6% of sum-
maries are not meaningful based on the if average score greater than 55 threshold value
and Figure (b) presents the 96.5% summaries are correct, and only 3.5% summaries are
not meaningful based on 50% threshold value.

6.5 Bench Marking

To evaluate the effectiveness of topic modelling methods, we compared the results
using coherence and diversity scores for extracted topics from both unlabelled and
labelled topic modelling techniques, achieving better results with product-aware la-
belled methods. We have proposed an aspect-based summarization for multi-product
reviews and benchmarked it against several existing supervised and unsupervised meth-
ods. Standard evaluation metrics such as ROUGE 1,2,L, BLEU, BERT F1-score, and
human score are used to evaluate the summaries’ quality and the proposed work has
achieved best scores as compared to existing work.
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6.5.1 Comparative Analysis of Baseline with Proposed Work

Table 6.2: Analysis of Baseline with Proposed Work

Ref Approach/Methods Rouge1 Rouge2 RougeL Summary/Dataset

[57]
Token cluster
method

33.4
44.48

6.71
12.84

17.95
26.61

Extractive (Amazon)
Extractive (Space)

[64]
Kullkbaack
Leibler Diver-
gence Method,
RNN

14.1
16.9
26.9

20.0
20
11.1

13.1
16.3
25

Extractive (Opinions)
(Space)
(Amazon)

[14]
ACESUM model 32.41

29.53
19.47
6.79

25.46
21.06

Abstractive (Space)
(OPOSUM)

[85]
BART weak super-
vision

28.56
35.62

10.53
15.8

25.93
33.01

Abstractive
(CNN/Daily Mail)
(MA News)

[29]
T5 Model 37.27 19.22 35.32 Abstractive (AMA-

SUM)
Our BERT, BART, Pe-

gasus and T5
51.91 49.23 50.76 Hybrid Extractive to

Abstractive (Multi-
product Reviews)

The table 6.2 describes the comparison of the Rouge score of existing work with
the proposed approach, and it demonstrates that the proposed approach has achieved
maximum accuracy.

6.5.2 Comparative Analysis of Proposed Work with Existing Work

(a) (b)

Figure 6.19: (a)Comparative Analysis of Proposed Work (b) Comparison of Average
score and Human Scores
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Figure 6.19 (a) presents the comparative analysis of proposed work with existing
work. The x-axis defines the researcher’s names and the dataset, as well as the method
names used to develop a framework for summarisation. The proposed approach has
achieved 51.9 Rouge1, 49.2 Rouge-2, and 50.7 RougeL scores, which are very good
as compared to existing work. Figure 6.19 (b) describes the comparative analysis of
proposed work with existing work. The x-axis represents the summary’s index, and
the y-axis displays the score values, ranging from 0.3 to 1.0. The blue-coloured lines
define the average scores calculated by adding all metric scores, and the orange colour
describes the Human 1 score; the Blue colour shows the Human 2 scores.

6.6 Conclusion

This chapter explains the use cases of summary evaluation parameter scores and ex-
periments with several intrinsic parameter metric scores, including coherence, concise-
ness, informativeness, keyword coverage, relevance, fluency, bigram diversity, Rouge,
BLEU, Human Evaluation, and BERT F1 scores. The best scores have been achieved
using the BERT score because it evaluates summaries based on semantics, rather than
n-grams or one-grams, unlike the Rouge score. The inter-rater agreement analysis is
performed to calculate the similarity between human scores. At last, the percentage of
correct or meaningful summaries is calculated by averaging all metric scores and based
on the threshold value. The next chapter provides the conclusion and future work.
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Chapter 7

Summary, Conclusion and Future Work

This chapter concludes the research work presented in this thesis. It provides a
summary of the key findings, highlights the main contributions, outlines the limitations
of the current work, and proposes directions for future research.

7.1 Summary

The proposed research presents a comprehensive study on Aspect-based sentiment-
oriented review summarization extractive to abstractive summaries of unlabelled re-
views. The proposed work has also employed unsupervised and supervised product-
aware topic models, including LDA, NMF, and BERTopic, on Hinglish code-mixed
product reviews to extract coherent and important topics from multi-product reviews.
A summary of the main characteristics and results of each approach is presented in the
following stages:

1. Pre-processing of English and Hinglish Reviews: We have considered both
English and Hinglish Reviews. To filter the English reviews, regular expressions and
natural language processing (NLP) tools are utilised. For the English language reviews,
the contractions and sentence tokenisation are applied. However, for Hinglish code-
mixed product reviews, stop word removal and word tokenisation preprocessing steps
are used. To remove Hinglish stop words, we have created a Hinglish domain-specific
stop words list.

2. Unsupervised and Product-aware Topic Modelling on Hinglish Reviews: Un-
supervised topic models like LDA, NMF, and BERTopic are applied on Hinglish re-
views without product names to extract topics. However, the extracted topics are not
relevant or coherent, and they are a mixture of topics from multiple products. Product
names are introduced as labels to guide the topic models, enabling the extraction of
more coherent and relevant product-specific topics. Overall, the label-guided product-
aware models have improved coherence and relevance of the extracted topics.

3. Aspect-based Sentiment Oriented Summarisation: Rule-based and Transfer
learning methods are used to develop a framework for aspect-based sentiment-oriented
summarisation. The product-related aspects list is created manually using domain
knowledge. A reference summary is generated using DistilBERT, and abstractive sum-
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maries are generated using BERT, BART, and Pegasus. The best score summary with
sentiment, features, and product category is trained using a fine-tuned T5 model.

4. Evaluation Metrics: Coherence and diversity scores are used to compare the
quality of topics. Human evaluation and ROUGE, BLEU, and BERT assessed the sum-
mary quality.

7.2 Conclusion

Aspect-based summarisation is important as it provides the correct context of the
reviews We collected the approx.55k reviews from Indian based e-commerce websites,
and applied preprocessing techniques on noisy, abbreviated Indian English and Hinglish
code-mixed reviews. In this thesis, we attempted to address the lack of data and re-
search on real-world English and Hinglish code-mixed product reviews. We have also
made significant contributions to the field of Hinglish language processing. Product-
aware, topic-guided, and unlabelled topic modelling techniques are applied to mine
Hinglish code-mixed product reviews. An aspect-based sentiment-oriented summariza-
tion framework has been developed for English reviews to extract fine-grained opin-
ions. The BERTscore and Rouge scores, as well as Human scores, have been utilised
to evaluate summary quality. Our proposed hybrid approach, combining extractive and
abstractive summarisation, has given the best results.

7.3 Future Work

There are several directions for future research to enhance this work.

1. Aspect-based summarisation datasets can be developed for different domains by
labelling the aspect-based summaries through domain and linguistic experts.

2. To develop a hybrid summarisation system that can generate summaries in both
English and Hinglish.

3. To extend the framework to other Indian and multilingual datasets.

4. To integrate with real-time review analysis systems for e-commerce.

5. To incorporate multimodal data (text, images, videos) for richer sentiment in-
sights.

6. To develop a human–AI hybrid evaluation for a more meaningful summary as-
sessment.

The insights from this thesis can be a stepping stone towards more explainable and
user-centric review summarization systems across multi-product domains.
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Appendices
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A.1 Existing Datasets of Product Reviews Summarisa-
tion

A.1.1 Clothing, Shoes and Jewellery Dataset

Figure A.1: Clothing, Shoes and Jewellery Dataset

Figure A.1 shows some reviews of Clothing, Shoes and Jewellery dataset that is
publicly available benchmark corpus in json format.

A.1.2 Home and Kitchen Reviews Labelled Dataset

Figure A.2: Some reviews of Home and Kitchen Reviews Dataset

Figure A.2shows home and kitchen appliance reviews with the reviewText, summary
and reviewTime columns.
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A.1.3 Flipkart Product Reviews Labeled Dataset with Sentiment

Figure A.3: Flipkart Multiple Product Reviews Labeled Dataset

Figure A.3 shows the reviews of multiple categories of products with the columns
product Id, Product Name and review and summary column.

A.1.4 Amazon Food Reviews Summarization Dataset

Figure A.4: Multiple Product Reviews Labeled Dataset on Hugging Face

Figure A.4 presents the hugging face multiple product reviews labeled dataset in
multilingual but in english and dutch language.
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